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ABSTRACT

With the advent of the next generation of nuclear reactors, the liquid metal cooled fast breeder reactors (LMFBR), new problems are being considered in many fields including that of non-destructive testing (NDT). Within NDT the more extensive use of eddy current techniques as an alternative to ultrasonics is one such area of investigation, particularly with regard to the inspection of the austenitic stainless steel primary vessel of the fast reactor.

The inspection of the outer surface of the pressure vessel for surface breaking defects has been considered. The feasibility of defect detection in stainless steel welds using eddy currents has been demonstrated using standard eddy current equipment.

An evaluation of the use of coils in a horizontal orientation has been undertaken, both from theoretical and experimental viewpoints. The comparison of these results with those obtained for a more conventional vertical axis coil has indicated that the horizontal axis coil has potential advantages for this particular inspection case. A coil optimisation study has demonstrated that the potential advantages of horizontal axis coils can be more fully realised through a careful choice of probe coil.

The investigation has highlighted the increased understanding that can be obtained about eddy current testing by way of complimentary experimental and theoretical studies which consider an engineering problem of current interest.
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1. INTRODUCTION

1.1 Objectives of the Work

The role of non-destructive evaluation (NDE) in industry is becoming increasingly important. Greater awareness of the benefits of employing non-destructive testing (NDT) in many industrial situations has led to the increased application of the various inspection techniques. With this wider usage, the need for further development and greater understanding of the various techniques and phenomena involved has become apparent (Nicholson (1982)). The part played by NDT in the construction and maintenance of a nuclear plant for instance, is apparent from Figure 1.1. A combination of the various techniques available are used both for the inspection of the materials and joints of the structure during the construction of the plant and for the in-service inspection (ISI) of the plant. The combination of information from the NDT, the material properties and the loading on the structure enables, through the use of fracture mechanics, a decision to be made as to whether any flaws detected in the structure will have a detrimental effect on the continued operation of the plant (Saglio and Prot (1976)).

Of the five major inspection techniques employed, these being dye penetrant testing, magnetic particle inspection (MPI), radiography, ultrasonic inspection and eddy current testing, it is the latter technique which currently offers the most scope for further development (McGonnagle (1982)). A review of the research into and usage of the various NDT techniques in the UK detailed by Sharpe (1982) indicated that of all the NDT performed in industry, 80% of the firms used radiography, 71% used penetrant inspection and 49%
used ultrasonic techniques and MPI, eddy current testing was not even mentioned. In contrast to this, at a British Institute of NDT symposium in October 1988, one of the speakers indicated that 54% of the NDT performed by the Royal Air Force employed the eddy current technique. This increased consideration and use of eddy current NDT has been partly responsible for this research study. Although eddy current testing is one of the oldest NDT methods, the first experiments being performed in 1879 (American Society of Metals (1976)), it is generally regarded as one of the least understood and least developed methods (McMaster (1985)).

The wide range of NDT applications and the diversity of requirements mean that much of the research into NDT development and understanding is performed with a specific application in mind. NDE is primarily concerned with quality assurance and ensuring structural integrity. Quality assurance involves the inspection of materials or goods after they have been through some form of production process. The more commonly encountered area of NDT application is the assurance of structural integrity. This area of interest ranges from the inspection of North Sea oil platforms with the inherent problem of testing underwater, to the inspection of power generation plant (especially nuclear plant, frequently with the undesirable feature of a radioactive environment) and the severe set of testing requirements imposed by the aerospace industry (Bond (1988)).
This study brings together the eddy current testing technique and an application involving the inspection of a nuclear power plant. The aim of the work is to carry out a feasibility study on the use of the eddy current technique for inspecting the outer surface of the primary vessel of a liquid metal cooled fast breeder reactor (LMFBR) (Figure 1.2).

The following inspection procedure is planned for use in practice. Initially a television camera would be used to carry out a preliminary remote inspection of the vessel. On observing any indications of a possible flaw in the material surface, the eddy current technique would be introduced to inspect the area more thoroughly and determine whether any flaws were actually present and if so to size the flaws identified.

The austenitic stainless steel (316 stainless steel) which forms the vessel wall of the LMFBR, has an essentially constant magnetic permeability and a favourable large electromagnetic skin depth. At a given frequency, the depth of eddy current penetration is greater in 316 stainless steel than in most other commonly encountered materials such as copper, aluminium alloy or mild steel. Both of these characteristics make the material conducive to eddy current inspection.

For the application under consideration, two important questions need to be considered.
1) The ferromagnetic nature of the welds on the vessel (regions of variable permeability and conductivity) will make the evaluation of any indications very difficult using the eddy current technique. Since the welds and the associated heat affected zones are the most likely regions on the structure to possess flaws, it needs to be determined if flaws can be detected in the weld metal and the neighbouring heat affected zones. If so, what indications will the flaws produce on inspection with eddy currents and how can these indications be interpreted to characterise the flaw?

2) The liquid sodium in contact with the vessel wall will be at about 200°C during the inspection. How will the increased temperature of the vessel wall affect the indications produced by the eddy current inspection? Again the question of interpretation of data will need to be considered.

In conjunction with answering these questions, the aim has been to try and understand the important factors that determine the success or failure of the implementation of the eddy current technique, especially when considering the fast reactor inspection application. Much of the work has focussed on the orientation of the eddy current coil used to perform the inspection. The flaws of interest in the outer wall surface were considered to be surface breaking flaws (most likely fatigue cracks or deep scratches) with a depth of greater than 2 mm.
1.2 Method of Investigation

An approach has been adopted whereby both theoretical modelling and experimental work have been performed to investigate the system of interest. The data obtained from both of these areas of study have been considered in order to ascertain the applicability of the eddy current technique to the required inspection.

The initial modelling work concentrated on the development of an approximate model for the eddy currents in a stratified half space, which was based on the assumption that a uniform field was induced in the material. This model represents the basic system under consideration, although in practice the situation reduces to that for the eddy currents in a homogeneous half space, since the vessel wall is too thick (30 - 50 mm) to allow complete eddy current penetration. To achieve complete penetration (ie the wall thickness = the electromagnetic skin depth) a coil excitation frequency of around 100 Hz would be needed.

A considerable amount of experimental work has been performed to aid the verification of the approximate model. A horizontal coil orientation was considered since it was the most suitable experimental configuration for representing the approximate model. The work has basically consisted of investigating the impedance change of several coils when they are placed, one at a time, above homogeneous and stratified metallic half spaces. An exact analytical theory for the case of a horizontal axis coil above a homogeneous conducting half space (Burke (1986)) was used to provide another set of results with which the approximate theory could be compared. This
exact theory was then extended to consider half space stratification. The aim of this was to understand the response from the fast reactor system, without weld material and defects present, when an eddy current coil was brought close to the vessel wall.

The coil orientation used (Figure 1.3), with the coil axis parallel to the surface of the material, is not the conventionally used coil orientation. Hence the work moved on to evaluate the merits of the horizontal axis coil as compared to the more conventional vertical axis coil. This study made use of both theoretical and experimental data. Part of the reason for this comparison was a proposal by Riaziat and Auld (1984), that horizontal axis coils may be less sensitive to lift-off and more sensitive to defects than vertical axis coils.

An experimental investigation of the feasibility of defect detection in 316 stainless steel weld material was conducted using coils of both orientations. This enabled the basic question of feasibility to be answered. The remainder of the work concentrated on a more complete evaluation of the horizontal axis coils based on the favourable characteristics they had demonstrated in the initial phases of the work.

The approximate model was based on the assumption that a uniform field was induced in the material. Using a calibration theory proposed by Auld (Moulder et al (1987)) for uniform field cases and the formulae of Auld et al (1984) for the coil impedance change due to a flaw when the incident electromagnetic field is uniform, the validity of the uniform field idea as applied to the horizontal axis coil was investigated.
An extension to the approximate model was introduced, which was designed to indicate that by making simple but realistic assumptions about the fields in the material, useful first order approximations for the impedance change of an inspection coil can be obtained. The model proved to be of great use when the idea of coil optimisation was investigated, since it negated the need for vast numbers of experiments to be performed using different coils.

1.3 Achievements

The work presented in this thesis has investigated the feasibility of using the eddy current technique for non-destructively inspecting austenitic stainless steel vessels. The achievements of this work are considered to be as follows:

(1) It has been demonstrated experimentally that the eddy current inspection of austenitic material (316 stainless steel), both the base material and the weld regions, is possible using both vertical axis and horizontal axis coils. In addition, it is predicted that the inspection should be possible at a temperature of 200°C (the typical liquid sodium temperature at fast reactor shutdown) without any adverse effects on the test performance.

(2) A thorough experimental and theoretical analysis of the use of horizontal axis eddy current coils has been performed. This has entailed the development of a novel approximate model to describe the eddy currents in a stratified conducting media and the extension of an existing exact theory to be able to consider
stratified as well as homogeneous conducting materials. The differences between vertical axis and horizontal axis coils have been addressed, resulting in the demonstration that horizontal axis coils may be advantageous when considering the inspection of large austenitic vessels for a number of reasons, all of which are detailed in Chapter 9.

(3) Having demonstrated the detection capabilities of simple horizontal axis coils, an attempt has been made at detailing the necessary considerations for probe optimisation and a more quantitative approach to the determination of technique capability. An investigation of the possible application of uniform field theory ideas to horizontal axis coils has proved encouraging and demonstrated the possibility of using the theory for ascertaining estimates of crack size using horizontal axis coil impedance change data.
2. BACKGROUND

2.1 NDE in the Nuclear Industry

The development of nuclear power production throughout the world has necessitated the corresponding development of NDT technology to help ensure that the nuclear power plant is capable of safe power production (Oates (1988)). At present the construction and maintenance of safe plant is under particular scrutiny following the Three Mile Island [1979] and Chernobyl [1986] nuclear accidents. Although neither accident was due to the presence of a crack or other such defect in the plant, both accidents have highlighted the potential dangers of a nuclear power plant failure and thus the question of safety has become particularly important. This was very apparent at the Sizewell B public inquiry from 1983 to 1985 (Layfield (1987)).

Much NDE expertise is already employed in the nuclear industry, both for the inspection of materials and joints during construction of the plant and for the in-service inspection of the plant (Figure 1.1). In the USA much of the nuclear plant orientated NDT research is performed for and by the Electric Power Research Institute (EPRI). Most of the European countries which have nuclear plants perform NDT research, the most prominent research programmes being performed in France (Commissariat à l’Energie Atomique), Belgium (Association Vinçotte), West Germany (BAM, IZFP) and the UK (UKAEA, CEGB). Notable research programmes are also being conducted in Canada (Atomic Energy of Canada Ltd) and India (Reactor Research Centre, India).
All of the major NDE conferences are useful sources of information on current work involving nuclear plant applications. One particularly valuable source of information is the 'International Conference on NDE in the Nuclear Industry' which is held every two years.

Since most of the nuclear plants in the world are pressurised water reactors (PWR's), much of the research to date has been concerned with PWR inspection (Caussin and Dombret (1985), Nichols (1982)). The most prominent techniques have been radiographic and ultrasonic techniques, although eddy current testing has been used in certain areas, especially for the inspection of tubes (Poikonen and Lahdenperä (1986)). Fagenbaum (1984), has outlined several possible radiographic techniques other than the most conventional, x-radiography. A series of trials, the PISC (Programme of Inspection of Steel Components) trials, have been used to assess the current capability of ultrasonic NDT when considering nuclear plant inspection (Hemsworth (1985)). One major problem with ultrasonic inspection is the difficulty in inspecting the weldments between austenitic stainless steel plates, a commonly encountered joint in a nuclear plant since the nuclear pressure vessels are generally fabricated or clad using austenitic stainless steel. The problems that arise are due to the large grain size in the austenitic weld material. This leads to scattering of the ultrasound, high ultrasound attenuation and beam skewing. These effects can result in false indications. Many authors have considered this problem and suggested possible solutions (Hudgell and Gray (1985), Farley and Thomson (1983), Herberg et al (1976)). The most recent developments in the UKAEA programme of development work investigating the ultrasonic inspection of austenitic components have been discussed by Atkinson et al (1989). The improvement of the automated ultrasonic
inspection of austenitic castings and welds has considered the colour graphical display of multi-probe inspection data, the use of the time-of-flight diffraction (TOFD) technique for sizing surface breaking cracks in austenitic castings and the use of signal processing and averaging techniques in order to enhance the defect signal-to-noise ratios obtained. Gray (1987) and Chirou et al (1987) have reviewed the use of eddy current testing for steam generator inspection in nuclear plant. A more general paper on electromagnetic inspection as used by the CEGB on all power plants has been detailed by Warnes (1988). In his paper, Warnes has indicated that eddy current techniques are at present essentially only considered as a tool for defect detection, not sizing.

The proposed next generation of nuclear reactor is going to be the liquid metal cooled fast breeder reactor, the major reason being its desirable fuel cycle (Patterson (1986)). The next European fast reactor is planned for the 1990's and where possible previous NDT research experience will be utilised when addressing the inspection problem, although at the same time new considerations will also need to be introduced. The overall consideration of LMFBR inspection has been addressed by Spanner (1977) and McClung et al (1977). Work has already been carried out in the UK to develop an under sodium ultrasonic viewing system (McKnight and Barrett (1985)). Prototype fast reactors have been built and used for small scale power generation and/or research purposes in several countries, eg, Dounreay in the UK (Tables 2.1 and 2.2).

The worlds first major power producing fast reactor, Superphenix at Creys-Malville near Lyon in France, started to deliver electricity to the European grid in early 1986 (Energie Nucleaire Magazine (1983)).
In-service inspection of Superphenix has been researched and a variety of techniques are employed (d'Argentre et al (1986)). The inspection of the primary vessel of the Superphenix fast reactor in France with the aid of the MIR (Module d'Inspection pour réacteurs Rapides) inspection vehicle has been detailed by Asty et al (1985). The method of inspection is predominantly ultrasonics although an eddy current technique is used to help guide the inspection vehicle over the vessel surface (David and Pigeon (1985)). Special ultrasonic transducers are needed for the inspection of the primary vessel due to the high temperatures present. At high temperatures the major problem is with the materials from which the transducers are fabricated (British Institute of NDT (1987)).

As part of the European collaboration on the development of the LMFBR, workers at the West German research establishment IZFP (Fraunhofer-Institut für zerstörungsfreie Prüfverfahren) in Saarbrucken, West Germany are also investigating the use of electromagnetic techniques for inspecting the fast reactor primary vessel. To date, much of the work has concentrated on a technique for the electromagnetic generation of ultrasound (Hübschen and Salzburger (1988)). The ultrasonic waves produced are horizontally polarised shear waves, which are less influenced by the coarse anisotropic grain structure present in austenitic weld material than other types of ultrasonic wave. EMAT's (Electromagnetic Acoustic Transducers) also have the desirable feature that they do not require the use of a couplant between the transducer and the material being inspected. Using this technique, defect detection has proved to be possible in austenitic weld material. A probe has also been fabricated and used
successfully at the expected inspection temperature of around 250°C. Other work at IZFP has considered the use of a multi-frequency eddy current technique, using four frequencies, for a related inspection problem (Gray (1989)).

NDT, primarily radiography, has been used for the inspection of the JET (Joint European Torus) fusion reactor at Abingdon in Oxfordshire, UK, whilst the reactor was being constructed (Walravens (1985)). Thus it is clear that NDE makes a valuable contribution to ensuring the structural integrity of all nuclear plant, both fission and fusion, both in construction and in-service.

2.2 The Eddy Current Technique

2.2.1 History

Eddy current testing is based on the principles of electromagnetic induction which were originally discovered by Faraday in 1831. Maxwell’s dynamic theory of the electromagnetic field is generally regarded as the basis of electromagnetic theory. His equations developed in 1864 describe all of the electromagnetic phenomena encountered in eddy current NDT (Thomas and Meadows (1985)).

In 1879, Hughes performed some of the first eddy current testing experiments (American Society of Metals (1976)). He used the eddy current method to detect differences in electrical conductivity, magnetic permeability and temperature in a metal. It was not until the 1920’s though, that the first instruments for eddy current testing were developed. In Germany during World War II a considerable amount of work was performed by Förster in advancing the
Förster's work was primarily concerned with explaining qualitatively the theory behind eddy current NDT and developing the instruments capable of performing the eddy current tests. Much of the work, which included the introduction of impedance plane analysis for eddy current testing, was not published until 1952 (McGonnagle (1982). Since then, with Maxwell's equations providing a firm theoretical base and Förster's work a solid practical base, further research has been concerned with both theoretical development and understanding and the development of improved instrumentation and better techniques.

2.2.2 Principles

Eddy currents are induced in a metal whenever the metal is brought into an alternating magnetic field. The eddy currents create a secondary magnetic field which opposes the inducing magnetic field. This decreases the magnetic flux through the exciting coil. By monitoring this effect, information can be determined about the metal being studied (Figure 2.1).

The secondary electromagnetic field is investigated by observing the effect it has on the electrical characteristics of the exciting coil, ie, on the coil impedance, or by the presence of an induced voltage if a separate detector coil is used. The coil impedance or the induced voltage will change with variations in the eddy current flow, which are, in turn, brought about by variations in the condition of the metal being studied. The following material conditions will affect the secondary electromagnetic field and can thus be investigated using the eddy current technique;
electrical conductivity
- magnetic permeability
- grain size
- heat treatment condition
- hardness
- material thickness
- cracks
- flaws (voids, inclusions, etc)
- case depth
- composition
- cold work
- phase transformation
- strength
- temperature

In each case the change in a material condition can essentially be considered to be a change in the material electrical conductivity and/or magnetic permeability.

The eddy currents induced in the material obey a skin effect phenomenon. This results in an exponential decay in eddy current density with increasing depth into the metal. At a certain distance below the surface of a thick specimen there are effectively no eddy currents flowing. The standard depth of penetration or skin depth (δ) is defined to be the depth at which the eddy current density has been reduced to 1/e (36.8%) of the surface density. The skin depth is given by

$$\delta = (\pi \mu \sigma f)^{-1/2}$$ 2.1
These characteristics are only strictly applicable when the electromagnetic field can be considered to be a plane wave incident on the material surface. For a real eddy current coil the incident electromagnetic field is not a simple plane wave, i.e., the coil has a finite length, hence the relationships are only approximations. For most practical eddy current purposes the approximations are satisfactory, although a more detailed analysis of the electromagnetic field in the material would reveal the actual skin depth and phase lag characteristics.
where \( f \) = frequency of exciting alternating current (ac)

The reduced current flow found at greater depth is due to the reduced magnetic flux caused by the interaction of the primary and secondary magnetic fields and the inevitable decrease in magnetic field strength with increased distance from the inducing coil. A depth of 3\( \delta \) is considered to be the practical limit of defect detection (eddy current density is 5% of the surface eddy current density). Hagemaier (1985) has indicated that the eddy current density falls to zero at a depth of 4.6\( \delta \). A compromise is needed when performing eddy current tests, since although employing a lower frequency ac will increase the depth of penetration, it also reduces the sensitivity of flaw detection. The frequencies usually used are of the order of kHz, but any frequency in the range 1 Hz to 6 MHz can generally be used. Table 2.3 shows the variation in skin depth with changing frequency for stainless steel, aluminium and copper. For inspection purposes, the frequency should be chosen such that the skin depth is equal to the maximum depth of penetration required.

Subsurface eddy currents are out of phase with those at the surface. The phase lag \( (\beta) \) increases linearly with depth and is given by

\[
\beta = \frac{x}{\delta} \text{ rad} \quad 2.2
\]

where \( x \) = depth below surface

The skin depth and phase lag phenomena are illustrated in Figure 2.2.
When inspecting a non-ferromagnetic material, the secondary magnetic field is due to the eddy currents alone. With a ferromagnetic material, additional magnetic effects occur due to the high and variable magnetic permeability of the material. These effects tend to cover up those due to the eddy currents. In order to overcome this problem, such that ferromagnetic materials can be inspected, the ferromagnetic material needs to be magnetised to saturation prior to testing (Mayo and Carter (1985)). This is achieved by applying a static (dc, direct current) magnetic field using an electromagnet or a large permanent magnet. When the ferromagnetic material is saturated, its relative permeability becomes 1 and it can then be treated as though it were a non-ferromagnetic material. Despite the ferromagnetic nature of certain materials, in practice it is often possible to detect defects in ferromagnetic materials without the need for saturation. When inspecting mild steel for instance, all that is required for a successful inspection is a careful choice of frequency (a high frequency is generally considered to be best).

An important factor which needs to be considered when performing an eddy current test is that of lift-off. Lift-off is used to describe the spacing between the inspection coil and the conductor being inspected. The phenomenon is often responsible for masking indications from defects present in the material, since a change in lift-off results in a change in coil impedance. The electromagnetic field is strongest close to the coil, thus the lift-off will determine the density of the eddy currents induced in the material and hence the strengths of all of the fields that result.
To characterise defects completely a calibration needs to be performed prior to the inspection. For the calibration, it is important that the test materials are duplicated both in geometry and in electrical and magnetic properties. Calibration defects are generally simple machined defects, ie, slots or flat bottomed holes. The eddy current test is thus an indirect test, since it does not measure any specific characteristic directly.

The technique has several advantages over other NDT methods. It does not require contact between the probe and the specimen. The idea of a non-contact technique is highly desirable for situations where it is important that the surface being inspected is not harmed or polluted in any way, ie, in the nuclear industry, or where the inspection must be performed through some type of non-conducting surface coating, ie, paint. The instruments are generally portable and the technique can be adapted for high speed inspection and automation. The main disadvantage of the method is the need for a complete understanding of how eddy current testing works, as signal interpretation can be complicated, requiring experience of implementing the technique for a correct answer to be reached. It is generally accepted that at present the eddy current technique is a defect detection tool not a defect sizing tool.

A detailed explanation of all of the principles associated with eddy current testing is given by the American Society of Metals (1976) and by Halmshaw (1987) amongst others.
2.2.3 Impedance Plane Analysis

When dc flows in a coil, the magnetic field reaches a constant level and the only limitation to the flow of current is the electrical resistance of the wire. For ac, two limitations are imposed, namely the ac resistance of the wire and the inductive reactance. Together these form the coil impedance. The inductive reactance is the combined effect of inductance and frequency.

For a loaded coil (ie, the flux links the coil and the material), the resistance has two components, the ac resistance of the coil wire and the apparent resistance due to the specimen. The ac resistance of the wire does not vary by a large amount, hence any change in the resistance is predominantly due to the metal specimen. A change in the electromagnetic field will result in a change in the coil impedance. The coil impedance thus reflects the condition of the metal specimen. This is the basis of impedance plane analysis. George (1987) has described the basic principles of impedance plane analysis in great detail. Impedance plane diagrams can be prepared to illustrate the change in a particular condition of the metal (Figure 2.3).

When performing a test, the effect of the secondary electromagnetic field is that it changes the magnitude and angular component of the coil impedance. The presence of defects in a metal specimen and variations in the specimen condition result in a change in conductivity and/or permeability of regions within the metal. Hence the secondary electromagnetic field will be changed and thus so will the coil impedance. In order to completely characterise defects, both the amplitude and phase of the impedance plane signal must be
analysed. Large subsurface defects may yield signal amplitudes similar to those for small surface defects, but the phase lag for the surface defect will be less than that for the subsurface defect. Hence the phase lag can help to determine the differences between detected defects (Van Drunen and Cecco (1984)).

It should always be remembered that the impedance plane signal is an integrated response. This form of analysis is the basis for almost all of the eddy current instruments used today. Now that eddy current testing is becoming a more quantitative technique, some researchers are no longer using just the impedance plane diagram for representing results. In some cases, the diagrams are being replaced and complimented by plots of coil resistance or coil inductance against a parameter of interest, ie, frequency or case thickness.

2.2.4 Instrumentation and Probes

Modern eddy current instruments have a variable frequency excitation current source, with the eddy current probe forming part of a bridge network which is used to measure the small impedance changes due to defects. Figure 2.4 illustrates the form of a basic eddy current system. In order to understand how the system operates, each of the various probe configurations needs to be considered.

There are two different types of coil, surface or probe coils and circumferential or solenoid coils (Figure 2.5). The coils can be arranged to form a probe in one of two ways, either by an absolute arrangement or by a differential arrangement, which leads to three
possible probe configurations. These are explained in turn by considering the ac bridge circuit outlined in Figure 2.6. In each case the coils can act as both exciter and pick-up or a separate exciter coil can be employed.

1) ABSOLUTE MODE - SINGLE COIL PROBE: The coil impedance changes due to the presence of a defect, this results in an unbalanced bridge and an output voltage proportional to the coil impedance.

2) ABSOLUTE MODE - TWO COIL PROBE: One coil is the test coil and the other is a reference coil. The coils compare an unknown (the specimen) with a standard. The two coils are connected such that when their impedances are the same, there is no output voltage (series-opposing connection).

3) DIFFERENTIAL MODE - TWO COIL PROBE: Both coils sense the material being inspected thus comparing one region of the object with an adjacent region. If the two regions being sensed are the same, there is no output voltage.

In the context of the whole eddy current system, the method of operation should now be apparent. The exciting signal sets up eddy currents in the material, changes in which are detected by the detector coil. The signal from the detector coil, having been amplified, is analysed by comparing it with the signal from the exciting coil. This leads to some form of output from the system, (eg, an analogue or digital meter reading, an impedance plane diagram, an audible alarm, etc).
Surface probes generally have an absolute arrangement. They have a low sensitivity parallel to the windings, a maximum sensitivity across the windings and zero sensitivity at the centre of the coil. Circumferential probes can have either coil arrangement, both resulting in a circumferential eddy current flow. They have no sensitivity to circumferential cracks and maximum sensitivity to defects parallel to the coil axis. The absolute arrangement is sensitive to dimensional variations as well as defects, which can lead to defect indications being masked. Gradual dimensional variations are not indicated if a differential arrangement is employed, although abrupt discontinuities, ie, defects are very apparent. If the coils making up the probe are both a source and a detector, the probe is known as an active probe. Alternatively, when a coil is only a detector and a separate driving coil is also required, the detection probe is known as a passive probe.

When considering the response from flaws, two important factors need to be considered. For maximum response the flow of eddy currents must be perpendicular to the flaw and for maximum resolution the ratio of the defect volume to the inspection volume must be as near 1:1 as possible.

For the inspection of materials with different electromagnetic properties, different probes are used. At any frequency the skin depth value will vary depending on the material being inspected. This means that different fields are present in different materials and thus different probe constructions (core and windings) need to be used to ensure the maximum sensitivity possible when performing the eddy current test. Although most eddy current probes have a ferrite
core, some probes especially those used by certain research groups, have an air core. Probes with an air core are easier to describe theoretically. The ferrite core helps with defect detection as it strengthens and concentrates the fields in the material under inspection.

When considering surface probes, the coil axis is usually perpendicular to the material surface (vertical axis coils) but in this study, most of the coils used have their axis parallel to the material surface (horizontal axis coils). Alternative names used for horizontal axis coils are 'parallel' or 'tangential' coils.

The whole area of eddy current instrumentation and eddy current probes is vast since many research groups develop their own equipment rather than use standard apparatus. The details outlined in this section indicate the basic principles behind all eddy current apparatus (American Society of Metals (1976)), although it should be realised that this is by no means an exhaustive study. It is advised that all references to eddy current NDT encountered should be studied with care in order to identify any unusual or unique equipment features present. A review of eddy current system technology has been given by McNab (1988). The paper considers many of the instrumentation and signal processing aspects of eddy current testing.

2.3 Practical Developments

McMaster (1985) has provided a general review of the eddy current testing technique, considering both the principles involved and the possible areas of application. The paper goes on to outline the way
forward for eddy current testing in the future, eg, the introduction of coil arrays, probe development for deeper penetration and more flexibility, and microprocessor control of eddy current tests. McMaster makes the point that the scope for further development is considerable. The points made by McMaster are a modern extension to the work of Libby (1971). Libby's book, 'An Introduction to Electromagnetic NDT Methods', is generally regarded as one of the standard works on eddy current NDT. It explains most of the basic principles of electromagnetic NDT, both experimental and theoretical, although nowadays it does start to appear limited and dated given the recent developments in all areas of electromagnetic NDT. Many of the important developments in electromagnetic NDT research since Libby's book are considered in an American Society for Testing and Materials Special Technical Publication edited by Birnbaum and Free (1981). Although the collection of papers presented in the volume are taken from a symposium in 1979 most of the contributors are still recognised today as the major researchers in the field of eddy current NDE.

Much of the practical eddy current literature is concerned with the inspection of thin-walled stainless steel tubes, particularly those used for nuclear fuel element cladding (Barat et al (1982), Beck (1971), Ryden (1968)). This is not surprising since eddy current testing lends itself very well to the inspection of non-ferromagnetic cylindrical components using a circumferential coil set up. The geometry allows for an easy understanding of the physics of the inspection, as well as encouraging the implementation of an automated system (Förster (1968)). Dufayet (1969) has specifically considered the eddy current inspection of fast reactor fuel subassembly clads. The in-service inspection of 316 stainless steel tubes less than
2.5 mm thick using an eddy current technique has been described by Hudgell (1976). The tubes are in the secondary heat exchangers of the Prototype Fast Reactor (PFR) at Dounreay in Scotland. The use of eddy currents for tube inspection is not confined to the nuclear industry. The inspection of non-magnetic cast material tubes in the chemical industry has been described by Wehrmeister (1973). The inspection objective is to detect metallurgical changes in the tube material in areas of the tube that have been exposed to high temperatures.

The majority of the work involving eddy current inspection considers specific applications of the technique. Mayo and Carter (1985), Owston (1985) and Cecco (1973) have addressed the problem of inspecting ferromagnetic materials. All of the authors have highlighted the need for local magnetisation of the material to saturation or close to saturation prior to inspection. Brewer and Moment (1976) and Dodd and Simpson (1971) have considered the detection of areas of ferrite in austenitic stainless steel welds and the measurement of small permeability changes respectively. Höller et al (1984) and Meier (1978) have investigated the inspection of austenitic welds, tackling the problem of the effect of ferromagnetism due to the presence of residual ferrite in the weld material. Höller et al suggest the use of a multi-frequency instrument to enable signal discrimination in these cases. The multi-frequency approach has been used by Scott and Dodd (1981) for the inspection of austenitic stainless steel base material up to 13 mm thick.
Burkhardt et al (1987) have considered the variability in probe response to flaws for several different probes. A wide variation in probe response was found for the probes studied, even when considering the same flaw. Blitz has considered many aspects of the physics of eddy current testing, examples being instrumentation and impedance plane analysis (Blitz (1983)), the effect of high lift-off (Blitz et al (1987)) and the effect of temperature variations on the eddy current coils (Blitz and Razzak (1981)). Other general discussions of the advantages and disadvantages of eddy current testing have been offered by Julier (1985) and Van Drunen and Cecco (1984). Impedance plane analysis is often used but not clearly explained. An easily understandable outline of the basic principles of the analysis has been presented by George (1987), along with a discussion of the use of the eddy current technique for inspecting aircraft structures.

Multi-frequency and pulsed eddy current testing are being considered increasingly, since they enable more information to be obtained about the material being inspected due to the increased number of frequencies being used. Different information can be obtained from each frequency component. The multi-frequency work (Scott and Dodd (1981), Davis (1980)) considers the use of three or more different discrete frequencies for simultaneous eddy current inspection, whereas the pulsed technique (Sather (1981), Wittig and Thomas (1981)) uses the range of frequencies present in an eddy current pulse. Crostack and Nehring (1983) have considered the use of the pulsed eddy current technique. They have investigated the use of controlled signals for better signal separation. When considering the
use of more than one inspection frequency, the aim is to determine information about different parts of the material with each frequency, i.e., a high frequency is used for near-surface inspection whereas a low frequency is used for subsurface inspection. The two techniques have been compared by Deeds (1982).

An eddy current technique for inspecting tubes has recently been undergoing development. The remote-field eddy current technique considers the detection of the electromagnetic field outside a tube by a coil inside the tube which is a finite axial distance away from the transmission coil (Atherton et al (1988)). The technique is sensitive to defects in the external surface of the tube wall, as well as to those in the internal surface.

The use of horizontal axis coils for eddy current testing is not very common, although it has been suggested that they do offer advantages over the more conventional vertical coils (Riaziat and Auld (1984)). From a dipole analysis, it has been found that horizontal dipoles are less sensitive to lift-off and more sensitive to defects than vertical dipoles. Uniform field eddy current (UFEC) probes, also called tape head probes, make use of these characteristics (Smith (1986), Moulder et al (1987) and Shull et al (1987)). The probe consists of a horizontal coil wound on a toroidal ferrite core (Figure 2.7). The field produced between the poles of the ferrite core is essentially uniform and thus more easily described theoretically. UFEC probes have been successfully used to detect and size both slots and fatigue cracks in a Ti/Al/V alloy (Moulder et al (1987)).
Eddy currents can be generated at microwave frequencies (low GHz) to provide a testing technique which is very sensitive to small surface cracks. The eddy currents are generated using a ferromagnetic resonance probe (FMR probe) which, because it is so small, enables the inspection of many virtually inaccessible areas (Auld et al (1978)).

There are several other techniques closely related to the eddy current technique that have been developed and used successfully for inspecting components. The electric current perturbation method (ECP) involves setting up a current flow in the material to be inspected, and any current perturbations caused by the presence of a defect result in a change in the flux density above the material surface. This change in flux density is detected using a non-contacting differential magnetometer probe (Teller and Burkhardt (1981)). The electric current in the material can be injected or induced. Computer modelling can enable the optimisation of electric current perturbation probe design (Beissner and Burkhardt (1985)).

AC field measurement (ACFM) is an electromagnetic technique closely related to eddy current testing. It makes considerable use of the skin effect phenomenon to provide a technique which is capable of fairly rapid quantitative crack measurements (Collins et al (1985) and Dover et al (1981)). The technique is a potential drop technique. This involves the measurement of electric potential differences at various positions on the material surface using a surface contacting probe. If the two contacts of the probe straddle a surface breaking defect, the potential difference is greater than if the defect were not present. The technique was originally developed to enable the
monitoring of fatigue crack growth in tubular joints. These structures are found extensively in the offshore industry, ie, in oil rig fabrication (Collins and Dover (1984)). A recent development in the ACFM technique has been the consideration of a non-contacting ACFM technique which is similar to the ECP method. The technique described by Lugg et al (1988) considers the measurement of the magnetic field perturbation produced by a crack at a point above the crack. The other electromagnetic techniques related to eddy current testing, dc potential drop and flux leakage techniques, are only rarely considered (Lord (1980)).

All of the eddy current probes in use today are inductive probes. Gimple and Auld (1987) have started to consider the use of capacitive probes. The basic probe is a parallel plate capacitor that has been opened up (Figure 2.8). A voltage is applied to the source, and the current to ground from the receiver is measured. The amount of capacitive coupling is thus the property of interest. This coupling will depend on the component being scanned by the probe. Another novel experimental approach is the use of flexible substrate eddy current coil arrays which have been described by Krampfner and Johnson (1988).

When considering the inspection of nuclear plant it is important to be aware of the problems that can arise with the use of eddy current inspection at high temperatures. Edenborough (1968) has considered the use of the eddy current technique to inspect parts of nuclear rocket engines under high thermal gradients. A tungsten-rhenium wire coil was used for the inspection up to temperatures of 1760°C. The probe on which the coil was positioned was water-cooled. Shaternikov
and Denisov (1968) have considered the use of eddy current sensors made of glass insulated wire in a ceramic housing for use at temperatures up to 500°C. A water-cooled sensor has been used for on-line crack detection in hot slabs (Holmström (1987)).

The need for eddy current coil optimisation to help improve defect detection has been considered by Dodd and Deeds (1971) for the case of encircling coils. Beissner and Sablik (1984a) have considered ECP probe optimisation using a mathematical model for the probe response. The ECP analysis has been taken one step further by Burkhardt and Beissner (1985) to consider the probability of detection for flaws in a disc from a gas turbine engine.

The integration of computers into eddy current test lines has been described by Stumm (1984). Computers introduce an element of reliability and repeatability to the inspection process through computer controlled operation and analysis. The major functions of the microcomputer are to control the inspection system, i.e., the set up and operation of the test line, to record and display the eddy current test data and to aid with the signal evaluation once the test has been performed.

This section has outlined many of the important areas of practical eddy current NDT research. The references given are to the work of the most encountered researchers in the literature. The review is as complete as is possible at the time of writing. It provides a fairly comprehensive guide to what has been studied to date and what is currently being investigated in the field.
2.4 Modelling

The development of mathematical models for the various electromagnetic NDE techniques is beneficial since it enables the techniques to be quantified. The models describe the interaction between the fields induced by a probe and both flawed and unflawed conducting structures. Models can aid probe design and the optimisation of test parameters, without the need for the fabrication of several different probes and the performance of a large number of experiments. This can lead to improved techniques for inspection. By quantifying the eddy current technique, the models are able to help with flaw sizing. This requires the development of inversion schemes which are able to determine the flaw size from the measured or calculated impedance change of a probe coil. These general points have been discussed by Burke (1988a).

Apart from the above uses of mathematical models in electromagnetic NDE, they can also be used to help in the statistical description of the various techniques, ie, the consideration of probability of detection (POD) characteristics and the reliability of the techniques in different inspection situations (Beissner (1986)).

Electromagnetic NDE modelling is currently an area of much research. To date most of the models developed have concentrated on the forward problem, ie, to predict the probe response to a known defect, although inversion has been considered by many researchers. The models will be discussed in two sections, analytical models and then numerical models. The former are models that require the rigorous derivation of mathematical expressions for the probe response, ie, the probe impedance change, ΔZ. Numerical models make use of
numerical techniques such as finite element modelling which involve the discretisation of the problem prior to solution. Once the individual parts of the problem have been solved, the overall solution is then pieced together using these solution elements (Stephenson (1985)). In each type of model the requirement is to find the solution to a partial differential equation describing the system of interest.

A review paper of interest which considers the mathematical modelling of most of the major NDT techniques has been produced by Georgiou and Blakemore (1987). More specifically, for electromagnetic NDT, Becker et al (1986) have reviewed the application of mathematical modelling to all of the major techniques. The summary tables presented by Becker et al are very informative, outlining the work performed for one-dimensional, two-dimensional, two-dimensional axisymmetric and three-dimensional problems (Tables 2.4 and 2.5). A general introduction to the use of theoretical models, both numerical and analytical, for electromagnetic NDT has been given by Boness (1987). An overview of partial differential equations and their part in NDE has been given by Lord (1988). All of the authors indicate the benefits of mathematical models with the note that models are only ever as good as the input data used.
2.4.1 Analytical Techniques

The modelling of electromagnetic fields is a complex process. For very simple geometries analytical solutions can be obtained to the eddy current problem, often with the aid of simplifying assumptions about the fields. These analytical solutions are invariably limited, but they do help to demonstrate a mathematical understanding of the eddy current problem.

The analytical work of Dodd and Deeds (1968) is recognised as one of the most important investigations of eddy current problems. The approach used is the derivation of a partial differential equation describing a vertical axis delta function coil (i.e., a coil which has an infinitesimal thickness) above a conducting material, in terms of the magnetic vector potential \( A \). This is then solved using the separation of variables method to produce a Bessel equation. On solving the Bessel equation (and introducing Bessel functions), an expression for the magnetic vector potential of a delta function coil is obtained. In order to determine \( A \) for a finite cross-section coil, the superposition of several co-axial delta function coils is performed. Once this expression has been obtained, all of the other relevant electromagnetic phenomena can be calculated using the expression for \( A \). Much of the work has been incorporated into BASIC computer programs (Luquire et al. 1969). The expressions can be applied to both circumferential coils and surface coils near homogeneous and stratified conducting materials. Dodd and Deeds have taken some account of defects in their theory by considering flaws in the material to be of an ellipsoidal shape.
When considering analytical modelling, the work of Burrows (1964) is still regarded as one of the most useful pieces of work. Burrows developed a small flaw theory based on the Lorentz reciprocity theorem. This analytical theory of Burrows which considers the representation of a flaw as a dipole source, has been extended by Kincaid (1981) to provide a more complete theory of eddy current NDE. The theory can consider both surface and subsurface defects in non-magnetic materials.

One of the major pieces of analytical work which has considered the eddy current distribution at real cracks has been presented by Kahn et al (1977). By separating the problem into two parts, i.e., the eddy currents near a semi-infinite crack with a sharp tip and the eddy currents near a square corner, the magnetic field around a long surface crack in a conductor has been determined. The solutions have then been combined to determine the eddy current power loss at a crack. This is done by evaluating the integral of the Poynting vector (Poynting vector, \( S = 0.5[E \times H^*] \)) over a closed surface containing the crack. The analysis considers the incident ac magnetic field to be uniform and parallel to the length of the crack, and the solutions produced are valid for a crack greater than or equal to 4\( \delta \) deep.

Auld et al (1984) considered many aspects of the analytical approach to eddy current modelling. The basic theory is built around the Lorentz reciprocity relation which is used to obtain an expression relating the change in impedance of a coil due to a flaw in a material, to the electric and magnetic fields in both the flawed and the unflawed materials. The work has considered both uniform and non-uniform electromagnetic fields incident on the flaw. The uniform
field approach has been considered extensively by Collins et al. (1985) when modelling the ac field measurement (ACFM) or ac potential drop (ACPD) technique. The ACFM work uses a stream function approach to the problem, a concept used extensively in fluid mechanics.

The use of a perturbation expansion expression for the impedance change of a vertical axis coil when it is brought close to a conducting material has been outlined by Burke (1985). The results produced using this expression are only applicable in the limit of small skin depth. The problem is initially formulated in terms of the magnetic vector potential. Burke has developed his work further to consider a perturbation expansion expression and an exact expression for the case of a horizontal axis coil above a homogeneous conducting half space (Burke (1986)). The derivation of the exact expression essentially follows the same approach as Dodd and Deeds (1968), except the resultant expression for $\Delta Z$, coil impedance change, is that for a horizontal axis coil. Bowler (1987) has used a Greens function approach to solving the partial differential equation for the horizontal axis coil case. This approach, using Greens functions, has also been used by Bowler to consider the eddy current detection of subsurface defects, the defects being modelled as electric dipole distributions (Bowler (1986)).

Kincaid and McCary (1983) have considered eddy current probe design, and their study resulted in a recommended ranking for the probes considered when concerned with detecting small surface cracks. The first choice probe was a recording head probe (essentially a uniform field eddy current probe), ahead of a coil with a core and shield and a simple coil. An analysis of the eddy currents induced in a conducting half space by a non-symmetric coil element has been
performed by Beissner and Sablik (1984b). The conclusions of particular interest relate to the relative performances of a vertical and a horizontal dipole. The horizontal dipole produces slightly larger eddy current densities in the material than an identical vertical dipole. In addition, the horizontal dipole is less sensitive to lift-off variations. Both of these observations indicate that the horizontal coil may have advantages over the vertical coil when considering flaw detection. This confirms the ideas of Riaziat and Auld (1984).

Bowler et al (1987) have highlighted the way in which computer modelling can be used to help optimise eddy current probe characteristics. The work has considered the use of ferrite cores and shields in the probes.

2.4.2 Numerical Techniques

As stated in Section 2.4.1, the analytical solutions to electromagnetic NDE problems are invariably limited. For more realistic geometries and fields, the need for numerical models is apparent. This becomes obvious when it is realised that the equations describing the fields in the vicinity of a defect are generally non-linear three-dimensional partial differential equations with awkward boundary conditions. This has led to the development of both two-dimensional and three-dimensional numerical models. Most of the models are based on the finite element technique, although some models consider the finite difference method.
Numerical models are made up of both a mathematical solution of the governing physical equations (the diffusion equation for eddy current problems) and a complete set of physical data representing the test object. The object is considered to be made up of several elements, thus forming a mesh. The corners of the elements are called nodes. The main difference between the two major numerical modelling techniques (finite difference and finite element) is as follows. The finite difference method considers the relationship and its continuity at the nodes, whereas the finite element method considers an approximate relationship across each element which is matched along the element boundaries rather than at discrete points (Stephenson (1985)). The differential equation is solved directly using the finite difference method, unlike the finite element method which solves the differential equation describing the electromagnetic field by first expressing the relation as an integral equation.

Although for simple problems both techniques are generally considered equally applicable, when considering two-dimensional axisymmetric and three-dimensional problems, the advantages of the finite element method really become apparent. The finite element method is easier to solve, more flexible, faster, it requires less computer storage and is more accurate. Overall the finite element method produces a better model of the electromagnetic field (French (1987)).

A paper by Lari and Turner (1983) illustrates quite convincingly the vast amount of numerical modelling work currently being performed all over the world. Much of the numerical modelling of electromagnetic fields makes use of the finite element method. The NAG-SERC (Numerical Algorithms Group – Science and Engineering Research Council) finite element library is a flexible group of computer
routines which are suitable for use in finite element work (Greenough and Emson (1985)). The routines can be used to form the basis of finite element programs for several applications, eg, structural analysis, fluid flow problems and electromagnetic field problems (both two-dimensional and three-dimensional).

There are many specially written finite element programs that are used for specific applications. PE2D is a finite element program that has been developed by the Rutherford Appleton Laboratory (RAL). It is suitable for electromagnetic and electrostatic problems in two-dimensions as described by Laplace, Poisson, Helmholtz or diffusion equations (Armstrong and Biddlecombe (1982)). The package uses a magnetic vector potential formulation of the partial differential equation describing the problem. TOSCA is a package, also developed at RAL, which uses magnetic scalar potentials to solve three-dimensional non-linear static electromagnetic field problems (Simkin and Trowbridge (1980)). Peat and Penman (1985) have developed a finite element program specifically for modelling eddy current NDT. The program is suitable for two-dimensional axisymmetric geometries, eg, tubes, and it was specifically developed for helping with LMFBR heat exchanger tube eddy current inspection.

Rodger and King (1986) have produced a three-dimensional finite element program for modelling eddy current NDT. The program is concerned with predicting the electromagnetic fields around a surface flaw. The fields are modelled in terms of the magnetic vector potential (conducting regions) and the magnetic scalar potential (non-conducting regions).
All of these specially written finite element programs use a Galerkin weighted residual technique for solving the problem. The partial differential equation describing the problem is known, as are the boundary conditions. Trial functions (approximations) are considered to describe the behaviour of the electromagnetic fields in each of the elements making up the finite element mesh. The aim of the procedure is to use the known information to modify the trial functions such that the 'residual' between the known values and the values from the trial functions becomes zero. Hence trial functions are obtained that model the electromagnetic field behaviour.

In order to reduce the 'residual' over the whole domain it is required that an appropriate number of integrals of error over the region, weighted in different ways, are zero. For the Galerkin method, the trial functions are taken as the weighting functions (Zienkiewicz (1983)).

CARMEN is another three-dimensional eddy current package (Emson et al (1985)). It has been developed at RAL and is designed to be suitable for a wide range of three-dimensional electromagnetic field problems. A modified magnetic vector potential (incorporating an electric scalar potential) is the variable used for the conducting regions and a magnetic scalar potential is used for the non-conducting regions. Although it is in use, this package is still in the process of being developed. CARMEN has been used extensively by Holt and Davies (1988) to investigate the deflected eddy currents at a slot that flow along the length of the slot near the material surface. It is suggested that the technique is less sensitive to material property changes than conventional eddy current techniques.
Other major work on the finite element modelling of electromagnetic fields has been performed by Lord (now at Iowa State University) and his associates at Colorado State University in the United States. The work performed uses the magnetic vector potential approach and it has produced some convincing results (Lord (1985), Palanisamy and Lord (1980)), particularly for two-dimensional and two-dimensional axisymmetric problems. Three-dimensional problems are currently being investigated. At UCL, French has considered the development of a three-dimensional finite element program formulated in terms of $\mathbf{H}$ for modelling the eddy currents in a non-ferromagnetic material (French and Bond (1989)).

An example of the finite difference work performed is given by Müller and Knoblauch (1985). The analysis has been used to consider both two-dimensional and three-dimensional electromagnetic field problems. A scalar magnetic potential is used in non-conducting regions and a modified electric field vector is used within conducting regions. The resulting system of linear complex equations is solved using a finite difference technique. Since a large number of unknowns requires a large amount of computing time and a large amount of computer storage capacity, the problem is broken down into subregions prior to solution. An iterative technique is used to solve the difference equations set up in each subregion. The final results are obtained for the electromagnetic fields when sufficient convergence has been achieved. The need for a large amount of computer storage capacity is a problem with the finite difference technique. It arises from the need of the finite difference technique for more grid points than the finite element method (Knoblauch and Müller (1983)).
An outline of several of the possible formulations of the electromagnetic field equations has been given by Trowbridge (1985). The equations are detailed for low frequency electromagnetic field computation in three-dimensions, the case of eddy current NDT being one area of application.

Although much of the numerical work uses a finite element or a finite difference approach, other numerical methods are also used. One approach of interest is the use of the boundary element method, or boundary integral equation method (Kahn (1984)). A magnetic vector potential formulation of the governing equations is used. The equations describing the system are solved along a boundary, e.g., the surface of a conductor in which there may be a surface breaking flaw. As with the other approaches, the equations are solved and the results used to obtain the impedance change of the eddy current test coil. This is done by using the electromagnetic field values evaluated with the numerical technique in an expression which relates the coil impedance to the electromagnetic field.
3. **THEORETICAL WORK**

3.1 **The Eddy Current Equations**

In determining expressions for the eddy current equations, Maxwell's electromagnetic field equations are used as the building blocks. The derivation of Maxwell's equations can be found in any electromagnetic theory text (Hayt Jr (1981), Lorrain and Corson (1970)).

Maxwell's equations in differential form are as follows.

\[
\begin{align*}
\nabla \cdot D &= \rho \\
\nabla \cdot B &= 0 \\
\n\nabla \times E &= \frac{\partial B}{\partial t} \\
\n\nabla \times H &= J + \frac{\partial D}{\partial t}
\end{align*}
\]

The equations are expressed in standard vector notation. For the definition of the various symbols, see the nomenclature.

The various constitutive relations and the continuity of charge equation are given as follows:

- **Ohm's Law**: \( J = \sigma E \)
- \( B = \mu H \)
- \( D = \varepsilon E \)
- **Continuity of charge**: \( \nabla \cdot J = -\frac{\partial \rho}{\partial t} \)
Since \( \mathbf{D}, \mathbf{E}, \mathbf{B}, \mathbf{H} \) and \( \mathbf{J} \) are all 3 by 1 vectors, we have 16 unknowns and 18 relations. Hence two of the relations are redundant.

It is assumed that \( \sigma, \mu, \) and \( \varepsilon \) are all constant, i.e., they do not depend on the values of the field variables and they are time independent. This assumption is only valid for a non-magnetic material. It is the changes in \( \sigma, \mu, \) and \( \varepsilon \) that determine the contrast between a defect and the specimen material.

The aim is to produce a linear partial differential equation by coupling the differential equations and the constitutive relations.

Initially determine the two redundant relations. Apply the div operator to (3.4)

\[
\nabla \cdot (\nabla \times \mathbf{H}) = 0 = \nabla \cdot \mathbf{J} + \nabla \cdot \frac{\partial \mathbf{D}}{\partial t} \tag{3.9}
\]

\[
\therefore \nabla \cdot \mathbf{J} = \frac{-\partial (\nabla \cdot \mathbf{D})}{\partial t} = \frac{-\partial \rho}{\partial t} \tag{3.10}
\]

This is the charge continuity relation, hence (3.8) can be considered to be redundant. Apply the div operator to (3.3)

\[
\nabla \cdot (\nabla \times \mathbf{E}) = \nabla \cdot \frac{-\partial \mathbf{B}}{\partial t} = 0 \tag{3.11}
\]

\[
-\frac{\partial (\nabla \cdot \mathbf{B})}{\partial t} = 0
\]

\[
\therefore \nabla \cdot \mathbf{B} = 0 \tag{3.12}
\]
This expression follows from the fact that magnetic monopoles do not exist. Hence (3.2) can be considered redundant, thus leaving 16 equations with 16 unknowns. For typical eddy current test frequencies (a few hundred Hz to MHz), \( \partial D/\partial t \) can be ignored. If we consider a single frequency (harmonic excitation), we can write \( \partial / \partial t \) as \( j\omega \). In order to derive the eddy current equations in terms of \( E \) and \( H \), we start by using (3.3) and (3.4).

\[
\nabla \times E = - j \omega B \tag{3.13} \\
\nabla \times H = \sigma E \tag{3.14}
\]

The curl curl equations now need to be considered. Taking the curl of (3.13)

\[
curl \ curl E = - curl ( \mu j \omega H) \tag{3.15} \\
= - (\nabla \mu) \times j \omega H + \mu (\nabla \times j \omega H) \\
= - (\nabla \mu) j \omega H - \mu \sigma j \omega E \tag{3.16}
\]

Taking the curl of (3.16)

\[
curl \ curl H = curl \sigma E \tag{3.17} \\
= \nabla \sigma \times E + \sigma (\nabla \times E) \\
= \nabla \sigma \times E - \mu \sigma j \omega H \tag{3.18}
\]

Since \( \mu \) and \( \sigma \) are constant within a specified range, \( \nabla \mu = 0 \) and \( \nabla \sigma = 0 \).

\[
curl \ curl E = - \mu \sigma j \omega E \tag{3.19} \\
\curl \ curl H = - \mu \sigma j \omega H \tag{3.20}
\]
Using the standard vector calculus relation

\[ \nabla \times (\nabla \times \mathbf{E}) = \nabla (\nabla \cdot \mathbf{E}) - \nabla^2 \mathbf{E} \tag{3.21} \]

and assuming

\[ \nabla \cdot \mathbf{E} = 0 \tag{3.22} \]

we can obtain

\[ \nabla^2 \mathbf{E} = \mu \sigma \omega \mathbf{E} \tag{3.23} \]

Similarly for \( \mathbf{H} \)

\[ \nabla^2 \mathbf{H} = \mu \sigma \omega \mathbf{H} \tag{3.24} \]

Equations (3.23) and (3.24) are the eddy current equations. They are written as complex Helmholtz equations, although if \( \omega \) were written as \( \partial / \partial t \), they would be diffusion equations, the more general form. \( \nabla \cdot \mathbf{E} = 0 \) follows from the assumptions that \( \sigma \) is independent of position and \( \rho = 0 \). \( \nabla \cdot \mathbf{H} = 0 \) follows from the assumption that \( \mu \) is independent of position.

The eddy current equations apply to infinite, homogeneous and isotropic media. They do not apply in this form to a magnetic material. For the inclusion of flaws, regions of different conductivity and/or permeability need to be considered. Hence the conditions at the boundaries of the various regions need careful consideration for the eddy current equations to still hold.
The methods of solution of the eddy current equations are numerous. Most of the numerical models introduce potentials to help solve the problem rather than use fields. One of the most commonly used sets of potentials are $A$, the magnetic vector potential, and $\phi$, the electric scalar potential. The eddy current equation can be formulated in terms of $A$ and $\phi$ using

\[ B = \nabla \times A \]  \hspace{1cm} (3.25)

\[ E = -\frac{\partial A}{\partial t} - \nabla \phi \]  \hspace{1cm} (3.26)

Assuming $\nabla \cdot A = 0$, a curl curl equation of the following form can be obtained.

\[ \text{curl curl } A = -\mu \sigma \left( \frac{\partial A}{\partial t} + \nabla \phi \right) \]  \hspace{1cm} (3.27)

Another set of potentials that have been used are $T$, the electric vector potential, and $Q$, the magnetic scalar potential (Trowbridge (1985)).

3.2 Approximate Model

3.2.1 Basic Formulation

Using Maxwell's electromagnetic field equations as the building blocks, equations can be obtained in terms of $E$, the electric field intensity, and $H$, the magnetic field intensity, which describe the
electromagnetic field in an infinite, homogeneous and isotropic media (Libby (1971)). The equation in terms of $H$ has been used as the basis of a new model which considers the eddy currents induced in a stratified conducting half space

$$\nabla^2 H = \mu \sigma \frac{\partial H}{\partial t}$$  \hspace{1cm} (3.28)

The corresponding equation for the $E$ field is

$$\nabla^2 E = \mu \sigma \frac{\partial E}{\partial t}$$  \hspace{1cm} (3.29)

These are the diffusion equation forms of the eddy current partial differential equations.

In order to keep the model simple the form of the $H$ field was chosen to be

$$H = \begin{pmatrix} 0 \\ 0 \\ H(x) \end{pmatrix}$$  \hspace{1cm} (3.30)

given the co-ordinate system in Figure 3.1. This essentially reduced the problem to one dimension. This was best represented practically by considering a horizontal axis test coil.

The $H$ field is assumed to have only a $z$-component and its magnitude only varies with $x$, the depth into the material. The associated electric field can also be determined.
\[ E = \frac{1}{\sigma} J = \frac{1}{\sigma} (\nabla \times H) \quad 3.31 \]

\[ \therefore E = - \left( \frac{1}{\sigma} \right) \frac{dH(x)}{dx} a_y \]

\[
E = \begin{bmatrix}
0 \\
- \left( \frac{1}{\sigma} \right) \frac{dH(x)}{dx} \\
0
\end{bmatrix} \quad 3.32
\]

Hence the eddy current flow is in the \( y \)-direction, perpendicular to the direction of the \( H \) field.

3.2.2 Ordinary Differential Equation Solution

Since the field is assumed to vary sinusoidally with time, the partial differential equation for \( H \) can be written as an ordinary differential equation in the following form

\[ \frac{d^2H}{dx^2} = k^2 H \quad 3.33 \]

where \( k^2 = j \omega \sigma \mu \) since \( \frac{\partial}{\partial t} \to j \omega \)

The corresponding equation for \( E \) is given by

\[ \frac{d^2E}{dx^2} = k^2 E \quad 3.34 \]

The general solutions for these equations are
\[ H_i = A_i e^{+k_i x} + B_i e^{-k_i x} \]  \hspace{1cm}  3.35

and

\[ E_i = - \left( \frac{k_i}{\sigma_i} \right) \left[ A_i e^{+k_i x} - B_i e^{-k_i x} \right] \]  \hspace{1cm}  3.36

where \( i \) denotes the layer that is being considered in a stratified half space and \( A \) and \( B \) are coefficients that need to be evaluated.

In order to determine the \( H \) and \( E \) fields in a stratified half space, the first step is to evaluate the coefficients \( A \) and \( B \) by applying the boundary conditions to the problem. There are three sets of boundary conditions,

1) at \( x = 0 \) \( H = H_o \) and \( E = E_o \)  \hspace{1cm}  3.37

\((H_o \text{ and } E_o \text{ are the surface field values})\)

2) at \( t = t_n \) \( H_{t_n^-} = H_{t_n^+} \) and \( E_{t_n^-} = E_{t_n^+} \)  \hspace{1cm}  3.38

\((\text{the tangential components of the } H \text{ and } E \text{ fields are continuous at the layer interfaces})\)

3) as \( x \to \infty \), \( H \) and \( E \to 0 \)  \hspace{1cm}  3.39

\((\text{otherwise the field has infinite energy})\)

When evaluating the coefficients, the algebra involved is complex. In order to help with the accurate determination of the expressions for the coefficients, a computer package called REDUCE was used (Rand Corporation (1984)). The package, based on standard LISP, can be used to perform algebraic operations accurately. It deals with
variables and constants in the same way as other computer languages, except when REDUCE evaluates a variable, the variable can stand for itself. The solutions were produced in a FORTRAN compatible form, ready for use in the model program. In Appendix A, the coefficients are determined by hand for the cases of a half space, one layer and a half space and two layers and a half space. The first two of these three cases were checked against the computer generated coefficients in order to ensure that the coefficients were correct and that confidence could be put in the REDUCE package when considering more complicated cases. It should be stated that the package required a large amount of computer memory to run.

The value of $H$ on the central axis of a solenoid is given by

$$H_c = \frac{NI}{2 l} \sin \theta$$

where $2l = \text{length of coil}$

$$\theta = \tan^{-1} \left( \frac{\text{coil half length}}{\text{coil radius}} \right)$$

For the case of an infinitely long solenoid, since there is no return path for the flux, the field outside the solenoid is zero. When considering a finite length solenoid, the field outside the solenoid is no longer zero.

The field outside a finite length solenoid decreases with increasing distance from the coil. Although this is an obvious physical phenomenon, the mathematical description of the field outside a finite length solenoid is complex and it is most often evaluated numerically.
In this model a new approach has been put forward based on the theory of Brick and Snyder (1965). This analytical approach again makes simplifying assumptions about the electromagnetic field generated by the coil. Assuming magnetostatic conditions, the expression for $H$ in the $z$-direction outside the coil and at large radial distances from the coil is

$$H = \left( \frac{n I a^2}{21^2} \right) \left( 1 + \frac{r^2}{l^2} \right)^{-3/2} \quad \text{3.41}$$

where $n =$ number of turns/metre
$a =$ coil radius
$r =$ radial distance from $z$-axis to external point

A point was considered at a large radial distance from the coil. At this point it was assumed that the field ($H$) value had decreased to 0.1% of the value of $H$ on the central axis of the solenoid

$$\text{ie, } H = \left( \frac{0.1}{100} \right) \left( \frac{NI}{21} \sin \theta \right) \quad \text{3.42}$$

Using (3.41) the value of $r$ at this point was determined. This value of $r$ was then referred to as $r_m$, the point at which the field could be considered to have decreased to zero.

For simplicity it was assumed that the field decayed from the coil axis to $r_m$. Based on a knowledge of electromagnetic theory the decay mode was taken to be of the form $1/r$, as indicated by the Biot Savart law (Hayt Jr (1981)).
This decay was verified to some extent by the work of Simkin and Trowbridge (1980) who have used a similar approach in the electromagnetic software package, TOSCA. The expression used to determine the external field at a point is

\[ H = \left( \frac{1}{r} - \frac{1}{r_\infty} \right) H_c \]  

The reason for this formulation was the need to determine the value of \( H \) at the surface of the conducting half space beneath the coil \( (H_0) \) such that the first boundary condition could be imposed (Figure 3.2). This enabled the complete determination of the coefficients A and B and thus the \( H \) and \( E \) fields in the material.

3.2.3 Final Solution

Having determined \( H \), it needed to be related to the changes in resistance and inductance of the measuring coil due to the presence of the conducting half space. The eddy currents in the material set up ohmic losses. In order to maintain the field in the material, more power needed to be drawn from the supply. Hence there was an apparent increase in the supply resistance (i.e., coil resistance).

\[ \text{eddy currents power} = IV = \int_{\text{vol}} J \cdot E \, dv \]
\[ P = IV = I^2 R \]

\[ I^2 R = \int_{\text{vol}} J \cdot E \, dv \]

This leads to an equation relating the effective resistance contributed to the coil by the eddy currents (\( R_{\text{eddy}} \)) to \( H \) in the material.

\[ R_{\text{eddy}} = \Delta R = \frac{1}{\sigma I^2} \int_{\text{vol}} \frac{dH}{dx} \cdot \frac{\overline{dH}}{dx} \, dv \]

where \( \overline{H} \) = complex conjugate of \( H \) (this is required since \( H \) is complex but \( \Delta R \) is real)

It also needs to be stated that

\[ R_{\text{coil}} = R_0 + \Delta R \]

where \( R_{\text{coil}} \) = coil resistance in the presence of the half space

\[ R_0 = \text{coil resistance in air} \]

A similar argument follows for the inductance change. The flux carrying capacity of the material was reduced due to the eddy currents. This resulted in a reduction in the coil inductance.

**reduced magnetic flux**

\[ \text{energy associated with magnetic field} = 0.5 \int_{\text{vol}} B \cdot H \, dv \]
reduced coil inductance

power associated with reduced coil inductance = VI

\[ \frac{dI}{dt} = LI \]  \hspace{1cm} 3.52

\[ \therefore \text{energy} = 0.5 LI^2 \]  \hspace{1cm} 3.53

\[ 0.5 LI^2 = 0.5 \int_{\text{vol}} B \cdot H \, dv \]  \hspace{1cm} 3.54

The resulting equation relating the inductance due to the eddy currents \( L_{\text{eddy}} \) to \( H \) in the material is

\[ L_{\text{eddy}} = \Delta L = \frac{\mu}{I^2} \int_{\text{vol}} H \cdot H^* \, dv \]  \hspace{1cm} 3.55

As before, it also needs to be stated that

\[ L_{\text{coil}} = L_o - \Delta L \]  \hspace{1cm} 3.56

where \( L_{\text{coil}} \) = inductance of the coil in the presence of the material being investigated

\( L_o \) = inductance of the coil in air

The final step required for determining \( \Delta R \) and \( \Delta L \) involved the evaluation of the integrals. For the model to be valid, field uniformity was necessary. This was considered to be the case directly underneath the test coil (Figure 3.3) where the majority of the energy associated with the eddy currents was concentrated. Hence the volume over which the integrations were performed was taken to be

\[ dv = 2l \cdot 2a \cdot dx \]  \hspace{1cm} 3.57
ie, volume = coil length x coil diameter x depth into the material

Thus Equations (3.49) and (3.55) become

\[ \Delta R = \frac{1}{\sigma I^2} \cdot 2l \cdot 2a \int_0^\infty \frac{dH}{dx} \cdot \frac{dH^*}{dx} \, dx \] \hspace{1cm} 3.58

\[ \Delta L = \frac{\mu}{I^2} \cdot 2l \cdot 2a \int_0^\infty H \cdot H^* \, dx \] \hspace{1cm} 3.59

Furthermore, if the half space is stratified

\[ \Delta R = \frac{1}{\sigma_1 I^2} \cdot 2l \cdot 2a \int_0^{t_1} \frac{dH_1}{dx} \cdot \frac{dH_1^*}{dx} \, dx + \]

\[ \frac{1}{\sigma_2 I^2} \cdot 2l \cdot 2a \int_{t_1}^{t_2} \frac{dH_2}{dx} \cdot \frac{dH_2^*}{dx} \, dx + \]

\[ \frac{1}{\sigma_3 I^2} \cdot 2l \cdot 2a \int_{t_2}^\infty \frac{dH_3}{dx} \cdot \frac{dH_3^*}{dx} \, dx . \] \hspace{1cm} 3.60

A similar expression was obtained for \( \Delta L \).

This theory constitutes the approximate model for the eddy currents in a stratified half space. The effect of the assumptions made will be discussed when analysing the results. The theory was coded using FORTRAN 77 and the basic flow diagram for the program produced is shown in Figure 3.4.
The approximate model can be used to consider layer problems, ie, thickness variations or the presence of a corrosion layer. The model assumes constant conductivity and permeability, thus it is not suitable for considering regions where these properties vary, ie, any weld regions. These regions can only be considered if it is assumed that the relevant electromagnetic parameters remain constant throughout the regions.

3.2.4 Theory for ΔL Determination

The results obtained using the theory in Section 3.2.3 were in good agreement with the experimental results for the ΔR values, as will be explained in Chapter 8. The values obtained for ΔL though, did not agree with the experimental values. In this section an explanation of and solution to the problem will be presented.

When an alternating current (ac) flows through the horizontal coil a primary flux field is set up. This primary field interacts with the material present to induce eddy currents in the metal. These eddy currents lead to the induction of a secondary flux field, which according to Lenz's law will oppose the primary field. This results in a reduced flux linking the coil and thus a reduction in the coil inductance. In a non-magnetic test piece, the secondary field is dependant on the eddy currents produced, which are in turn determined by the material conductivity, the size of the object being inspected, the operating frequency used and the presence of any defects. Changes in the eddy current distribution, eg, due to a defect, will result in a change in the secondary flux.
Consider the case of an infinite homogeneous half space. The solution to the one-dimensional diffusion equation in terms of $H$ for this case is an expression for the primary magnetic field strength.

\[ H_p = H_{po} e^{-kx} \]  \hspace{1cm} (3.61)

where $H_p$ = primary magnetic field strength

$H_{po}$ = primary magnetic field strength at the surface of the metal (i.e., $H_p$ at $x = 0$)

This solution has been confirmed by the work of Libby (1971). This primary field induces the eddy currents in the material. Hence

\[ E_p = \frac{1}{\sigma} H_{po} k e^{-kx} \]  \hspace{1cm} (3.62)

where $E_p$ = primary electric field strength

and

\[ J_p = H_{po} k e^{-kx} \]  \hspace{1cm} (3.63)

where $J_p$ = induced eddy current density

The eddy currents induced are only dependent on the primary flux field. It is as though the secondary flux has not yet been induced. When considering the ohmic losses and thus the $\Delta R$ value, it would appear to be correct to assume that it is the primary flux field that determines the values of these quantities. As well as making
physical and mathematical sense, this was confirmed by the good agreement between theory and experiment for the ΔR results. It was thus clear that the \( H_0 \) value obtained from the Brick and Snyder theory was that for \( H_{po} \).

As the eddy currents flow through the material, ohmic losses occur. The eddy currents also induce a secondary flux field which, as explained earlier, is dependent on several factors. The presence of a secondary flux field results in a change in the coil inductance. It thus starts to become obvious that the ΔL value is dependent on the secondary rather than the primary field. The theory in Section 3.2.3 did not consider this fundamental point.

For the tests considered, the only variation in each case was the ac frequency. The same specimen was used throughout and it contained no defects. Hence for this particular model, the secondary flux would be expected to be dependent on frequency only.

\[
H_s = f(ac \text{ frequency})
\]

3.64

where \( H_s \) = secondary magnetic field strength = \( H_{so} e^{-kx} \)

\( H_{so} \) = surface value of \( H_s \)

The idea of two parts to the problem linked by the eddy current distribution is clearly correct. It also indicates why the inductive component of the coil ΔZ is so important, since it is obvious that the resistive component will only represent half of the information about the material condition.
If we consider the primary and secondary flux fields to be as represented in Figure 3.5, the expression for $\Delta L$ becomes

$$\Delta L = \frac{\mu_0}{2} \int_{\text{vol}} H_s \cdot H_s^* \, dv$$  \hspace{1cm} (3.65)

The problem arises when trying to determine the value of $H_{so}$. The literature on electromagnetic theory has been studied to help overcome this problem, but no solution has been found. In general, eddy current tests and solutions do not consider each of the physical interactions that take place individually, the system as a whole is modelled mathematically negating the need for a determination of the secondary flux field.

In considering the $\Delta L$ problem it has become clear that the problem is basically due to a boundary condition. A simple expression for $H_{so}$ based on

i) the experimental and computing work performed, and

ii) an understanding of what is happening in the material

has been put forward to help overcome this problem. This may appear to be quite simply a case of fitting the model to obtain the correct results, but it is considered to be the only option open, and one that has been justified by the foregoing discussion.

Propose an expression of the form

$$H_{so} = H_{po} \cdot f(\text{frequency})$$  \hspace{1cm} (3.66)
It is important to be aware that this consideration of the secondary field is non-physical since it suggests that the secondary field is greater than the primary field for high frequencies. This parametric approach would not be necessary if a more thorough analysis had been used to determine the magnetic field at the material surface e.g., spatial frequency analysis.
At low frequency (no variation in the limit), no eddy currents will be produced. Hence there will be no secondary field and thus $\Delta L = 0$. At high frequency, a lot of eddy currents will be produced, thus inducing a large secondary field. This will result in a large negative $\Delta L$ value.

From the incorrect $\Delta L$ results an interesting point was noted. In Figure 3.6 it can be seen that at one point the approximate model and experimental results can be considered to agree, at $f_{co}$ (the crossover frequency). The following behaviour can be considered by bearing this point in mind.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Primary</th>
<th>Secondary</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$H_{po} \to$</td>
<td>$\leftarrow 0$</td>
</tr>
<tr>
<td>$f_{co}$</td>
<td>$H_{po} \to$</td>
<td>$\leftarrow H_{po}$</td>
</tr>
<tr>
<td>high</td>
<td>$H_{po} \to$</td>
<td>$\leftarrow n H_{po}$</td>
</tr>
<tr>
<td></td>
<td>constant</td>
<td>$n &gt; 1$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>increase with frequency</td>
</tr>
</tbody>
</table>

Due to the fact that there will be a phase difference between the primary and secondary fields, it does not mean that at $f_{co}$ there is no overall field in the material ($H_{so} = H_{po}$). The phase difference does not figure in the analysis since it is the magnitude of the surface fields that are of interest, but it is important to be aware of the phase difference.

Now that two points are in effect known ($f = 0$ and $f = f_{co}$), a simple expression relating $H_{so}$ and $f$ can be proposed.
Although initially based on sound electromagnetic principles, the approximate model as it is presented here is not physically correct. The assumptions made to enable the final numerical evaluation of the expressions derived for $\Delta R$ and $\Delta L$ introduced the undesirable non-physical characteristics. Strictly the model should not really be valid under any circumstances, although for the range of air-cored horizontal coils considered in the initial phase of the work the model results agreed quite well with those obtained experimentally. This was the justification for using the model further, but with care.

The volume of integration chosen did not represent the entire volume of material in which eddy currents were induced. The eddy currents induced away from the ends of the coil also contributed to $\Delta R$ and $\Delta L$, hence by discounting the effect of these eddy currents in the approximate model inaccuracies were being introduced. A major assumption was made about the decay of the magnetic field from the coil to the material surface when trying to evaluate $H$ at the material surface. A more exact approach would have been the use of spatial frequency analysis for the determination of the surface $H$.

The approach whereby the primary field is used to determine $\Delta R$ and the secondary field is used to determine $\Delta L$ is not correct since both fields contribute to both $\Delta R$ and $\Delta L$. The secondary field is in effect the means by which the information about eddy current distortion is passed to the coil and hence it must contribute to both $\Delta R$ and $\Delta L$. If time had allowed the more dubious parts of the approximate model would have been investigated and changed in order to make the approximate model more scientifically correct.
Propose

\[ H_{so} = H_{po} \frac{\delta_{co}}{\delta} \quad 3.67 \]

\[ \therefore H_{so} = H_{po} \sqrt{\frac{f}{f_{co}}} \quad 3.68 \]

since \( \mu \) and \( \sigma \) are the same at \( f \) and \( f_{co} \).

The experimental \( \Delta L \) results exhibited a characteristic whereby at high frequency they tended towards a limiting value. This was much the same as the skin effect behaviour seen in wire (Terman (1951)). In wire as the frequency increases, \( \Delta R \) increases indefinitely but \( \Delta L \) reaches a limiting value. In order to consider the limiting values as exhibited by the experimental results, the experimental plots were studied and what were considered sensible limiting values chosen. For high conductivity materials the value of \( \Delta L \) at \( 10f_{co} \) was taken as a limit. For low conductivity materials the limiting value was taken at \( 5f_{co} \). An expression could be made to fit the experimental results better than Equation (3.68), but it could not be justified based on current knowledge. It is important to remember that the model is only approximate and as such simplifying approximations and assumptions need to be made. Reasonably good results were obtained using Equation (3.68) over the frequency range considered, although it must be remembered that it did require a set of experimental data for it to be of use. The results are presented in Chapter 8.
3.2.5 Model Extension

If the case of a horizontal axis coil moving over the edge of a block of metal is considered, the two limiting cases are clearly known, i.e., the coil in air and the coil above the conductor. By making some simple assumptions about the behaviour of the eddy currents at an edge, an extension can be made to the approximate model which can be used to predict the impedance change of a horizontal axis coil as it crosses the edge.

The approximate model is based on an assumption that it is only the field directly underneath the coil that contributes to the coil impedance change. This leads to the case whereby the coil impedance change is constant as the coil is moved over the surface of the material towards the edge. This will hold until the coil reaches the position whereby the coil axis is parallel to the edge and where one edge of the coil is at the edge of the material (Figure 3.7). Any further movement of the coil over the edge of the material will result in a change in the calculated impedance change of the coil.

When no part of the coil is above the material (Figure 3.7), the coil impedance will be calculated to be that of the coil in air. In reality, the coil impedance will still have an effect due to the eddy currents induced in the material when the coil is in this final position. For the purpose of this approximate theoretical analysis, this contribution to the coil impedance will be considered to be negligible.

The impedance of the coil as it crosses the edge is essentially modified by changing the effective surface area of the material in which the eddy currents can be considered to be induced. The approach
to the consideration of the coil impedance as the coil crosses the material edge was based on some observations made from a paper by Holt and Boness (1988) which studied the modelling of eddy current deflections at cracks.

The eddy currents induced in the material surface underneath the coil are deflected at the material edge and flow down the side of the edge (Figure 3.8). These eddy currents down the side of the material will also contribute to the coil impedance. In the paper by Holt and Boness the distance down the side of the material to which the eddy currents flow always seems to be less than or equal to the horizontal surface length in which the eddy currents are present. These are observations based on the finite element modelling work of Holt and Boness. Using these ideas obtained from the physical representation of the system of interest, the two following approaches to the edge problem have been considered.

The expressions for the coil $\Delta R$ and $\Delta L$ were given earlier in Section 3.2.3 (Equations (3.58) and (3.59)). The expression for $\Delta R$ will be used to help explain this extension to the approximate model.

$$\Delta R = \frac{1}{\sigma I^2} \cdot 2l \cdot 2a \int_0^\infty \frac{dH}{dx} \cdot \frac{dH^*}{dx} \, dx$$  \hspace{1cm} 3.69$$

The area of the surface in which the eddy currents are induced is given by $2a \times 2l$, where $2a$ is the coil diameter and $2l$ is the coil length.
The first approach to the consideration of the effect of the edge was to replace $2a$ by a quantity we will call the horizontal surface length ($l_{hs}$). The horizontal surface length is defined to be the part of the coil diameter which remains above the material as the coil crosses the material edge (Figure 3.8). Hence

$$l_{\phi} = l_{hs} \quad 3.70$$

is the first way in which the edge case has been considered. The expression essentially considers the impedance change of the coil as it crosses the edge to be proportional to the part of the coil diameter remaining above the material surface. Using this expression, any contribution to the coil impedance by the eddy currents down the side of the material is considered to be zero.

The second approach to the problem was essentially the same except some account was taken of the eddy currents induced down the side of the material in conjunction with the depth of penetration of the eddy currents into the material. In this case the value of $2a$ in Equation (3.69) was replaced by one of two expressions depending on the depth of penetration of the eddy currents into the material.

For $l_{hs} \leq 3\delta$,

$$l_{\phi} = l_{hs} \quad 3.71$$

and for $l_{hs} > 3\delta$,

$$l_{\phi} = l_{hs} + (l_{hs} - 3\delta) \quad 3.72$$
The consideration of a coil at an edge was essentially based on a position-weighted linear combination of the two limiting cases ie, the coil above the material and the coil in air. This was not physically accurate, but given the overall nature of the approximate model, it was considered a sensible first step to take in the time available.
These two cases are illustrated in Figure 3.9.

The relative merits of these two approaches to the edge case will be discussed in Chapter 8. Only the case of the coil length parallel to the material edge was considered since similar simplifying assumptions based on the physical case for the eddy currents induced parallel to the edge could not be justified. This was proved when some experiments were performed with the coil length perpendicular to the edge. The trends exhibited were not clear from the physical understanding of the system. These experiments will be discussed in Chapter 6. For completeness, the case of a vertical axis coil traversing an edge has been considered by Burke (1987).

The work performed considering a coil crossing an edge could potentially be adapted slightly to consider a coil above a two conductor region (Figure 3.10). The eddy currents induced in the material would be considered to flow in a direction perpendicular to the interface between the two regions. Since the two materials would have different skin depth values, the basis of the extension of the model would be to consider the contribution made to the coil impedance by the eddy currents in each material. This contribution would be assumed to be proportional to the part of the coil diameter above each of the individual materials (Figure 3.10).

These ideas for extending the approximate model, like the model itself, are in the main based on a physical picture of the system being investigated. The theoretical expressions proposed are not exact, they are only intended to produce a first approximation to the value of the coil impedance change expected when a coil is placed above the material considered.
4. **THEORIES OF BURKE**

Burke (1986) has put forward two analytical expressions which can be used to calculate the impedance change of a horizontal axis coil as it is brought close to a homogeneous conducting half space. One expression is a perturbation expansion expression which is only valid for small skin depth, $\delta$, values and the other is an exact expression which is valid for all values of $\delta$.

The derivations of both expressions are given in Burke's 1986 paper. Both derivations consider a similar approach whereby the electromagnetic fields for a delta-function coil (or current loop) are considered initially. The delta-function coil is considered to be in air. Several delta-function coils are then superposed and the presence of a homogeneous conducting half space is considered. This enables the determination of the electromagnetic fields for a horizontal coil of finite dimensions above a conducting half space. The final stage of the analysis relates the electromagnetic fields produced by the coil to the impedance change of the coil. The impedance change ($\Delta Z$) is that which occurs when the coil is moved from a position in air to a position close to the material half space. This final step in the analysis is performed using the reciprocity relation for the exact theory case.

$$\Delta Z = \frac{1}{I^2} \int_S \left[ \hat{n} \times E^S \cdot H - \hat{n} \times E \cdot H^S \right] dS \quad 4.1$$
where $S$ = surface of integration

$E^S$ = source electric field intensity

$H^S$ = source magnetic field intensity

$E$ = electric field intensity in the conductor

$H$ = magnetic field intensity in the conductor

The separate impedances for the coil in air and for the coil close to the material are determined directly in the perturbation expansion theory case.

$$\Delta Z = Z_{\text{cond}} - Z_{\text{air}}$$  \hspace{2cm} (4.2)

where $Z_{\text{cond}}$ = impedance of coil close to the material

$Z_{\text{air}}$ = impedance of coil in air

4.1 Perturbation Expansion Expression

The perturbation expansion expression has the form

$$\Delta Z = -2j\omega \mu_0 \left( \frac{N}{t(a_2 - a_1)} \right)^2 \times \int_0^\infty \frac{ds}{s^6} \sin^2 (st) \frac{m^2}{s^6} \sin^2 (st) M(a_1, a_2) R(s, d)$$  \hspace{2cm} (4.3)

where $t$ = coil half length

$a_1$ = coil inner radius

$a_2$ = coil outer radius

$d$ = distance from coil axis to material surface

$s$ = variable of integration

$$M(a_1, a_2) = \int_{a_1}^{a_2} d(s) \left( \frac{s}{a_1} \right) I_1 (s)$$  \hspace{2cm} (4.4)
$I_1 = \text{modified Bessel function of the first kind of order one.}$

$$R(sd) = K_0(2sd) + (j - 1) \delta \mu_r K_1(2sd) + \ldots \quad 4.5$$

$K_o = \text{modified Bessel function of the second kind of order zero}$

$K_1 = \text{modified Bessel function of the second kind of order one}$

The principle variable used in the derivation of the $\Delta Z$ relation is the magnetic vector potential, $A$. $A$ is related to the magnetic induction, $B$, by the following relation

$$B = \text{curl } A \quad 4.6$$

### 4.2 Exact Theory

The exact theory expression has the form

$$\Delta Z = 2j\omega \mu_o \left( \frac{N}{t(a_2 - a_1)} \right)^2 \int_0^\infty ds \frac{m^2}{s^2} (sa_1, sa_2) \sin^2(st) \times$$

$$\int_0^\infty dp \frac{\mu_r \alpha - \alpha_1}{\alpha(\mu_r \alpha + \alpha_1)} \exp(-2\alpha d) \quad 4.7$$

where $\alpha = (p^2 + s^2)^{1/2}$

$$\alpha_1 = (\alpha^2 + j\omega \mu)^{1/2}$$

$p = \text{variable of integration}$

and the other terms are as defined for the perturbation expansion expression (Section 4.1).
The analysis is performed using the magnetic Hertz potential (Γ) as the parameter from which the electromagnetic fields are obtained. The relations between the magnetic Hertz potential and the electromagnetic fields are as follows.

\[ B = \text{grad} \left( \frac{3\Gamma}{\alpha} \right) - j\omega \mu \sigma \Gamma \hat{y} \]  

where \( \hat{y} \) positive is the co-ordinate axis perpendicular to the material surface going away from the surface into the air (the surface is at \( y = 0 \)).

\[ E_{||} = - j\omega \text{curl} (\hat{\Gamma}y) \]  

\[ E_{y} = 0 \]

where \( E_{||} \) is the electric field intensity vector for the electric field parallel to the material surface (ie, in the xz plane).

Magnetic Hertz potentials were initially used by Weaver (1970) for considering problems concerned with half space induction. Although Weaver's approach is general, it was developed with applications to geophysical problems in mind. The central result of Weaver's work, which is the basis of Burke's exact formulation, is that 'the magnetic Hertz potential (Γ) can be expressed as a closed form integral involving the Fourier Transform (G^S) of the source Hertz potential (\( G^S \))' and once the magnetic Hertz potential has been determined 'the electric and magnetic fields can be calculated anywhere in the system'.
In order to ensure that the NAG routines would be suitable, the NAG manual was consulted and the form of the expression that was to be integrated considered to try and highlight any potential problems that could occur ie, a non-convergent integration.
4.3 Method of Programming

When the Burke expressions for coil $\Delta Z$ were coded up using FORTRAN 77, such that they could be evaluated using a computer, several observations were made, all of which need to be noted. The overall conclusion that can be drawn from this part of the study is that great care must be taken when trying to evaluate complex integral expressions directly using a computer, since it has proved to be very easy to obtain results that appear correct but are in fact not correct.

The exact theory expression for $\Delta Z$ will be considered since the evaluation of this expression has been studied extensively. The $\Delta Z$ expression can essentially be considered as a double integration from 0 to $\infty$.

$$\Delta Z = 2j\omega \nu_o \left( \frac{N}{t(a_2 - a_1)} \right)^2 \int_0^\infty \frac{ds}{s^6} \mu^2 (sa_1, sa_2) \sin^2(st)$$

$$\int_0^\infty \frac{dp}{p^6} \frac{\mu_r \alpha - \alpha_1}{\alpha(\mu_r \alpha + \alpha_1)} \exp(-2\alpha d)$$

4.11

Since the double integration was not trivial, the use of library integration routines was considered the best approach to the problem. The initial routine considered was a numerical integration routine from the NAG library. The routine, D01AMF, calculates an approximation to the integral of a function over an infinite or semi-infinite interval. Since the $\Delta Z$ expression integration was a double integration, the same routine, D01AMF, could not be used for
both of the integrations because it would have meant the routine being called from inside itself, something that cannot be done. This was overcome by obtaining a copy of the routine D01AMF and renaming it DD1AMF. This enabled the same routine to be used for both of the integrations.

The two parts to the integration needed some close consideration prior to the coding. In the outer integral, the \( M^2 \) expression needed to be expanded in order to enable the evaluation of the overall expression. \( M(sa_1, sa_2) \) is given by

\[
M(sa_1, sa_2) = \int_{sa_1}^{sa_2} d(sa) \cdot sa \cdot I_1(sa) \tag{4.12}
\]

\[
\begin{align*}
: M(sa_1, sa_2) & = \int_{0}^{sa_2} sa \cdot I_1(sa) \cdot d(sa) - \int_{0}^{sa_1} sa \cdot I_1(sa) \cdot d(sa) \\
& = M_1(sa_2) - M_1(sa_1) \tag{4.13}
\end{align*}
\]

The expression was expanded by considering a power series expansion for \( I_1(sa) \)

\[
I_1(sa) = \frac{sa}{2} + \frac{(sa)^3}{2^2 \cdot 4} + \frac{(sa)^5}{2^2 \cdot 4^2 \cdot 6} + \ldots \tag{4.14}
\]

The integration was then performed to produce an expression for \( M(sa_1, sa_2) \)
\[ M(s_a, s_{a_2}) = \frac{s^3(a_2^3 - a_1^3)}{6} + \frac{s^5(a_2^5 - a_1^5)}{80} + \frac{s^7(a_2^7 - a_1^7)}{2688} \]
\[ + \frac{s^9(a_2^9 - a_1^9)}{165888} + \ldots \]

\[ = c_1 \cdot s^3 + c_2 \cdot s^5 + c_3 \cdot s^7 + c_4 \cdot s^9 + \ldots \quad 4.15 \]

The number of terms used in the M expression was determined by the computer, since if too many terms were used the computer program crashed. The reason for this was that numbers outside the range of the computer (0.53 \times 10^{-78} to 0.72 \times 10^{76}) were occurring when the integral was finally evaluated numerically. It should be noted that at this point the result of the \( \Delta Z \) calculation appeared to have converged sufficiently, i.e., successive results agreed to within the specified numerical accuracy, thus indicating that sufficient terms were being used in the M expression.

The inner integrand resulted in a complex expression. This caused problems when considering the computation because of the following reasons. The use of the NAG routines required the variables to be double precision. The computer used did not have the facility to consider double precision complex variables, hence the separation of the inner integrand into real and imaginary parts was considered to be a necessary first step. The complex nature of the inner integrand resulted from the fact that \( \alpha_1 \) was a complex number,

\[ \text{ie, } \alpha_1 = (\alpha^2 + j \omega \sigma \mu)^{1/2} \quad 4.16 \]
The inner integrand was separated in the following manner

\[
\frac{\mu_r \alpha - \alpha_1}{\mu_r \alpha + \alpha_1} = \frac{\mu_r \alpha - (\alpha^2 + j \omega \sigma \mu)^{1/2}}{\mu_r \alpha + (\alpha^2 + j \omega \sigma \mu)^{1/2}} \quad 4.17
\]

If \( \alpha_1 = z^{1/2} = (\alpha^2 + j \omega \sigma \mu)^{1/2} \)

\[= (x + j y)^{1/2} \quad 4.18\]

where \( z \) = a complex number,

by using the relations

\[r = (x^2 + y^2)^{1/2} \quad 4.19\]

and

\[z^{1/2} = \left[ \frac{1}{2} (r + x) \right]^{1/2} \pm j \left[ \frac{1}{2} (r - x) \right]^{1/2} \quad 4.20\]

given by Abramowitz and Stegun (1965), \( \alpha_1 \) can be written as

\[\alpha_1 = z^{1/2} = \left[ \frac{1}{2} (r + \alpha^2) \right]^{1/2} + j \left[ \frac{1}{2} (r - \alpha^2) \right]^{1/2} \]

\[= A + j B \quad 4.21\]

where \( r = (\alpha^4 + \omega^2 \sigma^2 \mu^2)^{1/2} \)

\( A, B \) are real numbers

The inner integrand can then be written as

\[
\frac{\mu_r \alpha - \alpha_1}{\mu_r \alpha + \alpha_1} = \frac{\mu_r \alpha - (A + j B)}{\mu_r \alpha + (A + j B)} \quad 4.22
\]

This expression can be manipulated to produce an expression in which the real and imaginary parts are separate.
\[
\frac{\mu_r \alpha - \alpha_1}{\mu_r \alpha + \alpha_1} = \frac{\mu_r^2 \alpha^2 - A^2 - B^2 - j 2B}{(\mu_r \alpha + A)^2 + B^2} = \frac{\mu_r \alpha}{Z} \quad 4.23
\]

where \(X,Y,Z\) are all real numbers.

Having separated the inner integrand and thus the whole expression into real and imaginary parts to ensure that double precision variables could be used in the computation, the expression had to be evaluated in two parts. This was desirable since it led to the values of the resistive and inductive components of the impedance change.

Having performed these mathematical manipulations, a program was finally written (HCEXB2). The relevant program characteristics are given in Table 4.1. The \(\Delta R\) value calculated is that for the test case used by Burke in his 1986 paper. A horizontal axis coil above an aluminium alloy half space was considered, the ac excitation frequency being 10 kHz. The \(\Delta R\) value can be seen to be close to the experimental value and the value obtained by Burke using his theory, but the value does not reproduce Burke's theoretical value. Why is this?

The programs HCEXB3 and HCEXB4 varied some of the program characteristics that may have had an effect on the result produced. The effect on the \(\Delta R\) result is clearly obvious (Table 4.1). In HCEXB3 the specified numerical integration accuracy was changed (ie, the accuracy was relaxed). A different numerical integration routine was used for the outer integration in HCEXB4. The routine used was D01AJF which is a general purpose integration routine which calculates an approximation to the integral of a function over a finite interval. This required the specification of an upper limit...
for the integration. The value chosen was one at which the results produced were considered to have converged. By using D01AJF as the outer integration routine it was possible to add more terms to the $M$ expression without causing the computer program to crash.

Attention was then turned to the expression for $M^2$ following consultation with Dr Burke in Australia. The Equation (4.15) previously presented was not strictly a correct representation of the quantity $M$. The power series expansion for $I_1(sa)$ is only valid for a range of values of $sa$, for $-3.75 < sa < 3.75$. For values of $sa > 8$, by integrating the expression for $M_1(sa)$ by parts a more exact expression can be obtained, which involves the use of a polynomial approximation and the direct evaluation of a modified Bessel function of order zero ($I_0$) using the NAG library function S18AEF (Burke (1988b)). For the intermediate $sa$ values, Burke derived a hybrid expression which again required a direct evaluation of $I_0$, but this time a different polynomial representation was used for the remaining part of the expression resulting from the integration by parts. All of these contributions to the calculation of $M$ were included in a subroutine written by Dr Burke called SERIES. This subroutine was used to determine $M^2$ in all of the subsequent programs written.

In HCEXB5, the inner (p) integration was performed using DD1AMF whereas the outer (s) integration was carried out using D01AJF. The integration from zero to infinity (routine D01AMF) was applied twice in HCEXB6. These two new programs both led to two more different values for the $\Delta R$ value in the chosen test case (Table 4.1).
In order to try and understand what was happening, two further attempts at the integration were made. Firstly Burke's own programming technique was considered. The approach considered the use of complex numbers rather than the evaluation of separate real part and imaginary part expressions. This could only be achieved by the use of real complex numbers and then the change from type real to type double precision when using the NAG routines. The results obtained from this program agreed well with the experimental results and were identical to the tabulated results of Burke (as would be expected).

The final computer program considered the evaluation of \( M \) using standard NAG routines, the inner integration evaluation by means of D01AJF and the outer integration being performed using Simpsons Rule. A result identical to that obtained from HCEXB5 was produced.

None of the programs written seemed to indicate the reason for the differing results, other than to show that the numerical evaluation of complicated integral expressions can produce results close to the value expected, but by using different integration strategies different numerical results can be obtained. Another point of interest is that the integration strategies and accuracies need to be considered in conjunction with the units system used. The use of a different units system other than that for which the program was written proved to be a source of erroneous results. The integration accuracies were chosen for two reasons, firstly to provide results that could be considered sufficiently accurate and secondly to produce computer programs that could be run for several different test cases without crashing.
In order to indicate the closeness of two of the sets of theoretical results, Figure 4.1 is presented. The results were produced for the test case given in Burke's 1986 paper. The results compare Burke's theoretical results, experimental results and the values obtained from HCEXB2. The perturbation expansion results are those of Burke.

The use of a perturbation expansion resulted in the limitation that the expression for $\Delta Z$ was only valid in the limit of small skin depth. As for the previous analytical work of Burke, a NAG numerical integration routine (D01AMF) was used to help solve the expression. NAG routines were also used to obtain expressions for $K_0$ and $K_1$ (function routines S18ACF and S18ADF) and as before the expression was separated into real and imaginary parts before the integration was performed, the results finally produced being values of $\Delta R$ and $\Delta L$.

### 4.4 Extension to Layers

The exact theory of Burke, although thorough, has the limitation that it is only able to predict the impedance change of a horizontal axis coil when the coil is brought close to a homogeneous conducting half space. If a layered half space needs to be considered, as in the case of the fast reactor system (i.e., stainless steel on liquid sodium), the theory of Burke needs to be extended. The extension has been considered and the details are presented below.

Initially the system under consideration needs to be understood (Figure 4.2). The figure clearly shows the individual components of the incident electromagnetic wave that need to be considered once the
incident wave has interacted with the layered material half space (Wait (1962)). The reflected waves are of great importance since they are essentially the means by which the presence of a layered rather than a homogeneous half space is indicated.

The extension to the exact theory makes use of the magnetic Hertz potential ($\Gamma$) as detailed in Burke's paper. Weaver (1970) stated that the magnetic Hertz potential within and on a conductor is related to the two-dimensional Fourier Transform of the source magnetic Hertz potential ($G^S$) by the following integral expression.

$$\Gamma = \frac{\mu_r}{n} \int_{-\infty}^{\infty} ds \int_{-\infty}^{\infty} dp \frac{G^S}{\mu_r \alpha + \alpha_1} e^{-y(\alpha - \alpha_1)} e^{-j\pi z} e^{-jpx} \quad 4.24$$

where $x, y, z =$ co-ordinate system used (material surface is in the $xz$ plane at $y = 0$, and $y$ negative is in the direction of increasing depth into the material). The co-ordinate system is illustrated in Figure 4.2.

This expression is only valid for the case of a homogeneous conducting half space. The exciting field is produced by a $\delta$-function current loop with its central axis parallel to the material surface.

If the case of a layer on a half space is considered, based on the expression for $\Gamma$ used in Equation (4.24), the following equations can be proposed for the electromagnetic field in the layer and in the half space.
Layer (1)

\[ \Gamma_1 = \frac{\mu_r}{\pi} \int_{-\infty}^{\infty} ds \int_{-\infty}^{\infty} dp \frac{\alpha G^S}{\mu_r \alpha + \alpha_1} e^{-y\alpha} \left[ A_1 e^{\alpha Y} + B_1 e^{-\alpha Y} \right] \]
\[ \times e^{-jsp} e^{-jpx} \]

where \( A_1 \) = a coefficient that needs to be determined which indicates
the proportion of the incident electromagnetic wave that is transmitted into the layer.

\( B_1 \) = a coefficient that needs to be determined which indicates
the proportion of the electromagnetic wave incident on the layer/half space interface that is reflected from the interface.

\[ \alpha_1 = (\alpha^2 + j \omega \sigma_1 \mu_1)^{1/2} \]

Half space (2)

\[ \Gamma_{hs} = \frac{\mu_r}{\pi} \int_{-\infty}^{\infty} ds \int_{-\infty}^{\infty} dp \frac{\alpha G^S}{\mu_r \alpha + \alpha_2} e^{-y\alpha} A_2 e^{\alpha_2 Y} e^{-jsp} e^{-jpx} \]

where \( A_2 \) = a coefficient that needs to be determined which indicates
the proportion of the electromagnetic wave incident on the layer/half space interface that is transmitted into the half space.

\[ \alpha_2 = (\alpha^2 + j \omega \sigma_2 \mu_2)^{1/2} \]

The incident electromagnetic wave magnetic Hertz potential for the homogeneous half space case is given by Burke as

\[ \Gamma^S = \frac{-\mu_0}{\pi} I_0 \int_0^{\infty} ds I_1(sa) \sin(sz) \int_0^{\cos(px)} dp \frac{\cos(px)}{\alpha} e^{-\alpha(d-y)} \]

4.25

4.26

4.27
where $a = \text{the loop radius}$

$$d = \text{the distance from the loop axis to the material surface}$$

This expression is valid for $y < d - a$.

Since the expression in Equation (4.27) has only an $e^{\alpha y}$ term, it is clear that it only represents the electromagnetic wave transmitted by the source, i.e., the electromagnetic wave incident on the material surface. This is sufficient for the homogeneous half space case since the reflected component of the incident wave from the material surface does not require consideration in the analysis. In order to fully determine the field in the air above the material (but below the current loop), some account must be taken of the electromagnetic wave reflected from the material surface. This leads to the following expression for the magnetic Hertz potential in the air.

$$\Gamma_{\text{air}} = -\frac{\mu_0 I_a}{\pi} \int_0^\infty ds I_1(sa) \sin(sz) \int_0^\infty dp \frac{\cos(px)}{\alpha} x$$

$$e^{-\alpha d} \left[ e^{\alpha y} + B_a e^{-\alpha y} \right] \quad 4.28$$

where $B_a$ = a coefficient that needs to be determined which indicates the proportion of the electromagnetic wave incident on the material surface that is reflected from the surface and in the case of a layered half space, includes any parts of the electromagnetic wave that are transmitted back into the air across the material surface following reflection within the material.
By substituting for $G^s$ in Equations (4.25) and (4.26), and considering the superposition of several $\delta$-function coils in order to form a finite length horizontal coil, the magnetic Hertz potential in the air, the layer and the half space can be determined.

Using

$$G^s = \frac{1}{2\pi} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dz \, r^s e^{jxz} e^{jpx} = \frac{j \mu_0 I \alpha}{2\alpha} I_1(\alpha s) e^{-\alpha(d-y)}$$

the following expressions can be determined.

**Layer**

$$\Gamma_1 = -\frac{2 \mu I N}{\pi \, t(a_2 - a_1)} \int_{0}^{\infty} ds \int_{s}^{\infty} M(s^2) \sin(st)$$

$$\times \int_{0}^{\infty} dp \, \frac{\cos(px) \sin(sz) e^{-\alpha d}}{\alpha (\mu \alpha + \alpha_1)} \left[ A_1 e^{\alpha_1 Y} + B_1 e^{-\alpha_1 Y} \right]$$

$$= C \frac{\cos(px) \sin(sz)}{\left( \mu \alpha + \alpha_1 \right)} \left[ A_1 e^{\alpha_1 Y} + B_1 e^{-\alpha_1 Y} \right]$$

where

$$C = -\frac{2 \mu I N}{\pi \, t(a_2 - a_1)} \int_{0}^{\infty} ds \int_{s}^{\infty} M(s_1, s_2) \sin(st) \int_{0}^{\infty} dp \frac{e^{-\alpha d}}{\alpha}$$

**Half space**

$$\Gamma_{hs} = C \frac{\cos(px) \sin(sz)}{\left( \mu \alpha + \alpha_2 \right)} A_2 e^{\alpha_2 Y}$$

**Air**

$$\Gamma_{air} = C \frac{2\alpha \cos(px) \sin(sz)}{2\alpha} \left[ e^{\alpha Y} + B e^{-\alpha Y} \right]$$
The magnetic Hertz potential in each region can be used to determine the electromagnetic field in each region using the following relations

\[ E = -j \omega \text{curl} (\hat{\Gamma} \hat{y}) \quad 4.33 \]

\[ B = \text{grad} \left( \frac{\partial \hat{\Gamma}}{\partial y} \right) - j \omega \mu \sigma \hat{\Gamma} \hat{y} \quad 4.34 \]

In order to determine the unknown coefficients \( A_1, B_1, A_2 \) and \( B_a \), the correct electromagnetic boundary conditions need to be applied to the problem. These are that the tangential components of both the \( E \) and \( H \) fields are continuous at any interfaces, i.e., at the material surface, \( y = 0 \), and at the layer/half space interface, \( y = -t \),

\[ E_{t+n} = E_{t-n} \quad 4.35 \]

and

\[ H_{t+n} = H_{t-n} \quad 4.36 \]

Hence by considering the \( x \) and \( z \) components of both the \( E \) and \( H \) fields at each interface, four equations can be written down containing four unknown coefficients. By solving the equations, the four coefficients can be determined. The \( x \) and \( z \) components of the fields are given in Appendix B1.

The four equations produced are

at \( y = 0 \)

\[ \frac{\alpha_1 (A_1 - B_1) \cdot 2}{(\mu_r \alpha_1 + \alpha_1)(1 - B_a)} - 1 = 0 \quad 4.37 \]
\[
\frac{(A_1 + B_1) \cdot 2 \alpha}{(\mu \alpha + \alpha_1)(1 + B_a)} - 1 = 0 \quad 4.38
\]

at \( y = -t \)

\[
\frac{\alpha_1 (A_1 e^{-\alpha_1 t} - B_1 e^{\alpha_1 t})(\mu \alpha + \alpha_2)}{(\mu \alpha + \alpha_1) \alpha_2 A_2 e^{-\alpha_2 t}} - 1 = 0 \quad 4.39
\]

\[
\frac{(A_1 e^{-\alpha_1 t} + B_1 e^{\alpha_1 t})(\mu \alpha + \alpha_2)}{(\mu \alpha + \alpha_1) A_2 e^{-\alpha_2 t}} - 1 = 0 \quad 4.40
\]

These equations can be solved to determine the four coefficients \( A_1, B_1, A_2 \) and \( B_a \). The algebraic manipulation required is detailed in Appendix B2.

The coefficients produced are

\[
A_1 = \frac{(\mu \alpha + \alpha_1) e^{2\alpha_1 t} (\alpha_2 + \alpha_1)}{e^{2\alpha_1 t} (\alpha_2 + \alpha_1)(\alpha_1 + \alpha) + (\alpha_1 - \alpha_2)(\alpha - \alpha_1)} \quad 4.41
\]

\[
B_1 = \frac{(\mu \alpha + \alpha_1)(\alpha_1 - \alpha_2)}{e^{2\alpha_1 t} (\alpha_2 + \alpha_1)(\alpha_1 + \alpha) + (\alpha_1 - \alpha_2)(\alpha - \alpha_1)} \quad 4.42
\]

\[
A_2 = \frac{(\mu \alpha + \alpha_2) e^{\alpha_2 t} \cdot 2 \alpha_1 e^{\alpha_1 t}}{e^{2\alpha_1 t} (\alpha_2 + \alpha_1)(\alpha_1 + \alpha) + (\alpha_1 - \alpha_2)(\alpha - \alpha_1)} \quad 4.43
\]

\[
B_a = \frac{2\alpha \left[ e^{2\alpha_1 t} (\alpha_2 + \alpha_1) + (\alpha_1 - \alpha_2) \right]}{e^{2\alpha_1 t} (\alpha_2 + \alpha_1)(\alpha_1 + \alpha) + (\alpha_1 - \alpha_2)(\alpha - \alpha_1)} - 1 \quad 4.44
\]

As a check to ensure that the coefficients derived are correct, \( \alpha_2 \) can be made equal to \( \alpha_1 \). This makes the material a homogeneous half space. In this case the following relations are obtained.
These coefficients are as expected. $B_1 = 0.0$ indicates that there is no reflection from the layer/half space interface. This is correct since the layer and the half space are the same material (i.e., there is no mismatch between the electromagnetic parameters of the two materials). $A_1 = 1.0$ and $A_2 = 1.0$ indicates that all of the electromagnetic waves entering the material are transmitted through the material, none are reflected. The form of the coefficient for $B_a$ resembles that of a reflection coefficient at the material surface.

Having determined the coefficients and hence the electromagnetic fields associated with the layered system, the final step in the analysis is to relate the fields to the coil impedance change due to the presence of the layered system. This is performed using the $\Delta Z$ reciprocity relation.

$$\Delta Z = \frac{1}{I^2} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dz \left( \hat{n} \times E^S \cdot H - \hat{n} \times E \cdot H^S \right)$$

where $E^S, H^S$ = 'source' fields

$E, H$ = fields in the material

The algebraic manipulation required uses the fact that

<table>
<thead>
<tr>
<th>$A_1$</th>
<th>$1.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_1$</td>
<td>$0.0$</td>
</tr>
<tr>
<td>$A_2$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$B_a$</td>
<td>$\frac{\alpha - \alpha_1}{\alpha + \alpha_1}$</td>
</tr>
</tbody>
</table>
\[ \hat{n} \times E^S \cdot H - \hat{n} \times E^S \cdot H^S \]
\[ = \left( E^S_z H^S_x + E^S_x H^S_z \right) - \left( E^S_z H^S_x + E^S_x H^S_z \right) \quad 4.50 \]

The complete manipulation is detailed in Appendix B3. The surface of integration used is the surface of the material, i.e., the xz plane at \( y = 0 \). The 'source' fields in the reciprocity relation do not include the term associated with the reflection from the material surface and any internal reflections that result in part of the electromagnetic wave being transmitted back into the air. The only part of the 'source' field that is required in the reciprocity relation is the electromagnetic wave incident on the material surface as produced by the source coil (i.e., it is as though the layered half space were not present).

The expression for \( \Delta Z \) for the one layer on a half space case is given as

\[ \Delta Z = z - z_{\text{air}} \]
\[ = -2j \omega \mu_0 \left( \frac{N}{t(a_2 - a_1)} \right)^2 \int_0^\infty \frac{ds}{s^6} M^2(sa_1, sa_2) \sin^2(st) \]
\[ \times \int_0^\infty dp \frac{e^{-2\alpha d}}{\alpha(\mu_r \alpha + \alpha_1)} \left[ \alpha_1 (A_1 - B_1) - \alpha (A_1 + B_1) \right] \quad 4.51 \]

where the coefficients \( A_1 \) and \( B_1 \) are as defined in Equations (4.41) and (4.42) respectively.
The coefficients $A_1$ and $B_1$ have been confirmed using the algebraic manipulation package, REDUCE. The same package has been used to consider the two layers and a half space case. The coefficients produced were lengthy algebraic expressions. The basic equations that were solved are given below. There are 6 equations and 6 unknowns.

$$y = 0$$

$$\frac{\alpha_1 (A_1 - B_1)}{\mu \alpha + \alpha_1} = \frac{(1 - B_2)}{2}$$ \hspace{2cm} 4.52

$$\frac{(A_1 + B_1)}{\mu \alpha + \alpha_1} = \frac{(1 + B_2)}{2\alpha}$$ \hspace{2cm} 4.53

$$y = -t$$

$$\frac{\alpha_1 (A_1 e^{-\alpha_1 t} - B_1 e^{\alpha_1 t})}{\mu \alpha + \alpha_1} = \frac{\alpha_2 (A_2 e^{-\alpha_2 t} - B_2 e^{\alpha_2 t})}{\mu \alpha + \alpha_2}$$ \hspace{2cm} 4.54

$$\frac{(A_1 e^{-\alpha_1 t} + B_1 e^{\alpha_1 t})}{\mu \alpha + \alpha_1} = \frac{(A_2 e^{-\alpha_2 t} + B_2 e^{\alpha_2 t})}{\mu \alpha + \alpha_2}$$ \hspace{2cm} 4.55

$$y = -t_1$$

$$\frac{\alpha_2 (A_2 e^{-\alpha_2 t_1} - B_2 e^{\alpha_2 t_1})}{\mu \alpha + \alpha_2} = \frac{\alpha_3 A_3 e^{-\alpha_3 t_1}}{\mu \alpha + \alpha_3}$$ \hspace{2cm} 4.56

$$\frac{(A_2 e^{-\alpha_2 t_1} + B_2 e^{\alpha_2 t_1})}{\mu \alpha + \alpha_2} = \frac{A_3 e^{-\alpha_3 t_1}}{\mu \alpha + \alpha_3}$$ \hspace{2cm} 4.57

The system considered is illustrated in Figure 4.3.
The extension to Burke's exact theory was added to the Burke theory computer program already in use. The results obtained will be discussed in Chapter 8.

4.5 Magnetic Field Determination

Using the exact theory derived by Burke (1986), expressions for the three components of the magnetic field intensity at the conducting material surface can be found. The starting point for the derivations of the \( H \) field components is the magnetic Hertz potential expression

\[
\Gamma = -\frac{2\mu I}{\pi} \frac{N}{t(a_2 - a_1)} \int_0^\infty \frac{ds}{s^3} M \sin(st) x
\]

\[
\int_0^\infty dp \frac{e^{-\alpha d}}{\alpha(\mu_r \alpha + \alpha_1)} \cos(px) \sin(sz) e^{\alpha_1 y} = C \cos(px) \sin(sz) e^{\alpha_1 y}
\]

where \( M = M(sa_1, sa_2) \) and the operator \( C \) is given by

\[
C = -\frac{2\mu I}{\pi} \frac{N}{t(a_2 - a_1)} \int_0^\infty \frac{ds}{s^3} M \sin(st) \int_0^\infty dp \frac{e^{-\alpha d}}{\alpha(\mu_r \alpha + \alpha_1)}
\]

This describes the magnetic Hertz potential on and within a homogeneous conducting half space.

The magnetic Hertz potential is related to the magnetic field on and within the material by the following expression
This leads to the following expressions for the three components of the magnetic flux density

\[ B_x = \mu H_x = C \sin(sz) \alpha_1 e^{\alpha_1 Y} - p \sin(px) \quad 4.60 \]

\[ B_y = \mu H_y = C \cos(px) \sin(sz) \alpha_1^2 e^{\alpha_1 Y} - j \omega \mu \sigma C \cos(px) \sin(sz) e^{\alpha_1 Y} \quad 4.61 \]

\[ B_z = \mu H_z = C \cos(px) \alpha_1 e^{\alpha_1 Y} \cdot s \cos(sz) \quad 4.62 \]

Since it is the magnetic field at the material surface that is required, the Equations (4.60) to (4.62) can be simplified by putting \( y = 0 \) (the y axis is the axis perpendicular to the metal surface).
\[ B_x = C \sin(sz) \alpha_1 - p \sin(px) \] 4.63

\[ B_y = C \cos(px) \sin(sz) \alpha_1^2 - j \omega \mu \sigma \cos(px) \sin(sz) \]
\[ = C \cos(px) \sin(sz) \alpha_1^2 \] 4.64

\[ B_z = C \cos(px) \alpha_1 \cdot s \cos(sz) \] 4.65

If the expressions for magnetic field intensity (H) rather than magnetic flux density (B) are considered, the components become

\[ H_x = \frac{2I}{\pi} \frac{N}{t(a_2 - a_1)} \int_0^\infty \frac{ds}{s^3} M \sin(st) \sin(sz) x \]
\[ \int_0^\infty dp \frac{e^{-\alpha d}}{\mu_r \alpha + \alpha_1} \alpha_1 p \sin(px) \] 4.66

\[ H_y = \frac{-2I}{\pi} \frac{N}{t(a_2 - a_1)} \int_0^\infty \frac{ds}{s^3} M \sin(st) \sin(sz) x \]
\[ \int_0^\infty dp \frac{e^{-\alpha d}}{\mu_r \alpha + \alpha_1} \cos(px) \cdot \alpha \] 4.67

\[ H_z = \frac{-2I}{\pi} \frac{N}{t(a_2 - a_1)} \int_0^\infty \frac{ds}{s^3} M \sin(st) \cos(sz) x \]
\[ \int_0^\infty dp \frac{e^{-\alpha d}}{\alpha(\mu_r \alpha + \alpha_1)} \alpha_1 \cos(px) \] 4.68

When these three components are evaluated, the results are three complex numbers. Hence the magnitude of each component needs to be evaluated,
ie, if \( H_x = A + i B \)

\[
|H_x| = \sqrt{A^2 + B^2}
\]

Similarly, in order to obtain the magnitude of the magnetic field intensity at the material surface, the three components need to be considered,

ie,

\[
|H| = \sqrt{H_x^2 + H_y^2 + H_z^2}
\]

More importantly, the magnitude of the tangential magnetic field \((H_t)\) at the material surface can be calculated.

\[
|H_t| = \sqrt{H_x^2 + H_z^2}
\]

It is this value that can help to determine the sensitivity of the eddy current test.

The method of programming used for the magnetic field intensity expression was based on the approach used by Burke for the \(\Delta Z\) calculation. Each of the components of the magnetic field were calculated in turn and then the tangential magnetic field at the material surface and the total magnetic field at the material surface were calculated from the individual field components as detailed in Equations (4.70) and (4.71).

In order to provide a comparison, a program was also written based on HCEXB6 to produce \(H\) field results using a different integration strategy. As would be expected from the previous work (Section 4.3), different results were obtained from the two computer programs. The results obtained using the Burke integration strategy were considered
to be correct, although the range of values of x and z over which data could be obtained was restricted by the integration. At relatively large distances from the coil being considered, the results of the integration become unstable and the data produced could not be considered correct. The co-ordinates (x,z) at which this occurred varied for different coils.
5. ADDITIONAL THEORIES

5.1 Theory of Dodd and Deeds

5.1.1 Formulation Used.

A thorough analysis of the vertical axis coil above a homogeneous or stratified conducting half space was presented by Dodd and Deeds in 1968. The method used for deriving the impedance change expressions for the coil was described earlier in Section 2.4.1. In this section the expressions obtained are presented.

For the case of the coil in air, i.e., away from the conducting half space, the impedance of the coil is generally considered to be given by the coil inductance \( L_0 \). The expression derived by Dodd and Deeds is as follows,

\[
L_0 = j 2 \pi \mu_0 \omega \left( \frac{N}{2t(a_2 - a_1)} \right)^2 \int_0^\infty \frac{ds}{s^6} I^2(sa_1, sa_2) \times (\exp(-2st) - 1 + 2st) \quad 5.1
\]

where

\[
I(q_1, q_2) = \int_{q_1}^{q_2} dq q J_1(a)
\]

\( J_1 \) = Bessel function of the first kind of order one

t, s, a_1 and a_2 are all as defined in Chapter 4.

In air, the resistance of the coil \( R_0 \) is purely due to the resistance of the coil wire, i.e,
where $l =$ length of wire

$\rho =$ wire material resistivity

$A =$ wire cross-sectional area

Both of these expressions quite obviously hold for the horizontal axis coil as well.

Bahr and Cooley (1983) presented the Dodd and Deeds expression for the impedance of a vertical axis coil at a normalised height, $h$, above a homogeneous conducting half space in the following form

$$Z = j \frac{\pi \sqrt{\frac{r}{\Delta r}} N^2}{(t \cdot \Delta r)^2} \cdot \frac{2}{\sigma \delta^2} \operatorname{IEXP} (h)$$

where

$$\operatorname{IEXP} (h) = \int_{0}^{\infty} \frac{\alpha (\Delta r)}{\alpha} \left\{ 2t + \frac{1}{\alpha} \left[ 2 (e^{-\alpha t} - 1) + e^{-2\alpha h} \right] \right\} d\alpha$$

$$I(\alpha \cdot \Delta r) = \int_{\alpha(1-\Delta r/2)}^{\alpha(1+\Delta r/2)} u J_1 (u) du$$

$$\alpha_1 = \sqrt{\alpha^2 + j 2 \left( \frac{r}{\delta} \right)^2}$$

$$\Delta r = r_2 - r_1$$

The coil geometry for this case is shown in Figure 5.1.
Dodd and Deeds extended the theory to consider the case of a two conductor half space. The above expression (5.3) holds but with the following substitution.

The term is replaced by

\[
\left( \frac{\alpha - \alpha_1}{\alpha + \alpha_1} \right) \left[ \frac{(\alpha + \alpha_1)(\alpha_1 - \alpha_2) + (\alpha - \alpha_1)(\alpha_2 + \alpha_1) e^{2\alpha_1 C}}{(\alpha - \alpha_1)(\alpha_1 - \alpha_2) + (\alpha + \alpha_1)(\alpha_2 + \alpha_1) e^{2\alpha_1 C}} \right]
\]

where

\[
\alpha_1 = \sqrt{\alpha^2 + j 2 \left( \frac{r}{\delta_1} \right)^2}
\]

\[
\alpha_2 = \sqrt{\alpha^2 + j 2 \left( \frac{r}{\delta_2} \right)^2}
\]

\[C = \text{the thickness of the layer of material 1 on a half space of material 2}\]

The expression \((\alpha - \alpha_1)/(\alpha + \alpha_1)\) is, in effect, a reflection coefficient term. The substitution thus modifies the reflection coefficient such that account is taken of the electromagnetic wave reflection from the boundary between materials 1 and 2 and the transmission of the electromagnetic waves into material 2.
In order to determine the individual components of the impedance \( Z \) the real and imaginary parts need to be taken since \( Z \) will be a complex number. Hence the following relations can be used to determine the coil resistance and inductance changes due to the presence of the material half space.

\[
\Delta R = \text{real } (Z) - R_0 \quad 5.4
\]

and

\[
\Delta L = \frac{\text{imaginary } (Z)}{\omega} - L_0 \quad 5.5
\]

5.1.2 Method of Programming

In order to evaluate the expression for \( L_0 \) (Equation (5.1)), NAG routines were used. \( J_1 \) was determined using the NAG function routine S17AFF, the inner integration to determine \( I(sa_1, sa_2) \) was performed using the numerical integration routine D01BDF and the outer integration required the use of D01AMF.

The method used to program the expression for coil impedance, \( Z \), as given in Equation (5.3) was to use a NAG routine for the integration to determine \( I(\alpha \cdot \Delta r) \) and then to use a Simpson's rule approach to the outer integration. This was based on the program written by Bahr and Cooley to accompany their 1983 paper. The program was obtained from a source in the USA during the course of the work. The NAG function routine S17AFF was used to determine \( J_1 \). The Simpson's rule integration required the specification of an upper limit to the integration. This upper limit needed to be considered in conjunction with the units system used when the expression was programmed with
the length variables not normalised. With the lengths normalised by \( \overline{r} \) the results were consistent whatever the units system used.

### 5.1.3 Magnetic Field Determination

When considering eddy current inspection of materials, the radial magnetic field at the surface of the material can be used as an indicator of the test sensitivity. The greater the surface field, the greater the eddy current density within the material, hence the greater the test sensitivity.

An expression for the radial magnetic field at the material surface, \( H_0 \), normalised by the coil driving current, \( I \), has been presented by Bahr and Cooley (1983) based on the analytical expressions derived by Dodd and Deeds in 1968.

\[
\frac{H_0}{I} = \frac{-N}{\overline{r}(t \cdot \Delta r)} \cdot I_{\text{EXPP}}(h)
\]

where

\[
I_{\text{EXPP}}(h) = \int_0^\infty \frac{I(\alpha \cdot \Delta r)}{\alpha^2} J_1(\alpha) e^{-\alpha h} (1 - e^{-\alpha t}) \left( \frac{\alpha_1}{\alpha + \alpha_1} \right) d\alpha
\]

and \( h \), \( t \) and \( \Delta r \) are all normalised by \( \overline{r} \). The coil geometry is illustrated in Figure 5.1.

When programming the calculation of the magnetic field the same approach was used as for the coil impedance calculation. The values of magnetic field at the material surface were calculated for several points on a radial line from the central axis of the coil. Close to
and underneath the coil the step sizes were smaller than those at large distances from the coil. Due to the large number of points at which the $H$ field value was calculated, the program generally had to be run as a batch job.

5.2 Uniform Field Theory

5.2.1 Theory of Auld

Auld et al (1984) have considered the modelling of eddy current NDT extensively. Expressions have been derived to describe the coil impedance change when the induced electromagnetic field is either uniform or non-uniform and for defects that can be considered either two-dimensional or three-dimensional. Different skin depth regimes have also been considered.

The expression used in this study concerned a two-dimensional crack in a uniform field in the small skin depth regime, i.e., large $a/\delta$ ($a$ is the crack depth). This expression was given by Auld et al in 1982. Figure 5.2 illustrates the system considered.

\[
\Delta Z = \frac{(h^1)^2}{\sigma I^2} \left\{ 2 \frac{(1 + j) a}{\delta} - 1.56 + j \frac{2A_F}{\delta^2} - (1 + j) \frac{\Delta u}{\delta} \right\} 
\]

where $\Delta Z = \text{probe impedance change per unit length}$

$h^1 = \text{incident magnetic field intensity}$

$\Delta u = \text{crack opening}$

$A_F = \text{crack opening area}$
For an EDM (electro-discharge machined) slot

\[ A_F = a \Delta u \]  \hspace{1cm} 5.8

and for a fatigue crack

\[ A_F = \frac{a \Delta u}{2} \]  \hspace{1cm} 5.9

These were given by Auld et al (1984).

The various parts of the expression (5.7) can be described physically,

1. represents the wall effect (surface impedance).

2. results from the Kahn effect. This describes the 'bunching' of eddy current lines at the crack edge and at the crack tip. The dimension of the region in which this effect occurs is of the order \( \delta \). The Kahn effect is illustrated in Figure 5.2 and it is a resistive loss term.

3. represents the Faraday effect, ie, an inductance due to the finite crack opening which is encircled by the currents in the material.

4. is the unperturbed surface impedance of the system.

All of these points have been described by Auld et al (1982).
5.2.2 Work of Moulder

Moulder (originally at the National Bureau of Standards, Boulder, Colorado, USA and now at Iowa State University, Ames, Iowa, USA) and his colleagues have worked extensively on uniform field eddy current (UFEC) probes (Moulder et al. (1987)). The probes were described earlier in Section 2.3.

The theoretical analysis of the UFEC probes makes use of a general theory developed by Auld et al. (1984) for the impedance change of a coil which induces a spatially uniform magnetic field incident on a two-dimensional or three-dimensional flaw. The expression is only valid in the limit of small skin depth.

\[ \Delta Z = \frac{c H^2}{\sigma I^2} \left( \xi^0 + (1 + j) \frac{c}{\delta} \xi^1 + j \frac{c}{\delta^2} \xi^1 \right) \]  

where \( H \) = uniform interrogating field (= \( h^i \) in Equation (5.7))
\( c \) = crack half length
\( \xi^0, \xi^1 \) = shape parameters that depend only on \( a/c \), the aspect ratio. The numerically calculated shape parameters are given in Tables 5.1 and 5.2 for the cases of a rectangular flaw and a semi-elliptical flaw respectively.

For the case of the semi-elliptical flaw, the numerically calculated values of the shape parameters have been fit to polynomials using a least squares procedure. The polynomials obtained are as follows (Moulder et al. (1987)).
\[ r^0 = -3.0 - 1.35 \left( \frac{a}{c} \right) + 0.66 \left( \frac{a}{c} \right)^2 \]  

5.11

\[ r^1 = -0.02 + 2.56 \left( \frac{a}{c} \right) + 1.11 \left( \frac{a}{c} \right)^2 - 1.70 \left( \frac{a}{c} \right)^3 \]  

5.12

All of the formulae in Sections 5.2.1 and 5.2.2 have been coded up using FORTRAN 77 to produce a program which uses accepted theory to describe the coil impedance change due to a two-dimensional or three-dimensional defect in a uniform interrogating field.

In the Auld expressions for $\Delta Z$, one particular relation is of considerable importance and needs to be determined before the $\Delta Z$ values can be evaluated. This relation is $H/I$, the magnetic field strength at the material surface per unit current. Using the theory of Dodd and Deeds (1968) for vertical axis air cored coils or the theory of Burke (1986) for horizontal axis air cored coils, $H/I$ can be determined for these simple coil cases ready for use in the $\Delta Z$ expressions. For more complicated probes like the UFEC probe or even ferrite cored coils, the $H/I$ values need to be determined using a calibration.

The calibration is performed by considering the coil impedance change due to a cylindrical or part spherical recess in the surface of the material being inspected. Auld has adapted a formula from a microwave perturbation theory solution for a smooth dimple in the surface of a perfect conductor, which can be used in the case of a cylindrical recess of depth greater than the skin depth to determine $H/I$ (Moulder et al (1987)). A general equation based on this formulation has been proposed by Moulder et al (1987).
\[ \Delta\bar{z} = j \left[ \frac{H}{I} \right]^2 \frac{C}{\sigma} \frac{V}{\delta^2} \]  \hspace{1cm} 5.13

where \( V \) = volume of recess (cylindrical or part spherical)

\( C \) = empirical shape factor, the value of which depends on the shape and depth of the recess relative to \( \delta \). Some of the values of \( C \) determined by Moulder and his co-workers are given in Table 5.3.

Of the two possible calibration defects that can be used, the part spherical recess is the best since it most closely resembles a dimple. Hence the theory used for the calibration is more correct with a part spherical recess. Since the \( H \) value is the value of magnetic field intensity at the material surface, it would follow that the ideal calibration procedure would consider a very shallow and wide cylindrical calibration defect (Moulder et al (1988)). The surface electromagnetic fields in this case would be essentially unperturbed by the flaw present.

There are two conditions required when considering a calibration defect,

\[ \frac{a}{\delta} \gg 1 \] \hspace{1cm} 5.14

and

\[ \frac{a}{d} \ll 1 \] \hspace{1cm} 5.15

where \( d \) = the radius of the defect (usually a cylindrical defect)
The first of these conditions has been determined by the performance of several tests by Moulder and his co-workers. The calibration relation was found to hold best at reasonably high frequencies. In order to use Auld's relations, it is important that this condition is satisfied. The second relation follows from the need for a wide, shallow defect. One final point that also needs to be considered is that the probe must be operating well below its self resonant frequency when performing the calibration, otherwise the calibration will not be successful and not provide a useful H/I value.

An alternative calibration method mentioned by Moulder et al (1987) is to measure $\Delta Z$ for an EDM notch of known dimensions, and then, using one of Auld's $\Delta Z$ relations, determine $H/I$ by forcing the calculated flaw signal to equal the experimental one. The value of $H/I$ thus calculated can then be used in subsequent evaluations of $\Delta Z$ or defect size parameters, depending on whether the $\Delta Z$ expressions are being used to consider the forward problem or the inverse problem.

Much of this work using Auld's uniform field $\Delta Z$ expressions has been performed by Moulder and his co-workers to provide a complete analysis of the UFEC probe.

5.2.3 Application to Horizontal Axis Coils

Since part of the electromagnetic field produced by a horizontal axis coil can be considered essentially uniform, it was decided to investigate whether or not the uniform field theory detailed in the
previous two sections (5.2.1 and 5.2.2) could be applied to the case of horizontal axis coils. This would give some idea as to how 'uniform' the horizontal axis coil field could be considered to be.

The work was performed in two distinct parts, the first of which considered the case of a 2D flaw in a metal block. The coil considered was an air-cored, 103 turn horizontal axis coil. It was 25.5 mm long and had a core diameter of 12.5 mm. All of the specimens considered were aluminium blocks. Three slots were investigated, the dimensions of which are given below.

i) 2 mm wide and 3 mm deep
ii) 2 mm wide and 4.5 mm deep
iii) 0.25 mm wide and 3 mm deep

The experimental test procedure involved measuring the two components of the coil impedance when the coil was placed above the base material (lift-off = 0.143 mm) and then above the slot being investigated. In order to determine these values the coil was connected, via a test fixture, to a Hewlett Packard HP4194A impedance/gain-phase analyser (Plate 5.1). The instrument measured the impedance of the coil over a specified frequency range within the limits of 100 Hz to 40 MHz. It was possible to vary the time taken to determine each impedance value and also to vary the display format for the trace data (ie, the data recorded over the specified frequency range). The tests could generally be performed quickly and the current through the coil could be monitored whilst performing the sweep. Using an increased integration time (ie, the time to determine a result) it was possible to reduce the noise, but it did increase the sweep time.
The frequency values at which the impedance results were considered were determined such that the small skin depth requirement of the uniform field theory was satisfied and such that the coil was operating well below resonance. The coil resonant frequency was around 3 MHz, and in order to ensure that $a/\delta > 3.0$, a frequency greater than 7 kHz was required. This led to the choice of four test frequencies between these limits, 150 kHz, 300 kHz, 450 kHz and 1 MHz.

In order to apply the uniform field theory it was necessary to determine $H/I$ for the coil at the material surface directly underneath the coil. This value was calculated using the computer program written, which was based on the theory detailed in Section 4.5. The theory used was based on the exact horizontal axis coil theory of Burke. The experimental values determined were compared with the theoretical predictions in order to ascertain the correctness of applying the two-dimensional uniform field theory to horizontal axis coils. These results will be discussed in Chapter 8.

The second part of the work considered a three-dimensional flaw. The flaw, a semi-elliptical spark eroded slot, was fabricated in a 316 stainless steel block. The flaw dimensions were as follows.

\[2c = \text{surface length} = 6.5 \text{ mm}\]
\[a = \text{depth at centre} = 0.6 \text{ mm}\]
\[\therefore \text{aspect ratio} = a/c = 0.185\]
In order to consider a more realistic inspection case, a small ferrite-cored probe was used. The probe was 2 mm long with a 1 mm diameter ferrite core, and three layers of 20 turns of 0.1 mm diameter coated copper wire. The same experimental procedure was adopted as for the two-dimensional case.

The choice of frequency of operation for this case required another consideration apart from those of satisfying the small skin depth condition and the need to operate below probe resonance. This condition was that of the need for a calibration defect. Since the probe had a ferrite-core the theoretical determination of $H/I$ was no longer possible, hence the calibration defect approach of Moulder (as detailed in Section 5.2.2) was employed. The frequency of operation chosen was 4 MHz. A spherical cap calibration defect of depth at the centre approximately equal to $\delta$ at 4 MHz was considered suitable for determining $H/I$.

Two calibration defects both of depth approximately equal to 0.2 mm ($\delta$ at 4 MHz) were fabricated. One was made using a hardness testing machine. A 1 mm diameter hardened steel ball was 'dropped' under a known load onto the surface of the stainless steel block. This made an indentation in the material surface, the dimensions of which could be measured using a microscope device attached to the hardness testing machine. The second calibration defect was fabricated by actually removing a small quantity of material using a 1.5 mm diameter ball cutter. In both cases the value of the empirical shape factor, $C$, was taken to be 4.0.
Both defects were considered when performing the calibration, the aim being to see whether one method of fabrication was preferred over the other (i.e., metal deformation or metal removal). The probe $\Delta Z$ determined using the impedance analyser for when the calibration defect was traversed by the probe was used to determine a value for $H/I$. The value of $H/I$ was used in the three-dimensional uniform field theory, and the theoretical $\Delta Z$ predictions were compared with the experimental $\Delta Z$ results for the case of the semi-elliptical defect. As for the two-dimensional results, the applicability of the three-dimensional uniform field theory to horizontal axis coils will be discussed in Chapter 8.
6 EXPERIMENTAL WORK

6.1 Conventional Equipment Familiarisation

In order to obtain an understanding of how a conventional piece of eddy current equipment operates and the range of materials it can be used to inspect, some simple experiments were performed using a Hocking AV100L. The equipment was set up as detailed in the manual (Hocking NDT Ltd) and an absolute pencil probe and a balancing load were connected.

The equipment (Plate 6.1) is a relatively easy to operate impedance plane display instrument. It is a single frequency, keypad operated instrument which uses microprocessor control. The unit is portable and it can be battery operated or mains driven. The frequency range of the instrument is from 80 Hz to 6 MHz. A printer can be connected to the instrument which allows a screen dump to be produced. The instrument settings can, if required, be continuously displayed on the screen and thus transferred to paper when a screen dump is performed. High and low pass filters allow a certain amount of signal processing using the basic instrument. Other features of the instrument are detailed in the manual.

The aim of the experiments performed was to investigate the capability of the instrument and to illustrate some of the most common effects associated with eddy current testing. The balance load of 5.6 μH was chosen in order to match the inductance of the ferrite cored absolute coil used as the probe. The frequency range specified for the probe was 0.5 to 4 MHz.
Each of the results obtained will be discussed in turn. Figure 6.1a illustrates the trace obtained when the probe was brought close to a mild steel block, moved over a 2 mm deep slot in the centre of the block and then passed over the edge of the block such that the probe was once again in air. Each of the traces (lift-off, slot and edge) can be easily distinguished and, apart from the early part of the edge trace which is similar to the slot locus, all of the traces can be easily separated. A similar experiment was performed using another mild steel sample. In this case the specimen contained six slots of varying depths from 0.5 mm to 3.0 mm. Each of the slots can be clearly distinguished on the impedance plane (Figure 6.1b), thus indicating that slots can quite easily be detected in mild steel. This was considered surprising since it was expected that the magnetic permeability noise would cover most of the signals from the slots. This is encouraging when considering the detection of defects in a stainless steel weld (a ferromagnetic material). In both cases the frequency used was 1 MHz. This was a high frequency to use when performing eddy current testing and it was the most probable reason for the lack of permeability noise affecting the signals obtained. At lower frequencies, the effect of magnetic permeability variations would have been more significant and may well have masked the signals obtained from the slots (Hull and John (1988)).

The lift-off loci for several different materials are indicated in Figure 6.2. It can be seen that the ferromagnetic materials are quite clearly separated from the non-ferromagnetic ones. By combining Figures 6.1 and 6.2 it is possible to start to predict the form of the impedance plane trace for a probe traversing an austenitic weld with a slot machined at the weld centre line (Figure 6.3). If the austenitic weld material lift-off trace is assumed to be similar to
that for mild steel (both materials are ferromagnetic), the predicted composite signal for the complete scan can be produced. This trace will be considered further in Section 6.3, but it does indicate that stainless steel weld inspection is, in principle, possible.

Figure 6.4 illustrates the variation in lift-off loci for the various parts of a simple mild steel specimen which has a single V butt weld in it. The three regions are indicated on the figure and they are the base material, the heat affected zone (HAZ) and the weld material. The figure indicates that when considering a weld region, the electromagnetic parameters of both the weld itself and the HAZ are modified sufficiently during welding to cause obvious changes in the lift-off loci for both regions when they are compared to the locus for the base material.

The consideration of a non-ferromagnetic material is illustrated in Figures 6.5a and 6.5b, the material being aluminium. Initially a frequency of 50 kHz and a 14 dB amplification were used. It can clearly be seen (Figure 6.5a) that although the defects could be detected, the indications from the slots of different depths could not be clearly distinguished. By reducing the frequency (10 kHz) and increasing the amplification (40 dB) it can be seen that better separation of the traces could be obtained (Figure 6.5b). The slots varied in depth from 0.5 mm to 3 mm and there were six present in the sample.

Stainless steel results are illustrated in Figure 6.6. All of the defects can be clearly distinguished (6 mm deep down to 3.5 mm deep). As with the aluminium tests, a lower frequency (10 kHz) was used compared to the mild steel tests. The stainless steel sample with the
slots in it was not known to be 316 stainless steel specifically, hence the lift-off trace for a block of 316 stainless steel was also added to the figure. The closeness of the two lift-off plots suggests that even if the sample with the slots in it was not 316 stainless steel it was very similar.

The results obtained for the non-ferromagnetic materials indicated that, in general, to achieve clear, reasonably well separated signals from the slots present in the material, lower frequencies than those used to inspect mild steel are required. Frequencies of the order kHz rather than MHz are more often used when inspecting non-ferromagnetic materials. It should also be noted that although some results were obtained from the non-ferromagnetic samples using the absolute probe available, the probe was not best suited to operating at the test frequencies used.

Several general points can be made about eddy current inspection based on this simple experimental study. Firstly it must be noted that for each test we were restricted to the equipment available and no form of technique optimisation was possible, apart from adjusting the test frequency and display amplification which did help to make the results clearer in certain cases. The points that need to be noted are

- defect detection is possible in ferromagnetic materials using eddy currents provided the test frequency is high enough (of the order MHz).

- the distinct skin depth difference in mild steel base material, HAZ and weld material can be clearly seen.
slots can be easily detected in both aluminium and stainless steel (non-ferromagnetic materials) using a frequency of the order kHz.

- for non-ferromagnetic materials the slot and lift-off loci are not separated by as large an angle as for ferromagnetic materials.

Overall the results have indicated that it would be useful to perform some simple experiments on a stainless steel weld specimen to try and ascertain the feasibility of defect detection. The composite signal illustrated in Figure 6.3 indicates that defect detection in stainless steel weld regions should be feasible and predicts the form of a trace obtained from a scan across an austenitic weld containing a slot. Stainless steel weld inspection is considered further in Section 6.3

6.2 Horizontal Axis Coil Evaluation

6.2.1 Performance Evaluation

Much of the experimental work performed was designed to provide data with which both the Burke theory and the results from the approximate model could be compared. This required the measurement of coil impedance change values. A simple set up was used (Figure 6.7 and Plate 6.2).
Initially two single layer coils were wound on separate perspex rod formers using coated copper wire. A coil winding machine available at UKAEA Risley was used for the coil fabrication. The details of the two coils are as follows:

**Coil 1**: 140 turns
- Rod Diameter = 10 mm
- Coil Length = 39 mm
- Wire Diameter = 0.234 mm
  
  (0.25 mm diameter coated copper wire)
- Lift-off = 0.143 mm

**Coil 2**: 200 turns
- Rod Diameter = 10 mm
- Coil Length = 29 mm
- Wire Diameter = 0.122 mm
- Lift-off = 0.143 mm

The coils would be described as single layer air-cored coils. Plastic tape was needed to hold the coils together once they had been wound. The wire at the ends of the coil was cleaned of the coating and tinned with solder in order to ensure a good connection to the instrument.

The coils were connected to a Wayne Kerr 6425 precision component analyser (Wayne Kerr Instruments Ltd) using Kelvin clips attached to the instrument leads. The Kelvin clips automatically made the correct connections to a lead eliminator circuit within the instrument which, as far as possible, eliminated the effect of the extra capacitance due to long connecting leads. Using the Kelvin clips also helped to
ensure a very low contact resistance when making the connections to the coil. The instrument was microprocessor based and it provided a direct read out of the impedance of a component which was connected between the two output terminals of the instrument. Apart from the need to balance the instrument prior to the start of testing, no other special procedures were necessary for the accurate use of the instrument. Testing could be performed at several discrete frequencies in the range from 20 Hz to 300 kHz. An X-Y chart recorder was linked to the impedance analyser through the instrument analogue output sockets, such that a hard copy of the results could be obtained. The plots obtained were of series coil resistance v series coil inductance.

The metal specimens used were blocks of 316 stainless steel and aluminium (99.5% purity), and a sheet of copper (half hard condition). Two layered specimens were also considered, one consisted of 1.62 mm of copper on a stainless steel block and the other was 6.35 mm of 316 stainless steel on an aluminium alloy block. The sizes of the blocks were chosen such that economic use was made of the material and the edge effects were minimised (ideally 150 mm x 150 mm for the top face). It was also important that each sample could be considered to represent a half space over as large a frequency range as possible. The electromagnetic parameters of the materials considered are presented in Table 6.1.

The test procedure involved bringing each coil close to each specimen at several frequencies in the range 100 Hz to 100 kHz. Given the ultimate inspection requirements, a frequency range of 100 Hz - 100 kHz was considered to be the most useful for initial investigation. The reason for this was that in this frequency range
the electromagnetic skin depth is quite large (42.0 mm to 1.33 mm in stainless steel), thus allowing good eddy current penetration. In each test a lift-off of 0.143 mm was maintained due to the thickness of the plastic tape used to hold the coil together, unless stated otherwise. The values for the change in resistance and the change in inductance of the coil were recorded. For the frequencies up to and including 20 kHz a constant current drive was in operation (100mA rms) and for 50 kHz and 100 kHz a constant voltage drive was in operation (1V rms). With the constant current drive, the voltage across the component was accurately measured, thus enabling the impedance of the component to be determined. When the constant voltage drive was in operation, the current through the component was accurately measured.

For many of the coils used, but most especially the early ones, the choice of coil parameters was arbitrary. This meant that the coils used would not have exhibited the best signal-to-noise ratio possible. This indicated the need for coil optimisation (Chapter 7).

a) Horizontal coil above a homogeneous conducting half space

For this series of experiments two separate readings were taken for each test. The resistance and inductance of the coil were measured in air and close to the specimen being considered. The values of ΔR and ΔL due to the presence of the material were then calculated.

Figures 6.8a and 6.8b indicate the trends in ΔR and ΔL with changing frequency for the case of the 140 turn coil above a 316 stainless steel specimen. With different coils and different materials the trends were identical, it was just the absolute values of ΔR and ΔL
that changed. With increasing frequency the value of $\Delta R$ increased, becoming more positive, and the value of $\Delta L$ increased, becoming more negative. These characteristics are typical when considering eddy current induction.

A detailed study of the effect of coil lift-off has been conducted using the 140 turn coil above the 316 stainless steel block. Figures 6.8c and 6.8d indicate the trends observed. It is clear from the figures that both components of $\Delta Z$ change quicker when the coil is closest to the material and being moved away from the material. This is due to the density of the eddy currents in the material changing as the coil moves away from the material. As the coil resistance and inductance start to reach the coil in air values, the changes become less apparent since by this point only a very small amount of eddy currents are being induced in the material and their contribution to the coil impedance is almost negligible. The results were obtained at a frequency of 100 kHz.

b) Horizontal coil above a stratified conducting half space.

The same method was employed for the study of a layered system as was used for the homogeneous material case. The trends exhibited by $\Delta R$ and $\Delta L$ are also identical to those for the single material case.

The example presented is that of the 140 turn coil being used to consider the stainless steel on aluminium alloy specimen (Figures 6.9a and 6.9b). In both of these figures the results obtained for the stainless steel half space are also included. At low frequencies, as expected, the two plots diverge. This indicates that in the layered specimen the skin depth was sufficiently large to cause the
induction of eddy currents in the aluminium alloy. Hence the values of \( \Delta R \) and \( \Delta L \) were modified by the eddy currents induced in the aluminium alloy. At the high frequency end, the layered half space and homogeneous half space plots are essentially identical. The reason for this was that eddy currents were only being induced in the stainless steel. In effect the eddy current coil was not 'seeing' the aluminium alloy due to the small electromagnetic skin depth at the frequencies considered.

In order to ensure that the experimental characteristics were repeatable for different coils, a second experiment was performed using a 182 turn air-cored coil above the stainless steel on aluminium alloy specimen. The coil details are given below.

Coil 3: 182 turns

- Rod Diameter = 10 mm
- Coil Length = 45.5 mm
- Wire Diameter = 0.234 mm
  
  (0.25 mm diameter coated copper wire)
- Lift-off ~ 0.0 mm

The trends exhibited agreed with those illustrated in Figures 6.9a and 6.9b (see Table 8.3).

The stainless steel on aluminium alloy system is essentially like the LMFBR inspection case of stainless steel on liquid sodium, ie, a low conductivity material on a high conductivity material. These experiments indicate that in the LMFBR system the liquid sodium will contribute to the measured \( \Delta R \) and \( \Delta L \) values if the electromagnetic skin depth is large enough.
The 182 turn coil has also been used in a vertical orientation with a lift-off of 2 mm to investigate the stainless steel on aluminium alloy specimen. This produced a set of experimental results with which data from the extended theory of Dodd and Deeds (which is capable of considering stratified media) could be compared. This comparison is made in Chapter 8.

c) Horizontal coil close to an edge

Edge effect is often considered to be a major problem with eddy current testing. It refers to the spurious signals superimposed on the signal of interest (ie, the signal due to the presence of the material or a defect) because of the inspection coil position close to an edge or step in the material surface. The coil impedance change as an air-cored horizontal axis coil transverses an edge has been considered. As with the previous cases, the example considered is that of the 140 turn coil above a 316 stainless steel block. A frequency of 100 kHz was used.

Figures 6.10a and 6.10b indicate the coil R and L characteristics respectively as the coil crosses the edge with the coil length parallel to the edge. The plots indicate a steady reduction in the eddy currents induced in the material as the coil crosses the edge. When the coil is close to the edge but no longer above any material, eddy currents are still induced in part of the material since the coil impedance is not that for the coil in air. As the coil crosses
the edge, eddy currents are induced in the side of the edge as well as in the upper surface of the edge. This point is illustrated more clearly for the case when the coil crosses the edge with its length perpendicular to the edge.

The coil R and L characteristics for this case are illustrated in Figures 6.10c and 6.10d. As the coil starts to cross the edge, the coil resistance and inductance start to change. Once about a quarter of the coil length has crossed the edge, the change in R and L becomes less rapid. This is especially true for the coil resistance which becomes essentially constant as more of the coil crosses the edge. The reason for this can be considered to be that as the coil crosses the edge the magnetic field distribution is such that as fewer eddy currents are induced in the upper surface of the edge, more eddy currents are induced in the side of the edge. This effect causes the coil R and L values to become almost constant for a range of coil positions. Once about three quarters of the coil length has crossed the edge, the coil R and L start changing more rapidly again, thus indicating the reduced eddy current density in the material. All of the characteristics described can generally be repeated for different coils and materials at different frequencies to those considered here.

d) Horizontal coil traversing a defect

The final experiments performed as part of the horizontal axis coil evaluation considered the coil impedance change as the coil was moved across defects, i.e., slots in various materials. The initial experiments considered an air-cored horizontal axis coil connected to
the Hocking AV100L impedance plane eddy current instrument. From the results of the experiments performed the aim was to get an indication of the form of signal produced by a simple horizontal coil as it traversed a slot.

The details about the coil used are given below.

Coil 4: 175 turns

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rod Diameter</td>
<td>5 mm</td>
</tr>
<tr>
<td>Coil Length</td>
<td>41 mm</td>
</tr>
<tr>
<td>Wire Diameter</td>
<td>0.193 mm</td>
</tr>
<tr>
<td>Lift-off</td>
<td>0.143 mm</td>
</tr>
</tbody>
</table>

Two identical coils were wound on separate perspex rod former. Both of the coils were connected to separate BNC plugs using a short length of shielded cable. This enabled the coils to be connected to the Hocking eddy current instrument. One of the coils was acting as a balance load whilst the other coil was the probe used for the inspection experiment. In each case described, the coils were made to traverse the slot with the coil axis parallel to the slot length. This resulted in the eddy currents impinging on the slot perpendicular to the slot length, i.e., the eddy current distribution was such as to be the most favourable for detecting the slots.

The first three traces indicate the capability of the simple horizontal axis coil quite convincingly. In each case the frequency used was 100 kHz. Figure 6.11a illustrates the defect detection capability when the coil was moved across a mild steel block containing six slots with depths varying from 3 mm down to 0.5 mm. All of the slots can be clearly distinguished since the coil is able
to give some indication as to the size of each defect relative to the neighbouring defects. A less clear trace was obtained for the case of a similar specimen in aluminium containing identical defects to those in the mild steel block but in aluminium (Figure 6.11b). Aluminium, being a higher conductivity material, had a smaller skin depth than mild steel at the frequency used. This was considered to be the reason for the less clear discrimination between the signals from the various slots in the specimen. In addition the fact that the phase of the defect signals from the aluminium was very close to the phase of the lift-off signal, i.e., in the trace all of the signals are essentially horizontal, did not help separate the signals for clear identification. A stainless steel specimen was then considered. It contained six slots of depths ranging from 6 mm down to 3.5 mm. The trace produced indicates all six defects clearly (Figure 6.11c), and as with the mild steel specimen some indication of relative slot size is produced.

Having demonstrated the basic slot detection capability of a simple horizontal axis coil, two additional experiments were performed to illustrate the effect of traversing the slot with the coil axis parallel to the slot length and then perpendicular to the slot length. Bowler (1988) has illustrated clearly the actual eddy current distribution associated with a horizontal axis coil (Figure 6.12). This illustration will be considered when describing the next two traces. Figure 6.13 illustrates the trace obtained when the coil traverses a 10 mm deep slot in a mild steel block with the coil axis parallel to the slot length. The slot trace, as expected, is very clear. A large trace would be expected since the defect is deep and wide and the eddy currents are incident perpendicular on the slot length. This leads to the maximum eddy current distortion. For the
case of the coil length perpendicular to the slot length, the eddy currents will essentially be parallel to the slot and thus experience a minimum amount of distortion. This would suggest no signal being recorded as the coil traverses the slot. In practice this does not prove to be the case (Figure 6.13). Two signals smaller in magnitude than that for the coil parallel case are seen on the instrument display. One signal occurs as one end of the coil traverses the slot. The instrument then registers no signal as the central part of the coil crosses the slot, but then as the other end of the coil traverses the slot, a second signal identical to the first signal is recorded. At first this would appear incorrect, but with reference to Figure 6.12 the reason for the two signals becomes clear. The eddy current distribution at the ends of the coil clearly indicates that as the ends of the coil cross the slot some eddy currents will be incident perpendicularly on the slot and thus distorted by the slot. This leads to the two signals as indicated in Figure 6.13.

In order to try and increase the amount of eddy currents in the material and to obtain some quantitative results a ferrite-cored coil with two layers of turns was used, connected to the Wayne Kerr 6425. The coil details are given below.

Coil 5: 2 layers of 125 turns = 250 turns total

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wire Diameter</td>
<td>0.193 mm</td>
</tr>
<tr>
<td>Coil Length</td>
<td>29 mm</td>
</tr>
<tr>
<td>Core Diameter</td>
<td>5 mm</td>
</tr>
<tr>
<td>Lift-off</td>
<td>0.143 mm</td>
</tr>
</tbody>
</table>
Each of the three specimens investigated contained six slots of varying depths. All of the tests were performed at a frequency of 20 kHz.

Figures 6.14a, 6.14b and 6.14c illustrate plots of $\Delta R$ and $\Delta L$ against coil position for the specimens in mild steel, aluminium and stainless steel respectively. The consideration in each case was that of defect detection not sizing. Figure 6.14a which illustrates the $\Delta R$ and $\Delta L$ variation as the coil is scanned over the mild steel block, indicates the importance of both the resistive and inductive components of the coil impedance change. By considering the $\Delta L$ characteristics, all of the slots down to 0.5 mm deep can be clearly seen. The $\Delta R$ results are only capable of indicating down to the 1.5 mm deep defect. Both plots indicate the feasibility of slot detection in mild steel using a horizontal axis coil.

Apart from a slight anomaly with the $\Delta R$ value for the 1.5 mm deep defect, all of the defects down to 0.5 mm deep could be quite clearly seen when considering the aluminium specimen (Figure 6.14b). The $\Delta L$ changes were particularly clear, indicating the variations in depth of the slots.

The characteristics for the stainless steel specimen were not as clear as for the previous two specimens, although it was felt that all of the slots down to 3.5 mm deep could be detected (Figure 6.14c). The $\Delta R$ results were all positive values, although the sign of the change in $\Delta R$ as a slot was crossed was different for the deeper slots as compared to the shallower slots. The reason for this was not clear. The only explanation that could be offered was that for a deep slot at the skin depth value used with the coil used, the
It is important to note that the specimens used when generating the data presented in Figure 6.14 were not sufficiently large to eliminate all of the likely effects on the eddy current field other than those of interest i.e., those due to the slot being investigated. The major problems were those due to edge effect, i.e., the specimen was not wide enough, and the spacing of the slots in the specimen i.e., the slots were too close together. In order to avoid this the specimen should have been larger and the slots more widely spaced. This was not possible to obtain due to the financial constraints of the project.
amount of material contributing to the resistive losses was reduced compared to that present in the unflawed case, i.e., the coil 'saw' a lot of air. Hence this resulted in a reduced $\Delta R$ as the flaw was crossed. This reasoning is similar to that used in the development of the approximate model extension. The $\Delta L$ results indicated the presence of each of the slots, but no feeling for the depth variation was present.

For each specimen, the defects could, in general, be detected quite easily by considering one or both of the components of the impedance change. It should be remembered that neither the coil nor the test frequency were optimised, something that would have improved the detection capability of the set-up. This is demonstrated in Figure 6.14d where the frequency used was 5 kHz, a value that was considered to be better than 20 kHz for inspecting the stainless steel specimen based on the previous experimental work. The slots can be seen more clearly at 5 kHz with both impedance change components. The aim of the work was to demonstrate that horizontal axis coils can be quite easily employed for defect detection in several different materials. The fact that the defects could be detected in the mild steel specimen was a promising sign for the detection of surface defects in a stainless steel weld specimen.

* One point that needs to be clarified is that although the $\Delta R$ values were positive and the $\Delta L$ values negative for the non-ferromagnetic materials, for the ferromagnetic material the $\Delta R$ values were positive but the $\Delta L$ values were also positive. Also the trends in the $\Delta R$ values as a slot was crossed were the exact opposite for each type of material. Based on the results obtained, the trends exhibited on an impedance plane are illustrated in Figure 6.15.
The forms of the plots for each type of material appear similar, the only difference is the angle $\theta$ between the two plots. This angular difference between the lift-off plots was illustrated experimentally when performing the tests using the AV100L and is due to the fact that one set of materials are ferromagnetic whereas the others are non-ferromagnetic.

The final experiments performed to evaluate the use of a horizontal axis coil considered an investigation of the orientation of the horizontal axis coil relative to the defect being studied. Horizontal axis coils produce what can be considered as directional eddy current fields. This quite obviously leads to preferred coil orientations when investigating each type of defect.

Two horizontal axis coils were used, one was the air-cored 140 turn coil detailed earlier and the other was a ferrite-cored coil, the details of which are given below.

Coil 6: Number of turns ~ 72
Wire Diameter ~ 0.27 mm
Lift-off ~ 0.0 mm
At the small angular values the eddy currents are experiencing very little distortion by the slot ie, the eddy currents are essentially parallel to the slot length. This results in very little change in the $\Delta R$ and $\Delta L$ values. As the angular value increases a greater proportion of the eddy currents are distorted, hence the $\Delta R$ and $\Delta L$ values increase in magnitude. The peak values occur when the eddy currents are perpendicular to the slot length ($90^\circ$). These characteristics are very clear from the graphs in Figure 6.16. The differences between the base material lines and the $R$ and $L$ values at angular positions close to $0^\circ$ indicated the possible differences in measured base material $R$ and $L$ values. These differences did not in any way affect the angular variation characteristics.
In each case the procedure used to produce the results was identical. Starting with the coil central axis perpendicular to a slot 10 mm deep in a mild steel plate, values of coil $R$ and $L$ were recorded using the Wayne Kerr 6425. The coil was then turned through an angle of $10^\circ$, still keeping the coil above the slot, and further readings were taken. This was repeated for every $10^\circ$ until the coil axis was along the length of the slot, i.e., the coil had been turned through an angle of $90^\circ$. The frequency used was 10 kHz.

Plots of $R$ and $L$ v coil position are presented in Figures 6.16a and 6.16b for the 140 turn coil and Figures 6.16c and 6.16d for the 72 turn coil. In each case the trends demonstrated are essentially identical. The values of $\Delta R$ and $\Delta L$ for changes in angular position are greater for the ferrite-cored coil due to the increased concentration of eddy currents in the material. The majority of the variation in $R$ and $L$ occurred in the angular range from $40^\circ$ - $50^\circ$ to $90^\circ$. The first $40^\circ$ of rotation resulted in very little change in the $R$ and $L$ values. This would indicate that for a complete inspection to be performed for defects of all orientations, two horizontal axis coils at right angles to one another would be the most sensible probe configuration. The results also indicate the potential use of single horizontal axis coils for determining defect orientation.

$\ast$

e) Additional Points

In all of the experiments detailed in this chapter it was ensured that the frequencies at which the coils were operating were well below the resonant frequency of each coil. A sample calculation is included here to illustrate the procedure used to determine the coil resonant frequency.
At resonance

\[
\frac{1}{f_r C_{CB}} = \frac{f_r}{L_{CO}} \frac{4 \pi^2}{n^2}
\]

where

- \( f_r \) = coil resonant frequency
- \( C_{CB} \) = lead capacitance
- \( L_{CO} \) = coil inductance

The case of the 140 turn coil (coil 1) will be considered with an 0.5 m lead connecting the coil to the impedance analyser. Hence

\[
C_{CB} = 0.5 \times 100 \text{pF} = 50 \text{pF}
\]

based on the assumption that the lead capacitance of a 1 m length of lead is about 100 pF. \( L_{CO} \) is taken to be 46 \( \mu \)H (determined by experiment).

\[
\therefore f_r^2 = \frac{1}{C_{CB} L_{CO} \frac{4 \pi^2}{n^2}}
\]

\[
\therefore f_r = 3.32 \text{ MHz}.
\]

All of the experiments performed using the 140 turn coil were thus performed at frequencies well below 3.32 MHz. This ensured that the signals produced when the coil was used to inspect specimens were as clear as possible and free of any noise/signals due to coil resonance.
When using the AV100L equipment, a simple calculation could be performed each time in order to ascertain the correct frequency range in which any non-standard eddy current coils could be used to best effect. The impedance bridge in the instrument had arm values of 50 Ω, hence in order to match the coil to the bridge and determine the best operating frequency for the coil, the coil inductive reactance was matched to the value 50 Ω.

\[ 2 \pi f L_{CO} = 50 \]

Once \( L_{CO} \) is known, the value of \( f \) can be easily determined. The inductive reactance is matched to 50 Ω since the coil resistance can be considered to have a negligible value in comparison.

These last two points indicate that by carefully choosing the frequency at which the coil is to operate, it is possible to help maximise the coil signal-to-noise ratio. This is important if good, reliable experimental results are to be obtained.

6.2.2 Comparison with Vertical Axis Coils

The comparison between vertical axis coils and horizontal axis coils has considered the two parameters of most interest when considering eddy current coils, the effect of lift-off and the effect of a defect.

Initially some simple experiments were performed to directly compare the performance of a coil when it was used in a horizontal and a vertical orientation. Coil 6, the 72 turn ferrite-cored coil, was
used for this investigation. Two specimens were considered, a mild steel block with a 10 mm deep rectangular slot in it (10 kHz) and a stainless steel block with six slots of different depths in it (10 kHz and 100 kHz). A slot of depth 6 mm was considered when performing the experiments using the stainless steel block.

The general observations made were that the horizontal coil was less sensitive to lift-off and either more sensitive to defects or of comparable sensitivity to defects when compared to the vertical coil. These results are illustrated in Table 6.2. The characteristics agree with the ideas of Riaziat and Auld (1984) which were based on the consideration of the coil as a magnetic dipole.

The results obtained using the stainless steel specimen were subject to extraneous signals from edges, since the specimen used was relatively small compared to the coil dimensions. This would have been especially true for the horizontal coil, which has a more spread out field. The effect of the extra length of ferrite was to increase further the field concentration in the material and thus increase the signal-to-noise ratio of the coil response. The trends exhibited by the two different coil orientations were not affected by the extra length of ferrite.

The sensitivity of the two different coil orientations to lift-off has been investigated extensively. The experimental results obtained have been compared with those results obtained from the available theoretical models. The results comparing theory with experiment are considered in Chapter 8. They consider the use of the following coil above a 316 stainless steel block.
Coil 7: 144 turns
Coil Length = 36 mm
Core Diameter = 10 mm
Wire Diameter = 0.25 mm
Lift-off = variable

Figures 6.17a and 6.17b illustrate the variation in ΔR and ΔL with lift-off. The plots quite clearly show the increased sensitivity of the vertical coil to lift-off as compared to the horizontal coil. The coil used for these results was the 140 turn air-cored coil detailed earlier and the frequency used was 100 kHz. A block of 316 stainless steel was the material used for the investigation. The trends exhibited by both coil orientations are essentially identical apart from the increased vertical coil ΔR and ΔL values at low lift-off values.

Using the Hocking AV100L some additional experiments were performed in order to compare the horizontal and vertical coil orientations. Two sets of experiments were performed using two different coils. The first results were obtained using coil 4, the 175 turn air-cored coil. The coil was used in both orientations, the lift-off in each case being approximately zero.

Figure 6.18a illustrates the traces produced when the coil was brought close to a mild steel plate then moved across a 10 mm deep slot in the centre of the plate. A frequency of 100 kHz was used. From the traces produced the following results can be extracted.
Vertical Coil

|lift-off| = 2.55 units
|defect| = 1.25 units

Horizontal Coil

|lift-off| = 2.40 units
|defect| = 1.40 units

These results confirmed all of the observations previously made about the relative merits of the two orientations, ie, vertical coils are more sensitive to lift-off but less sensitive to defects. It must be remembered that these statements can only be made when the same coil is being considered in both orientations.

Using the same coil a series of slots in a narrow mild steel plate were scanned using both coil orientations at 100 kHz (Figure 6.18b). In this case the vertical coil signals due to the defects were greater than those for the horizontal coil. This was explained by the fact that since the plate was narrow and the coil of almost comparable length to the plate width, a significant amount of the field associated with the horizontal coil was in effect lost and did not contribute to the defect signal. This was essentially the edge effect. This effect started to indicate an important point that was emphasised by the results obtained using the second coil connected to the AV100L.
The second coil used for the final set of experiments comparing the two different coil orientations directly was made by Mr C Batten at Rolls Royce PLC in Bristol, UK. The probe was much smaller than any of those previously described. It was ferrite cored and fixed to a plastic rod which enabled the probe to be used in a pencil probe manner.

Coil B: 3 layers of 20 turns = 60 turns total

- Ferrite Core Diameter = 1 mm
- Coil Length = 2 mm
- Wire Diameter = 0.1 mm
- Lift-off ~ 0.0 mm

Figure 6.19 is the trace obtained when the pencil probe was brought close to a stainless steel block and then moved across a 3 mm deep slot. Both orientations are compared in the same figure as before. The vertical orientation traces are greater both for the lift-off signal and the defect signal. Why is this?

The explanation of these observed characteristics is essentially that there are additional effects coming into consideration. In all of the comparison experiments performed so far, apart from the one currently being considered, the coils used have been large compared to any defect widths and small compared to any defect lengths or the size of the material blocks/plates used. In effect this meant that, until now, both coil orientations ‘saw’ the same situation (ie, the same material/defect combination). In Figure 6.18b it was apparent that the horizontal coil was large compared to the material width. This resulted in an edge effect being included in the results (ie, the defect signals were reduced). In Figure 6.19 it is the defect width
that becomes important. The total coil diameter is 1.6 mm and the slot width is 1 mm. Since the vertical coil field will in general be less spread out, when the vertical coil is directly above the slot, there is less interaction between the eddy currents and the material due to the wide slot. This produces a trace which indicates that the vertical coil appears to 'see' a greater change in the material underneath it than the horizontal coil as the slot is traversed.

The main point is that if secondary effects come into consideration, the vertical axis coil may well prove to be more sensitive to defects than the horizontal axis coil. This contradicts the earlier observations but is a point that must be remembered when comparing two coil orientations experimentally.

6.3 Stainless Steel Weld Inspection

Two stainless steel weld specimens were used in this experimental investigation. Specimen 1, illustrated in Figure 6.20a, was a single V preparation butt weld. At the weld centre-line two rectangular slots had been cut, one 5 mm deep and one 10 mm deep. The base material was known to be 316 stainless steel. Specimen 2, illustrated in Figure 6.20b, was a more complicated weld specimen. The weld was between two stainless steel plates of different thicknesses. The defects present in this specimen were smaller and thus more realistic. Four slits had been cut in the central region of the weld, two along the weld and two across the weld. In addition two defects had been produced at the fusion line by adding inconel impurities to the weld when the weld was laid down. All of the defects were surface breaking. Two calibration slits were cut in the base material of the second weld specimen.
6.3.1 Vertical Coils

The vertical coils used were both standard pencil probes supplied by Hocking NDT Ltd. The first was a ferrite-cored absolute pencil probe for use in the frequency range 0.5 - 5 MHz. The second probe was a smaller 6 MHz shielded, ferrite-cored pencil probe. By using a shield of ferrite in the probe construction, the eddy current field produced by the coil is concentrated quite considerably in the region underneath the coil when the probe is brought close to a material. The shield emphasises the effect of the ferrite core.

Initially the two probes were passed over the two slots in specimen 1. Figure 6.21 illustrate the traces produced using the ferrite-cored absolute pencil probe at a frequency of 600 kHz. The lift-off, weld and defect signals are all clearly visible. The traces show that the slots were machined essentially at the weld centre-line. It is apparent which of the two slots is deeper, but the difference between the defect signals is small enough to indicate that the probe is at the limits of relative depth determination. The only difference between the traces in Figure 6.21 and those obtained using the shielded probe are that the shielded probe defect signals are generally of a larger magnitude. This would be expected given that the field associated with the shielded probe should be more concentrated in the material. Using the shielded probe the difference between the traces from the 5 mm and 10 mm deep slots was minimal. Since the frequency used was 6 MHz for the shielded probe and the probe was of a small diameter, this very small difference between the two defect traces was understandable.
When the second specimen was considered the differences between the traces obtained using the two probes were more marked. The first defect investigated was the 5.5 mm long slit cut in the weld material. Figure 6.22 shows the trace obtained as the shielded probe was moved over the slit at 6 MHz. The defect signal is very clear and is positioned at the end of the weld trace (i.e., the defect is approximately positioned on the weld centre-line). The signal from the 3.5 mm long slit was identical to that for the 5.5 mm long slit. This indicated that the field induced in the material was very concentrated, since neither the different length or depth of the 3.5 mm long slit registered on the defect signal. The trace in Figure 6.22 also indicates the different lift-off loci obtained for the base material on either side of the weld run. This was due to the fact that although the base material on either side of the weld was stainless steel, the two pieces of stainless steel had slightly different electromagnetic properties.

When the absolute pencil probe was used to investigate the two slits, no defect signals were produced. The field produced by the coil in this case was not sufficiently concentrated for the eddy currents distorted by the slit to register a signal on the impedance plane.

Both probes were capable of detecting the 5.5 mm long calibration slit in the stainless steel base material. Again the signal produced by the shielded probe at 6 MHz (Figure 6.23a) was of a greater magnitude than that due to the absolute pencil probe at 3 MHz (Figure 6.23b). The fact that the absolute pencil probe was capable of
detecting the slit in the base material but not the slit in the weld metal indicated the masking effect of the electromagnetic properties of the weld, ie, the ferromagnetic nature of the weld and the varying electromagnetic properties across the weld.

The weld impurity defects were detected using both probes. Figure 6.24 illustrates the impedance plane diagrams produced when each probe traversed weld impurity defect number 1 (Figure 6.20b). The signal from the shielded probe was again greater (Figure 6.24a). A major point was demonstrated by both traces that could lead to problems with defect detection in this inspection situation. Although the defect was of a sufficient size to produce a significant defect signal on the impedance plane, the position of the defect on the fusion line was such as to make the defect signal almost overlay the material lift-off signal. This is shown quite clearly in Figure 6.24. The angular position of the defect signal on the impedance plane is essentially identical to that for the lift-off signal. This indicated that there could be potential problems when trying to detect small defects at the fusion line of austenitic welds using vertical axis coils.

Weld impurity defect number 2 was also traversed by both vertical axis coils, the results produced being as shown in Figure 6.25. In this case, since the defect was on the weld, a small distance (approximately 1-2 mm) away from the fusion line, the large defect signals produced using both coils did not become mixed up with the material lift-off signals.
In all of the traces included in this section of results, the frequencies and instrument settings used were chosen such as to produce clear, understandable diagrams. In some cases different frequencies and settings may have enhanced the signals produced and thus made the diagrams a little clearer. This indicates that although the diagrams produced illustrated the necessary points that needed to be made, in no case were the probes or instrument settings intentionally optimised, only careful scientific choices were made.

6.3.2 Horizontal Coils

Both qualitative and quantitative results were obtained when considering the use of horizontal axis coils. The first set of results concern the use of a 175 turn air-cored coil (coil 4) to investigate the two slots in weld specimen 1.

The traces in Figure 6.26 compare the signal from the weld and the signals from the two slots. Both slots are easily detected and the fact that the two slots are of different depths is also clear. A frequency of 100 kHz was used (hence a large skin depth) which, in addition to the fact that the horizontal coil has a fairly spread out field, made the difference between the 5 mm deep slot trace and the 10 mm deep slot trace understandable. As far as the defects in the second weld specimen were concerned, none of them could be detected using this air-cored probe.

An additional experiment was performed using the first weld specimen in order to investigate the effect of coil orientation. The coil was moved across the 10 mm deep slot at 100 kHz ac excitation such that the coil axis was perpendicular to the slot length. The trace
obtained is illustrated in Figure 6.27a. Initially it was expected that no signal due to the defect would be produced since the coil orientation was such as to induce most of the eddy currents parallel to the coil length, thus minimising any eddy current distortion. Having performed the experiment it was found that clear signals due to the defect were produced. The reason for these became clear when Figure 6.12 was considered. As explained in Section 6.2.1, as the end of the coil approaches the defect some of the eddy currents are perpendicular to the defect length. These lead to eddy current distortion sufficient to produce a signal on the impedance plane. The same situation occurs once the coil has crossed the slot and is moved away the other side of the slot, hence the second signal. Since the electromagnetic properties vary across the weld, it was encouraging to see that the same characteristic signals were being produced as on the base material when the horizontal coil was being moved across slots in the weld material. Figure 6.27b indicates the relative defect signal magnitudes as the coil is rotated from a position where the eddy currents are perpendicular to the slot to a position where the eddy currents are essentially parallel to the slot. A frequency of 50 kHz was used. It can be seen from the trace that the maximum amount of signal change occurs in the first 30° to 40° of rotation. This confirms the numerical results presented in Section 6.2.1.

The first set of experiments performed using a horizontal axis coil to scan a stainless steel weld specimen demonstrated the feasibility of the technique for detecting defects in austenitic welds. The conclusion drawn from the work was that if the defects in the second
weld specimen were to be detected, a smaller probe coil producing a much more concentrated field would be needed. This led to the design and use of coil 8, a small ferrite-cored coil with three layers rather than one layer of turns.

As before, the qualitative results were obtained using the Hocking AV100L eddy current instrument. A scan over the 5 mm deep slot in the first weld specimen using a frequency of 500 kHz is illustrated in Figure 6.28. The slot in the weld material is clearly visible. By comparing the trace in Figure 6.28 with the corresponding trace in Figure 6.26 which was obtained using the simple air-cored coil, the increased sensitivity to a defect of the three layered ferrite-cored coil is very apparent. Using Coil 8, the traces from both slots in the first weld specimen were identical.

When the second weld specimen was considered, all of the defects were easily detectable. The traces obtained from the two weld impurity defects are shown in Figure 6.29. A frequency of 500 kHz was used. The small 'hook' at the end of the trace for one of the weld defects was due to the fact that the small probe got caught on the edge of the defect as the probe was scanned over the material surface. It was felt that the traces obtained from the weld impurity defects at or near the weld fusion line using the horizontal coil demonstrated a slightly better phase separation from the lift-off trace than the traces obtained using the shielded vertical axis coil. This indicated that perhaps fusion line defect detection would not be such a problem.
Figure 6.30 illustrates the traces due to the two slits machined in the stainless steel weld material along the line of the weld. The traces indicate some difference in size between the two defects. Since the probe was of a comparable size to the two defect lengths, the difference in the magnitudes of the two traces may well have been due to differences in slit length as well as slit depth. As before a frequency of 500 kHz was used.

Quantitative results were obtained for the inspection of weld specimen 2 by connecting coil 8 to the Wayne Kerr 6425 impedance analyser. A frequency of 300 kHz was used when performing the experiments. All of the results are presented as plots of R and L against coil position. In each case the lift-off was taken to be zero. The weld scan with no defects present is illustrated in Figure 6.31. The peaks in both R and L as the probe scans the weld indicate the variation in the weld material electromagnetic properties across the weld. Figures 6.32, 6.33 and 6.34 illustrate the resistance and inductance characteristics as the probe scans the two weld impurity defects (Figures 6.32 and 6.33) and the two slits (Figure 6.34). All of the characteristics are essentially identical. As the defects are crossed, the R value decreases and the L value increases. By referring to Figure 6.15 presented earlier, it is clear that these characteristics are typical for the presence of a defect in a ferromagnetic material.

One question raised by the results of the stainless steel weld inspection work was whether defects at the weld fusion line could be easily detected using the eddy current technique. In order to investigate this important question, four new slits were spark eroded in the first stainless steel weld specimen. All of the slits made
were identical, ie, surface length \(= 6 \text{ mm}\), width \(= 0.5 \text{ mm}\) and depth at the centre \(= 0.6 \text{ mm}\). The slits were essentially a semi-elliptical shape (ie, as for a fatigue crack). One slit was positioned in the base material (316 stainless steel) away from the weld material, one was positioned as near as could be determined on the fusion line and the other two slits were made 2 mm either side of the fusion line, ie, one in the weld material and one in the base material.

All of the slits were traversed by probe 8 which was connected to the Hocking AV100L eddy current instrument. Despite the encouraging results produced when traversing the weld impurity defects near the fusion line in the second weld specimen, all of the results from both vertical and horizontal probes indicated that the detection of defects, especially small slits, at the weld fusion line could be difficult due to the phase of the defect signals. Figure 6.35a indicates the signal obtained from the slit in the base material. By increasing the x-axis (horizontal) amplification, better separation of the defect and lift-off signals could be obtained. The trace shows that the slit is clearly detectable.

In Figure 6.35b the left hand trace represents that produced as the probe traverses the fusion line and the right hand trace represents the signal produced as the probe traverses the fusion line where there is a slit on the fusion line. The distortion of the right hand trace due to the presence of the slit is very clear, thus indicating that potentially there should be no problem with detecting defects at the fusion line. The traces obtained from the two slits near the fusion line also indicate that the detection of defects on or near an austenitic weld fusion line is possible (Figure 6.35c). Both defects produced a distortion of the generally straight line weld trace.
The results presented in this section have demonstrated using both qualitative and quantitative techniques the feasibility of defect detection in austenitic weld material using horizontal axis coils. The results have also demonstrated that by a simple piece of probe development, enhanced defect signals can be obtained which compare well with signals obtained from a commercial shielded, vertical axis coil probe.
7. TECHNIQUE CAPABILITY/COIL OPTIMISATION

7.1 Technique Capability Considerations

To completely answer the question of the feasibility of the eddy current technique for inspecting LMFBR primary vessels, some consideration must be made about the capability of the technique. This would involve a study of the sensitivity and the reliability of the inspection method.

NDT capability is currently an area of great interest (Bond (1988)). One important point to note though is that the technique capability is dependent on the inspection situation being considered, i.e., the equipment used, the part geometry, the defect population, the inspection conditions, etc. Hence any analysis, however simple, will be unique to the particular inspection problem being considered.

The sensitivity of the technique can be considered using two complementary approaches. Firstly the idea of a system detection limit can be used, i.e., the smallest size of defect that the system can detect. This is very much an experimentally determined parameter, although with the aid of a suitable mathematical model and sufficient information about the system noise level, a prediction could be made for the detection limit.

The second approach considers an idea put forward by Thompson from the Ames Laboratory at Iowa State University, USA (Bond and Saffari (1984), Thompson (1981)). In order to quantify a system's performance, the concept of a measurement window has been considered. The measurement window is determined from a plot of system
sensitivity to change, or signal to noise ratio, against a controlled test parameter. Consider the example of the sensitivity to change in thickness of 316 stainless steel when it is above liquid sodium at 200°C. A sensible controlled parameter would be \( t/\delta \), where \( t \) is the thickness of stainless steel. The use of a horizontal axis eddy current coil was considered.

Referring to Figure 7.1, for a fixed \( t/\delta \) consider a \( \Delta t \) of +0.25 mm. If we have \( \Delta R_1 \) at \( t \) and \( \Delta R_2 \) at \( (t + \Delta t) \), the \( \Delta R' \) (delta signal) value can be given by

\[
\Delta R' = \Delta R_2 - \Delta R_1
\] 7.1

\( \Delta R' = \) sensitivity to change in thickness (resistive component)

By plotting \( \Delta R' \) v \( t/\delta \) and assuming some realistic noise level, the measurement window can be determined (Figure 7.2).

The data presented in Figure 7.2 was generated using the approximate model. The frequency was 10 kHz and the coil was the 140 turn air-cored coil. The noise levels were chosen after considering the experimental data obtained for the case of the 140 turn coil at 10 kHz above 316 stainless steel at room temperature. The experimental \( \Delta R \) results were \( \pm10\% \). Hence it was assumed that the maximum noise level would be given by 20% of \( \Delta R'_{\text{max}} \). This results from the assumption that
overall noise level = variation in $\Delta R_1 + \text{variation in } \Delta R_2$

$= (\pm 10\%) + (\pm 10\%)$

$= \pm 20\%$ 7.2

$20\% \text{ of } \Delta R'_{\text{max}} = \frac{20}{100} \times 1.3 \text{ m}\Omega = 0.26 \text{ m}\Omega$

The minimum noise level would be that due to the thermal (Johnson) noise.

$$E_{\text{rms}} = \sqrt{4kTR\Delta f}$$ 7.3

$E_{\text{rms}}$ = rms voltage noise

$k$ = Boltzmann constant $= 1.38 \times 10^{-23} \text{ J/K}$

$T$ = temperature in K $= 473K$

$R$ = component (coil) resistance $= 2\Omega$

$\Delta f$ = bandwidth $= 1 \text{ MHz}$ maximum

$.\therefore E_{\text{rms}} = 2.3 \times 10^{-7} \text{ V}$

$I_{\text{rms}}$ through the coil $= 100 \text{ mA}$. Thus by Ohms law

$$V = IR$$ 7.4

the resistance noise $= R = \frac{V}{I} = 2.3 \mu\Omega$

Both of these noise levels are drawn on the plot (Figure 7.2). Hence the maximum and minimum measurement windows for this test case can be determined. These are indicated in Figure 7.2.
The $\Delta R'$ characteristic for this inspection case has also been considered using data generated by the extended Burke exact theory, i.e., the Burke theory which has been extended to consider layered media (Section 4.4). Figure 7.3 illustrates the $\Delta R' v t/\delta$ characteristic. The measurement windows predicted using the Burke theory agree with those from the approximate theory with a few exceptions. The $\Delta R v t$ characteristic determined using the Burke theory has a slightly different shape to that plotted using the approximate theory data. At low $t/\delta$, the Burke theory plot indicates a negative $\Delta R'$ value, becoming more positive with increasing $t/\delta$. This follows from the decrease in $\Delta R$ with increasing $t$ for small $t$ values. This characteristic of the system, which is dependent on the electromagnetic properties of the materials making up the system, only become apparent when considering the exact analytical analysis of the electromagnetic fields. The effect of this system behaviour is to create gaps in the range of $t/\delta$, effectively centred on the $t/\delta$ value where $\Delta R'$ becomes zero. This is clearly illustrated in Figure 7.3. The effect is quite understandably, more significant for the case of the minimum measurement window. Also due to the shape of the $\Delta R v t$ characteristic determined by the Burke model, the predicted measurement windows in Figure 7.3 extend to $t/\delta = 0$. Apart from the shape of the $\Delta R v t$ characteristic, the magnitude of the $\Delta R$ values predicted by the Burke theory were smaller than those predicted by the approximate model. This led to reduced $\Delta R'$ values. Despite this fact, the Burke theory predicted measurement windows still compared well with those from the approximate model.
The same system was considered at a higher inspection frequency, 100 kHz, using the Burke model. For this case both the $\Delta R$ and $\Delta L$ components were considered. As for $\Delta R'$, $\Delta L'$ is defined as

$$\Delta L' = \Delta L_2 - \Delta L_1$$

$\Delta L' = \text{sensitivity to change in thickness (inductive component)}$

At 100 kHz the experimental $\Delta R$ and $\Delta L$ values were ±0%, ie, experimental noise level = 0 mΩ. For the thermal noise, the resistance noise was as calculated before (ie, 2.3 μΩ) and the inductance noise was calculated to be of the order $10^{-12}$ H. Both of these thermal noise values became negligible when considering the values of $\Delta R'$ and $\Delta L'$ predicted for this higher frequency. The plots of $\Delta R'$ vs $t/\delta$ and $\Delta L'$ vs $t/\delta$ are given in Figures 7.4a and 7.4b respectively.

The $\Delta R'$ plot at 100 kHz is essentially the same shape as that at 10 kHz, thus indicating a similarly shaped $\Delta R$ vs $t$ characteristic. At 100 kHz though, two very important observations can be made. Firstly the $\Delta R'$ values at 100 kHz are of a greater magnitude (ie, the peak value at 10 kHz = 0.6 mΩ, whereas at 100 kHz the peak value = 13.5 mΩ). This factor leads logically to the second observation, which is that the measurement window at 100 kHz is greater than that at 10 kHz. Since the $\Delta R'$ values are greater in magnitude and the noise levels are almost negligible, the increased measurement window would be expected. The $\Delta L'$ characteristic (Figure 7.4b) also indicates a measurement window similar in size to that predicted by the $\Delta R'$ plot. These characteristics, when compared, illustrate the need for a consideration of both of the components of the coil.
impedance change. Since there would in reality be some thermal noise present, when the $\Delta R'$ plot crosses the $\Delta R' = 0$ line there will be a small gap in the measurement window as predicted by the $\Delta R'$ data. If at this point the $\Delta L'$ plot is inspected, it can be seen that when $\Delta R'$ is close to zero, the $\Delta L'$ value is changing most rapidly. Hence the overall measurement window (considering both $\Delta R'$ and $\Delta L'$) will have no gaps in it. The same is true in reverse when $\Delta L'$ is close to zero.

Overall, by considering this simple but relevant test case, the benefits of the measurement window analysis have been clearly demonstrated. The approach has indicated the range of $t/\delta$ at which the coil is most sensitive to changes in $t$. This highlights the potential for a suitable inspection procedure to be chosen for a particular inspection problem by performing a comprehensive measurement window analysis. Although the noise levels were only approximated in these test cases, the concept of minimum and maximum measurement windows is clear (ie, worst and best cases). If the experimental noise can be reduced, the size of the measurement window may well be increased. The complimentary nature of the $\Delta R$ and $\Delta L$ results has also become clear. This is another factor which can help ensure a larger measurement window. In the test cases the factor being investigated was the sensitivity to $\Delta t$. Could this give a first idea as to the sensitivity of the system to a defect? This, quite obviously, would be the next stage in the analysis, ie, the consideration of defects.

The results presented in this section have indicated some first approximations to the consideration of the technique capability. All of the results presented are unique to the cases considered. If a different coil, frequency or temperature were needed, the simple
analysis would have to be repeated. The measurement window approach is one method of gaining information about the capability of a particular NDT technique when applied to a certain inspection situation. Ultimately the consideration of system capability points to the need for a thorough coil optimisation procedure to be performed before any final inspection system is decided upon. The use of computer models can be of great value in this process, negating the need for expensive and time-consuming experimental work. The approximate model and the Burke theory programs, having been verified by experiment, have been used for some preliminary horizontal axis coil optimisation studies. These studies are considered in Section 7.2.

The work outlined in this chapter is not sufficient to draw any major general conclusions but the capability of the eddy current technique using horizontal axis coils for inspecting LMFBR pressure vessels at 200°C. The forms of analysis introduced, along with the examples given, are intended to provide some first ideas about the capability of the eddy current technique when considering horizontal axis coils near a stainless steel/liquid sodium system at 200°C. Apart from some of the coil optimisation work, defects were not considered at any point in the analysis. This was essentially due to the fact that the presence of defects could not be studied using either of the computer models available. If defects could be considered in the system, the next step after the measurement window analysis would be to start to consider some form of POD (probability of detection) analysis for the technique and the system of interest.
In the past, the majority of probability of detection (POD) analyses for determining NDT technique reliability have been based on experimental data (Clark, Dover and Bond (1987)). Although this is an effective way of performing these analyses, it can be both expensive and time-consuming, and restrict the amount of data that can be obtained and used in the statistical analysis. With the increasing use of mathematical models for obtaining results from proposed inspections, the possibility of using these models to generate data for a POD analysis is available (Burkhardt and Beissner (1985)). Obviously the model to be used must be verified experimentally before it can be used with any confidence, but once this has been done, the model can help to build up a large data base of flaw, $\Delta t$ or lift-off response data. This data can then be used as required to determine single POD values, as when given a detection threshold which the signals must exceed, or to obtain complete POD curves for a range of defect sizes, $\Delta t$ values, lift-off values etc. Parameters can then be changed in order to achieve acceptable POD values for given inspection problems. The quantifying of the system noise can be a problem with these analyses, since it is difficult to determine. It should also be emphasised that the system mathematical models required to generate the data to be used in the statistical analysis are far from trivial and are a major focus for some of the current NDT research and development work (Beissner (1986)).
7.2 Preliminary Coil Optimisation Study

In order to ensure that an inspection is going to detect any defects of interest in a material, the technique used must be carefully chosen. When considering eddy current inspection, one particular factor that needs investigation is the optimisation of the eddy current coil used.

Firstly it is important that the various parameters of interest are identified. For coil optimisation the following parameters are important:

- surface $H$
- the extent of the field
- wire diameter
- coil diameter
- coil length/number of turns
- frequency/$\delta$
- current through coil
- number of layers of turns
- the defect it is required to detect

By considering a variation in each of the parameters above, it would be possible to build up a picture of how the coil response varies for different coils. The approximate model and the theory of Burke have been used to generate coil response data for various horizontal coils when they are brought close to a conducting half space. All of the results consider a 316 stainless steel half space.
The response to variations in frequency, coil length and coil diameter were the first cases considered. Much of the work performed using the approximate model and the theory of Burke has investigated the changes in $\Delta R$ and $\Delta L$, for a particular coil when it is brought close to a material half space, with changes in frequency. The general trends are an increase in $\Delta R$ and a more negative $\Delta L$ with increased frequency. These results will be discussed further in Chapter 8.

Once aware of the effect of changes in frequency, the next variation considered was that of changes in the coil length. This work was performed in two parts. Initially results were generated using the Burke exact theory model and the approximate theory model for coils of the same diameter, but with various different lengths. For each coil the same diameter wire was used (0.193 mm diameter), the coil lift-off was the same (0.143 mm), an identical current passed through the coil wire (0.1414 A) and the same instrument was considered to be used (ie, if the results had been generated experimentally). The data was obtained at three different frequencies, 1 kHz, 10 kHz and 100 kHz. All of the coils considered the wire turns to form a single layer on a non-conducting coil former. Data was generated using the approximate model in order to establish some bounds on the model and to determine where it could be used with a reasonable amount of confidence. This was achieved by comparing the approximate model data with that obtained from the exact Burke theory.

A comparison between the results obtained using the approximate model and the Burke theory model for $\Delta R$ is presented in Figure 7.5. A separate plot is given for each of the three frequencies used. Each
Having made this suggestion it is clear from the Burke data that for long coils the trend is not physically correct. After the problems experienced with the programming of the Burke theory, the reasons for the discrepancy in the Burke results may well be due to problems occurring with the numerical integration or they may be an inherent feature of the Burke formulation. Both of these suggestions would need further investigation for a more positive explanation to be offered.
of the plots clearly shows that for 'long' coils the approximate model greatly overestimates the value of ΔR, although it must be stated that the 'long' coils considered are really unrealistic for use in practice, i.e. 200 mm - 300 mm long coils. The data also illustrates that there appears to be better agreement between the Burke model and the approximate model, for realistic coils, at the highest frequency considered. The results generated by the Burke model show a more erratic characteristic when varying coil length. At small coil lengths, both models predict a steady increase in ΔR with increasing coil length. For coil lengths greater than 80 mm or so, the Burke model results no longer increase steadily with coil length but start to increase and decrease slightly in what appears to be a random manner. The precise reason for this is not clear, although it is suggested that for 'long' coils some combinations of coil length, coil diameter and frequency of ac excitation produce eddy current distributions which, in stainless steel, lead to greater ΔR values than for other combinations.

By considering the results for coils of practical lengths (i.e., <100 mm), it should be possible to put some realistic bounds on the range of coil length values for which the approximate model can be considered to hold. From an inspection of the results produced it is suggested that, except for the lowest frequency case considered, the approximate model can be considered to be valid for a range of coil lengths from 0 mm to 80 mm. This range includes all coils which can be considered of real practical use. Over this range the general trend is for an increase in ΔR with increasing length. This would be expected, since a longer coil with more turns, and thus producing more eddy currents, will produce a more widespread eddy current distribution and more of the material will be 'seen' by the eddy
current coil. This will increase the lift-off signal but not the sensitivity to a defect of comparable or smaller length than that of the coil. The reason for this is that with increased coil length, the increased eddy currents in the material will be no more concentrated than for a shorter coil, even though there are more of them. It is clear that more turns will lead to a greater $\Delta R$ for lift-off, but a similar effect could be achieved by having several layers of turns and keeping the coil length relatively small. This would lead to an increased sensitivity to small defects as well, since the increased eddy currents would be less widespread and more concentrated in the material under the coil and close to the coil, (i.e., more concentrated near the defect). Hence this highlights the fact that both the eddy current distribution in the material and the magnitude of the eddy current density in the material are important when considering the performance of an eddy current coil.

The $\Delta L$ characteristic for 10 kHz (Figure 7.6) illustrates a more negative $\Delta L$ with increased coil length. As for $\Delta R$, the $\Delta L$ values from the Burke theory are more erratic for 'long' coils than those predicted using the approximate model. The data confirms the range of coil length values for which the approximate model can be considered to provide a reasonable first approximation to the coil $\Delta R$ and $\Delta L$ values when considering a coil near a conducting half space.

When considering the limits that need to be placed on the approximate model for when it can be used with confidence, not only is the comparison between the Burke and approximate theories important, but
also the region over which the Brick and Snyder expression is valid needs consideration (Section 3.2) The Brick and Snyder expression used to aid the determination of the surface \( H \) value was only valid for

\[
\begin{align*}
  r & > > a \\
  l & > > a
\end{align*}
\]

\( r \) = distance from coil axis to point of interest \( (r_\infty) \). The Brick and Snyder expression was used to determine \( r_\infty \), the extent of the field.

\( a \) = radius of coil

\( l \) = coil length

Based on these conditions, more precise limits on the approximate model were considered. These new limits were chosen intuitively and they are

\[
\begin{align*}
  \text{coil length} & \geq 2a \\
  r_\infty & \geq 4a
\end{align*}
\]

Figures 7.7a and 7.7b illustrate the \( \Delta R \) v coil length and \( \Delta L \) v coil length characteristics respectively for coils over a much smaller range of coil lengths (0 to 0.05 mm long). This was the second approach to the consideration of signal variation with increasing coil length. In both plots results generated using the Burke exact theory are compared with experimental results at a frequency of 100 kHz. The experiments were performed using the same Wayne Kerr 6425 precision component analyser described in Chapter 6. The agreement between theory and experiment is excellent. The
characteristics demonstrated confirm those previously predicted using only data obtained from mathematical models. The coils considered were realistic coils, the dimensions of which were such that the approximate model could also have been used to describe them.

Having considered the effect of variations in coil length, the next parameter investigated was coil diameter. The same two part approach to the problem was considered as for the coil length. Two different coil lengths were considered, a 140 turn coil of length 39 mm and a 200 turn coil of length 55.7 mm. The $\Delta R \propto$ coil diameter characteristics are illustrated in Figures 7.8a and 7.8b for the 140 turn coil and 200 turn coil respectively. The general trend is an increase in $\Delta R$ with increasing coil diameter. The $\Delta L \propto$ coil diameter characteristic is given in Figure 7.8c for the 140 turn coil only. As for $\Delta R$, the signal magnitude increases with increasing coil diameter. All of the results were generated at 10 kHz.

When the coil diameter variation was considered, the initial results from the approximate model indicated a reduction in $\Delta R$ with increased diameter. This was considered to be incorrect, a conclusion that was confirmed by the values obtained using the theory of Burke. The approximate model assumes that the $H$ field decay occurs from the coil central axis. Given the good agreement between the model and experimental values for the 10 mm diameter coil case, this assumption was considered to be reasonable. For coils with a diameter smaller than 10 mm it was felt that this condition could still be considered to hold, but poor results were anticipated since the approximate model, which is based on the idea of a uniform field under the coil, would not be valid. The uniform field idea does not hold for small diameter coils, regardless of the coil length.
In reality the $H$ field decay occurs from the coil edge, not the coil axis. Bearing this fact in mind, it would seem clear that for coils with a diameter greater than 10 mm, the axis from which decay occurs could not be considered to coincide with the central axis of the coil. Using the 10 mm diameter coil as a verified case, it was assumed that for coils with a diameter greater than 10 mm, the $H$ field decay started from a point 5 mm inside the coil from the coil edge. This idea is illustrated in Figure 7.9. Although 5 mm from the edge was basically an intuitive choice, it would seem to make physical sense and it has been used as a first approximation. This imposed the limit on the approximate model that only coils with diameters greater than or equal to 10 mm could be considered.

Having considered this correction when generating the approximate theoretical results, the comparison between the Burke model results and the approximate model results is only reasonable for a small range of coil diameter values (Figure 7.8). For the 140 turn coil the values only show reasonable agreement for $10 \text{ mm} \leq \text{coil diameter} \leq 15 \text{ mm}$. A similar, although perhaps slightly larger range would be envisaged for the 200 turn coil. Hence, from these results, the approximate model can be considered to be valid for the following ranges of coil dimensions,

- Coil length from 0 mm to 80 mm
- Coil diameter from 10 mm to 15 mm

These limits are based on the result presented in this section only and they were chosen intuitively.
Results considering variations in coil diameter were also presented in Figures 7.7a and 7.7b. Again good agreement was demonstrated between theory and experiment and the trends previously described from the theoretical work were confirmed. These results lead to the conclusions that when considering a practical air-cored horizontal axis eddy current coil close to a stainless steel half space, the coil signals ($\Delta R$ and $\Delta L$) will increase with

- increasing coil length/turns (using a fixed coil diameter and coil wire diameter)
- increasing coil diameter (using a fixed coil length and coil wire diameter).
- increasing excitation frequency (reduced $\delta$).

All of the coils used for the experimental work were wound using wire of diameter 0.193 mm. In order to investigate the effect of different coil wire diameter, two additional coils were wound using wire of diameter 0.122 mm. The coils were 10 mm in diameter and comprised of 100 turns and 200 turns respectively. The $\Delta R$ and $\Delta L$ values for these two coils at 10 kHz are plotted in Figures 7.7a and 7.7b. It can be clearly seen that if the number of coil turns and the coil diameter are fixed, by reducing the coil wire diameter the $\Delta R$ and $\Delta L$ signals increase.

These results have illustrated some of the ways in which air-cored horizontal axis eddy current coils can be optimised in order to try and maximise the coil signals produced when considering a particular inspection situation. The data presented only considers the simple case of a coil near a conducting half space, but it is suggested that
many of the points raised will hold for situations where real defects are present. The final results to be presented consider real defects. All of the data was obtained experimentally using air-cored horizontal axis eddy current coils. The coils were the same ones as considered in Figure 7.7. The defect was a 10 mm deep slot in a mild steel plate and the frequency used was 100 kHz. Coil impedance readings were taken in air, above the base material and above the slot. The $\Delta R$ and $\Delta L$ results are presented in Figures 7.10a and 7.10b respectively for the case of the coil moving from a position above the base material to a position above the slot.

Both components of $\Delta Z$ show that increasing the coil length generally has very little effect on the signal due to the slot. There are some small variations in the $\Delta R$ and $\Delta L$ values with increasing coil length, but none are sufficient to really indicate a strong trend. The only possible characteristic that can be seen is that the values do seem to peak for the 144 turn coil (36 mm long), although it must be stated that the peak value is not much different to the values for the other coils considered. The effect of variations in coil diameter is much more significant. The signals are greatly increased for larger coil diameters. This leads to the suggestion that by using a large coil diameter, the coil sensitivity to the essentially 2D slot is increased. To increase the sensitivity further the coil diameter could be made large by considering several layers of turns on a relatively small diameter perspex (non-conducting) core. The increased turns in layers would increase the eddy current density in the material without increasing the coil length. Reducing the coil wire diameter also has the effect of increasing the signal due to the slot. This is illustrated in Figure 7.10.
From these results it can be suggested that a coil of diameter 20 mm made up of several layers of turns, and of length approximately 35 mm with a wire diameter of 0.122 mm would be a sensible air-cored horizontal axis coil to use in order to 'maximise' the signal obtained from a 10 mm deep slot in a mild steel plate. A test frequency of 100 kHz would be suitable. These predictions, although only approximate, are based on the information obtained from the experimental work performed and they will go some way to increasing the signal from the slot.

The results for the 182 turn coil (45.5 mm long) may well have been affected by the fact that the specimen was only 76 mm wide, i.e., edge effect. This may account for the small peak with the 144 turn coil results. This would need to be investigated further to provide a conclusive answer. All of the signals could have been increased further by considering a ferrite core rather than an air core. In addition, increasing the current through the coil would increase the magnetic field associated with the coil and thus the eddy current density in the material.

In this section the question of coil optimisation has been investigated and through a series of experimental and theoretical results, suggestions as to how eddy current coil signals can be improved have been introduced. Some of the suggestions are obvious, but others are less so. The conclusions are not supposed to be the definitive rules for coil optimisation but just a series of ideas for improving coil signals when given a particular inspection situation that needs to be studied. All of the comments made apply to horizontal axis eddy current coils. Different defects will require
different combinations of coil parameters for a 'maximum' signal to be produced, thus coil optimisation considering one particular defect may well prove to be of little use when considering a different defect. The process of coil optimisation is often based purely on intuition, in this section though, the aim has been to try and provide some numerical background to the procedure for simple air-cored horizontal axis coils. Cecco and Sharpe (1987) have considered the essentially intuitive approach to probe optimisation for more complicated ferrite-cored coils.

The next step would be to design and test an optimised coil. This was not carried out due to the lack of time available.
8. DISCUSSION

Each of the major sections of work not previously discussed will be considered in turn. Much of the work detailed in this chapter compares theoretical and experimental data obtained for various eddy current inspection situations. In all cases, unless otherwise stated, the coils considered are horizontal axis air-cored coils. The mathematical models used in this work have only been used to consider non-ferromagnetic materials due to the uncertainty involved in determining $\mu_r$ for ferromagnetic materials.

8.1 Half Space Case

All of the results discussed in this section consider horizontal axis coils near homogeneous conducting half spaces. Several test cases have been considered using both computer models (approximate and exact) and by performing some simple experiments. The results presented have been chosen to demonstrate the use of two different coils, the study of two different materials and the effect of variations in lift-off. Most of the results are presented as plots of $\Delta R$ v frequency and $\Delta L$ v frequency rather than as impedance plane diagrams. This was done in order to make the results for the two components of the impedance change clearer and easier to understand. The complete specification of each of the coils considered is given in Chapter 6.
Figures 8.1a and 8.1b illustrate the resistance and inductance characteristics when the 140 turn coil (coil 1) is brought close to a 316 stainless steel block over a range of frequencies. The trends demonstrated are as expected, $\Delta R$ becomes more positive with increased frequency and $\Delta L$ becomes more negative with increased frequency.

The approximate model and experiment agree quite well over the range of frequency used when considering $\Delta R$, although the two plots do start to diverge at high frequency (100kHz). At high frequencies the skin effect phenomenon in the coil wire becomes significant (Terman (1951)). This results in an increase in the coil resistance and a decrease in the coil inductance, both of which are independent of the eddy currents induced in the metal block. This was not considered in the approximate model and would thus account for some of the model underestimation of the $\Delta R$ value. The results obtained from the Burke exact solution (program HCEXB2) were an over estimation of the experimental $\Delta R$ values at high frequencies. The trend exhibited though was similar to that of the experimental data. The reason for the difference was considered to be due to errors with the exact solution computation and errors introduced when performing the experiments. It should be noted that the experimental results obtained for frequencies below 1.5kHz were subject to large possible errors ($\Delta R \pm 105\%, \Delta L \pm 41\%$).

The $\Delta L$ results (Figure 8.1b) show good agreement across the entire frequency range considered. The results produced by the approximate model theory compare well, thus indicating the usefulness of the simple expression developed.
The numerical integration scheme used was not correct for the form of the expression over the whole range of frequency considered.
Figures 8.2a and 8.2b illustrate the results for the 200 turn coil (coil 2) when it is brought close to a 316 stainless steel block. The results show reasonable agreement over most of the frequency range although at high frequency the agreement is less definite. This was especially true when considering the Burke exact data. The differences were attributed to computational errors and experimental errors as discussed earlier. The results presented in Figures 8.3a and 8.3b are for a copper half space, i.e., a material with a higher conductivity. As with the previous results the trends exhibited by both of the models compare well with the experimental data.

The discontinuity in the Burke exact theory $\Delta L$ characteristic (Figure 8.3b) was due to the method of computation used. As stated earlier in Section 4.3, the results obtained using the computer program HCEXB2 were close to those obtained using program BURKE (a more rigorous and exact method of computation), but differences in the numerical values obtained from each program were present, although the overall trends and order of the results were generally the same regardless of which computer program was used. Using the BURKE computer program, the discontinuity in the $\Delta L$ results did not occur (the results started to level out at around $\approx 1.3 \mu H$ for high frequencies). It should be stated that using BURKE, the Burke exact theory results in all cases were generally found to be closer to the experimental results (i.e., at 100kHz for the 140 turn coil, above a copper half space, $\Delta R = 0.024 \Omega$ and $\Delta L = -1.28 \mu H$). This, although not illustrated, would be expected given the more rigorous method of computation used in the program BURKE. Apart from the results discussed in Section 8.1, all of the other Burke exact theory results discussed in this thesis were obtained using the computer program BURKE.
Using the 140 turn coil above the 316 stainless steel block, an investigation of the effect of lift-off variation was performed (Figure 8.4). These results indicate that although the horizontal coil is sensitive to lift-off, the impedance changes associated with varying degrees of lift-off using these simple air-cored horizontal coils are small compared to those obtained with a conventional ferrite-cored vertical axis coil in the same situation. It must be stated that the signals (ΔR and ΔL) obtained from these horizontal axis coils are, in general, smaller (mΩ and μH) than those obtained from conventional vertical axis coils (Ω and μH). The addition of a ferrite core would considerably increase the horizontal coil signals. Despite the small signals, Figure 8.4 indicates that small impedance changes can be measured using a simple experimental configuration, and that the values obtained compare favourably with those obtained from theoretical work based on an approximate model of the system and theoretical work based on a detailed analytical description of the system.

8.2 Layered Half Space Case

In order to demonstrate the use of the approximate model for the consideration of a stratified half space, two layered specimens have been investigated. A 1.62 mm thick layer of copper on a 316 stainless steel block was the first specimen studied. As with the previous results (ΔR and ΔL v frequency), the approximate model does not reproduce the experimental values exactly, but the trends exhibited provide a useful first approximation to the experimental values of ΔR and ΔL (Figures 8.5a and 8.5b). Given that the horizontal coils produce small signals anyway, the differences between the model and experimental values are, in many cases, very
small. Similar comments can be made about the second layered specimen which consisted of a 6.35 mm thick layer of 316 stainless steel on an aluminium alloy block. Figures 8.6a and 8.6b illustrate the good agreement between the model and experimental results. In both cases the 140 turn coil was used.

The same two layered specimens were investigated using the extended Burke exact theory (program BURKE extended). Experimental and theoretical values of $\Delta R$ and $\Delta L$ are presented in Tables 8.1 to 8.3. The values are given for a range of frequencies.

Table 8.1 illustrates the good agreement between the theory and experiment for the case of the copper layer on the stainless steel block. The results for the stainless steel on aluminium alloy case are given in Table 8.2. Both sets of results considered the use of the 140 turn coil.

A set of results for the stainless steel on aluminium alloy case have also been obtained using the 182 turn coil (coil 3). This data is presented in Table 8.3. In each case good agreement is demonstrated between the theoretical and experimental values. At low frequency values the good agreement diminishes. This was due to the decreased signal to noise ratio achieved when performing the experiments.

Approximate errors in both the theoretical and experimental values given in Tables 8.1 to 8.3 have been determined. For the theoretical results, the major source of error was that introduced by the values of the material electromagnetic properties, especially the electrical
conductivity \( (\sigma) \). This follows because the electromagnetic properties are obtained from a data book which has only approximate values of the quantities tabulated. The material electromagnetic property values used in this study are tabulated in Table 6.1.

In order to estimate the accuracy of the theoretical results the case of a change in \( \sigma \) was considered a realistic approach. At a frequency of 10 kHz a change of \( \pm 0.01 \times 10^6 \text{ S/m} \) was considered. This resulted in accuracy values of \( \pm 0.00001 \Omega \) for the \( \Delta R \) results and \( \pm 0.001 \mu \text{H} \) for the \( \Delta L \) results. These values were approximate since they were only based on a change in one of the pieces of data required to evaluate the theoretical expression for coil impedance change \( (\Delta Z) \).

The experimental errors were estimated based on a multiple of the basic instrument errors. The maximum multiple of instrument error used was 100. Since the experimental data available was limited, the error estimates stated were considered to be worst case errors.

The variation in thickness of a layer on a half space was considered theoretically. A frequency of 10 kHz was considered. The 140 turn coil was used in this example and it was taken to be above the stainless steel layer on an aluminium alloy half space system. Figures 8.7a and 8.7b illustrate the changes in \( \Delta R \) and \( \Delta L \) respectively as the thickness of stainless steel is varied. When the layer is thin, the values are essentially those for an aluminium alloy half space, ie, the stainless steel in effect is so thin that it becomes invisible. It would follow therefore, that when the layer
is thick, all of the eddy currents will be induced in the stainless steel and the aluminium alloy will not be 'seen'. This will lead to $\Delta R$ and $\Delta L$ values which are those for a homogeneous stainless steel half space. Figures 8.7a and 8.7b illustrate these points.

These latter results highlight the possibility of using the theoretical model of the layer system to consider the measurement of conductive coatings or cases on conducting base materials. One example which is related to the nuclear industry is that of stainless steel clad zircalloy tubes used to form the fuel element casings in some types of nuclear reactor. If a quantitative eddy current measurement has been obtained experimentally, the model could be used to ascertain the thickness of coating material on the base metal. The reverse procedure could also be performed. Obviously a calibration would be desirable to ensure the validity of the model as applied to the particular system of interest at the outset, but once this fact had been ascertained the model could then be used without the need for further experiments to be performed.

The results discussed in Sections 8.1 and 8.2 have demonstrated the relatively good agreement between the experimental data and the data predicted using the exact theory of Burke and the newly developed approximate model. The assumptions included in the approximate model obviously had an effect on the accuracy of the results produced, but the work has demonstrated that given the ease of programming and the speed of calculation relative to the Burke exact theory, the approximate model offers a useful first approximation for the values of $\Delta R$ and $\Delta L$. In saying this, it is indicating that the assumptions made when developing the approximate theory hold up quite well when using the model for the situations considered.
The extension to the Burke exact theory has enabled a correct mathematical model for the eddy currents in a layered media to be used and verified by comparison with experimental data. The theoretical approach used when developing the exact theory extension is capable of being extended to consider multi-layered systems that may be of engineering interest.

The underlying problem of interest in this project was the inspection of the proposed fast reactor austenitic primary vessel. This problem was considered simply using both the exact and approximate models. Figure 8.8 shows the predicted variation in $\Delta R$ with increasing 316 stainless steel thickness at 200°C in a 316 stainless steel/liquid sodium system as would be present in an LMFBR. The results were obtained from both models by considering the use of the 140 turn coil at a frequency of 10kHz. The approximate model predicts greater $\Delta R$ values than the exact model, but the basic shapes of the two model predictions are the same. The exact model results can be considered more realistic, but both plots indicate that the contrast between stainless steel and liquid sodium will be sufficient to produce an easily measurable $\Delta R$ value when the thickness of the stainless steel is such that at least some of the eddy currents are induced in the liquid sodium. This can be considered to be the first step towards indicating the feasibility of this eddy current technique for inspecting the LMFBR primary vessel.
8.3 Edge Case

The purpose of this piece of work was to study the approximate model ideas more closely to see if, by making a further assumption about the eddy current field in the material, the model could be extended to consider the case of a horizontal axis coil near an edge. This situation was investigated experimentally, the results produced being discussed in Chapter 6.

When formulating the extension to the approximate model (Section 3.2.5), a parameter was introduced which was called the effective surface length. The value of this parameter was determined by considering the part of the coil above the material as the coil crossed the edge, and the depth of the eddy current penetration into the material. The test case presented here is that of the 140 turn coil above a 316 stainless steel block at a frequency of 100 kHz.

The results in Figures 8.9a and 8.9b are for the variation in $\Delta R$ and $\Delta L$ with coil position respectively, as the coil crosses the edge. For $\Delta R$, the agreement between the model results and experiment are good as the coil crosses the edge, but the model predicts a peak in the $\Delta R$ value as the coil starts to cross the edge, a characteristic that is not demonstrated by the experimental data. The agreement between model and experiment is not as good for the $\Delta L$ results, and as for the $\Delta R$ values, a peak $\Delta L$ result is predicted by the model at the point where the coil starts to cross the edge. The peaks can be explained by the fact that as the coil starts to cross the edge, since it has been attempted in the model to consider the effect of
eddy current penetration in some way, the effective surface length calculated by the model is too large. This would indicate that at this point very few eddy currents are induced in the side of the edge (most are induced on the top of the edge, directly underneath the coil).

These results led to a modification of the edge case formulation. In the amended effective surface length expression, no account was taken of the effect of eddy current penetration. This led to the following expression.

\[
\text{effective surface length} = p \quad \text{for all } \delta
\]

where \( p \) = the size of the coil diameter remaining above the conducting material.

Results obtained using this modified formulation are also plotted in Figure 8.9. The data shows good agreement with the experimental values for both components of \( \Delta Z \). Of the two approaches used to develop the model edge extension, this latter one was considered the most promising.

The trends shown in Figure 8.9 were repeated considering the same situation at 10 kHz and considering an aluminium block using the 140 turn coil at 100 kHz. Due to the increased skin depth at 10 kHz, the results obtained at this frequency were identical for both formulations of the approximate model extension.
The results produced have indicated that the approximate model extension can be used to provide a first approximation to the coil $\Delta R$ and $\Delta L$ values as a horizontal axis coil crosses a 90° material edge. Better results were obtained when no consideration was made of the eddy currents induced in the side of the edge. Since the formulation essentially just considers a proportionality approach, the more complex characteristics demonstrated experimentally for the case of the coil axis perpendicular to the edge could not be included in this model extension. The possibility of extending the approximate model further to consider a coil above two different materials side by side or a coil above a two-dimensional slot can be considered real, although it must be remembered that any results produced will only be approximate, and the approach used may prove not to be correct in these different cases.

8.4 Magnetic Field Determination

Using the exact theory of Burke, expressions were derived to describe the magnetic field produced by the horizontal axis coil at the material surface underneath the coil (Section 4.5). An expression for the tangential magnetic field at the material surface as produced by a vertical axis coil was presented in Section 5.1.3 based on the theory of Dodd and Deeds. Using these magnetic field expressions, the tangential magnetic fields of vertical and horizontal magnetic dipoles above a material were considered. The aim was to verify the work of Riaziat and Auld (1984) and to establish that the horizontal coil magnetic field formulation was correct.
Riaziat and Auld (1984) stated that 'the sensitivity of a probe to a flaw is proportional to \((H_t/I)^2\)', where \(H_t\) is the tangential magnetic field at the material surface produced by the probe and \(I\) is the current through the coil making up the probe. When considering dipoles rather than finite eddy current coils, Riaziat and Auld determined the following relation.

\[ |H_t|_{\max V}^2 = 0.74 |H_t|_{\max H}^2 \]

\[ \therefore |H_t|_{\max V} = 0.86 |H_t|_{\max H} \]  

where \(V\) = vertical dipole

\(H\) = horizontal dipole

This relation between the peak tangential fields clearly indicates that the horizontal dipole should be more sensitive to a flaw than the vertical dipole. The peak tangential field for the horizontal dipole occurs directly underneath the dipole, whereas for the vertical dipole the peak tangential field occurs at a distance \(Z_o/2\) away from the central dipole axis (\(Z_o\) = the distance the dipole is above the material surface). This point was illustrated by Riaziat and Auld in a figure, given here as Figure 8.10. The relation in Equation (8.2) was derived for the case of a perfectly conducting material, although Riaziat and Auld found that the ratio also held when imperfectly conducting materials were considered. Riaziat and Auld did add a qualification to their work, stating that their analysis only applied to dipoles and should not be extended to real coils which have different fields to those produced by dipoles.
Despite this fact, Riaziat and Auld concluded that the field shape of a tapehead probe (very much like a UFEC probe) is more suitable for flaw detection than that of a cup-core probe (a vertical axis ferrite-cored and ferrite-shielded probe).

Using the magnetic field expressions for both coil orientations, a very small air-cored coil was considered and $H_t$ values were calculated. The small coil of finite size was taken to represent a dipole. By considering a very small coil the aim was to reduce the effect of coil size on the $H_t$ values produced and thus model a dipole as closely as possible.

The details of the coil considered are given below:

Even with such a small coil, the effect of the finite coil size was still obvious in the results obtained. For the case of the horizontal dipole two sets of results were produced. One set considered the finite coil size, i.e., the distance from the coil axis to the material surface = 2.2 mm, and the other set did not consider the finite coil size, i.e., the distance from the coil axis to the material surface = 2 mm. For the vertical axis coil, the only parameter required in
the analysis was the lift-off, thus only one set of results was produced. The results were generated considering the coil to be above a 316 stainless steel half space with an ac excitation frequency of 10 kHz.

The values calculated by the computer programs, which had been written using the magnetic field formulations, were for $H_t/I$. The following peak value results were obtained,

Vertical, \[ \frac{H_t}{I} = 0.01094 \frac{1}{\text{cm}} \]

Horizontal (2.2 mm case), \[ \frac{H_t}{I} = 0.01106 \frac{1}{\text{cm}} \]

Horizontal (2 mm case), \[ \frac{H_t}{I} = 0.01459 \frac{1}{\text{cm}} \]

This led to the following relations between the horizontal dipole and vertical dipole $H_t$ values,

2 mm case \[ \frac{|H_t|_V}{|H_t|_H} = 0.75 \]

2.2 mm case \[ \frac{|H_t|_V}{|H_t|_H} = 0.99 \]

Riaziat and Auld prediction \[ \frac{|H_t|_V}{|H_t|_H} = 0.86 \]

The prediction of Riaziat and Auld lies almost midway between the two limits predicted using the tangential magnetic field formulations for a small finite-sized air-cored coil. This was taken to be sufficient verification of the prediction of Riaziat and Auld and a successful
validation of the horizontal coil magnetic field formulation. If the effect of finite coil size could be eliminated completely from the analysis, it is suggested that the Riaziat and Auld prediction could be reproduced exactly.

The tangential magnetic field as calculated around both orientations of the small coil is illustrated in Figure 8.11. The characteristics shown confirm those predicted by Riaziat and Auld (Figure 8.10).

Having established the correctness of the horizontal coil magnetic field formulation, the next stage of the work was to consider a real air-cored coil as used for performing experiments. The details of the coil are given below:

103 turns
Rod diameter = 12.5 mm
Coil length = 25.5 mm
Wire diameter = 0.234 mm (0.25 mm coated wire)
Lift-off = 0.143 mm

The aim of the work was to establish

i) the characteristic shape of the field underneath and around a real horizontal coil,

ii) the extent to which the field underneath a horizontal coil can be considered uniform, and
whether or not the formulation could be used to determine values of $H_t/I$ for use in the uniform field theory of Auld, when the theory was applied to horizontal axis coils.

The characteristic tangential magnetic field plots for the 103 turn coil above a 316 stainless steel half space at 100 kHz are illustrated in Figure 8.12. Both horizontal and vertical coil orientations are considered in the figure. Both plots are of a similar shape to the dipole plots. The differences in the characteristics are clearly due to the finite size of the coil. One point that needs stating is the fact that the peak tangential field for the vertical coil orientation is greater than that for the horizontal coil orientation. This is the opposite situation to that for the dipole and it is a point that will be discussed in more detail later in this section.

Figure 8.13 illustrates the tangential magnetic field underneath and around the 103 turn horizontal axis coil. The position of the coil is indicated on the figure. Even though the figure only considers a quarter of the actual coil, it can be seen that over the central portion of the coil, the tangential magnetic field at the material surface can be considered fairly uniform. Towards the ends of the coil the magnitude of the magnetic field increases, before decaying away from the coil. From this it is suggested that the uniform field ideas could be applied to the case of a horizontal axis coil with a reasonable degree of confidence. It should be remembered that even for the UFEC probe, part of the magnetic field produced by the probe is really non-uniform. For the purpose of the uniform field theory, an average value of $H_t/I$ for the region directly underneath
the coil could be used in the analysis. This average value would provide a satisfactory estimate of the uniform tangential magnetic field intensity per unit current and it could be determined using the magnetic field formulation based on the exact theory of Burke.

When experiments were performed comparing the vertical and horizontal orientations of the same coil, it was generally found that the horizontal orientation was less sensitive to lift-off but more sensitive to defects. Following the work considered in this section some ideas about the reasons for these observations will now be discussed.

The results have generally demonstrated that the magnetic field associated with the horizontal coil is more spread-out and thus less concentrated than the vertical coil field. This fact explains the horizontal axis coil's reduced sensitivity to lift-off. The more spread-out magnetic field of the horizontal orientation is less clear to see when considering dipoles rather than real coils. This is not surprising since the increased field area is in some respects due to the greater size of the horizontal coil projection on the material surface as compared to that for the vertical coil.

When considering the sensitivity to defects the explanation is less clear. The tangential magnetic field intensity at the material surface most definitely influences the sensitivity of a particular coil to defects, but for real coils it is suggested that it is not the only factor of influence. For dipoles, the increased value of $H_t$ for the horizontal orientation leads to an increased sensitivity to flaws. As indicated earlier, when considering dipoles, the magnetic field area is reasonably similar for both orientations.
For real coils, the horizontal coil peak $H_e$ value is less than that for the vertical coil. This has been demonstrated for the 103 turn coil. If this is the case, why are horizontal coils found to be more sensitive to two-dimensional defects than vertical coils? It appears that the shape and extent of the magnetic field at the material surface are the factors that cause the increased horizontal coil sensitivity. The respective electromagnetic field shapes for the two coils are illustrated in Figure 8.14. It would appear reasonable to suggest that it is the combination of field strength, field shape and field extent that determine a coil's sensitivity to defects. Based on these ideas, if a two-dimensional flaw is considered, the results indicate that the horizontal axis coil produces eddy currents of a reasonable intensity at a favourable orientation for defect detection, but over a greater portion of the flaw length than the vertical coil. The vertical coil produces eddy currents of the same orientation at a higher intensity, but over a smaller part of the flaw length. These ideas would also explain why, when considering three-dimensional defects of length smaller or comparable to the coil size, the vertical coil tends to be more sensitive to the defects than the horizontal coil. In this case the increased eddy current intensity of the vertical coil becomes more important than the increased length of eddy current interaction with the flaw of the horizontal coil.

By considering the tangential magnetic field intensity at the material surface and the resulting eddy currents induced, it has been possible to explain some of the experimental observations detailed in
Chapter 6 when comparing horizontal and vertical coils. The work has also helped extend the physical insight into the horizontal axis coil, and thus the determination of the suitability of horizontal coils for the fast reactor inspection situation.

8.5 Uniform Field Theory

The aim of the work performed for discussion here was to ascertain whether or not the uniform field theory ideas detailed in Section 5.2 could be applied to the study of horizontal axis coils. Following the results discussed in the previous section, this prospect would appear to be promising.

Initially the application of the two-dimensional theory, as applied to the consideration of a 103 turn air-cored horizontal coil above three different slots in separate aluminium blocks, will be discussed. The details of the study are given in Section 5.2.3. Using the Burke theory magnetic field formulation, the average value of $H/I$ under the 103 turn coil at each of the frequencies considered was calculated. This was used in the two-dimensional uniform field theory to determine values of coil $\Delta R$ and $\Delta L$ due to the presence of the slots for each frequency. When the experiments were performed a long integration time (100 msec) was used to try and eliminate as much of the noise as possible.

In Tables 8.4(a), (b) and (c) the theoretical and experimental $\Delta R$ and $\Delta L$ values are presented for each specimen considered. For each specimen the results are included for each of the four frequencies considered. In general the results show reasonable agreement between the experimental and theoretical values. This is encouraging
considering a large proportion of the horizontal axis coil field is non-uniform. The $\Delta L$ results show better agreement than the $\Delta R$ values, an observation that was not surprising since at shorter integration times it was very clear that the $\Delta R$ results were affected most by noise.

When evaluating the theoretical values, the extent of the uniform field was considered to be equal to the coil length. This may well have led to the theoretical underestimation of the $\Delta R$ value when it was compared to the experimental value. As a first approximation, this assumption for the extent of the field was quite successful. Overall, the work demonstrated that the application of the two-dimensional uniform field theory to the study of horizontal axis coils was possible. The values obtained for the components of $\Delta Z$ were of the same order as the experimental values, although the resistive component indicated that the presence of the non-uniform part of the horizontal coil field required some consideration in the analysis. This will need to be investigated further in the future.

If the experimental $\Delta R$ and $\Delta L$ results were used in the theory to determine values of slot depth, the tendency would be for the depth of the slot to be overestimated based on the results produced so far. This effect would be reduced if the contribution of the non-uniform part of the field was considered when applying the uniform field theory.

The application of the three-dimensional uniform field theory went some way to confirming the conclusions of the two-dimensional work. The results for the test case considered are presented in Table 8.5. The first conclusion that can be drawn from the results is that the
cut calibration defect is best for the calibration. The defect made using the hardness testing machine resulted in ΔR and ΔL values due to the defect that were much greater than the experimental values. It was suspected that in deforming the material, when the resulting defect was interrogated using the eddy current coil, the eddy currents in the material underwent more distortion due to the presence of the deformed material as well as the defect. This resulted in a greater value of H/I being obtained from the calibration than should have been.

When using a cut calibration defect, the results produced using the theory compared well with the experimental values. As for the two-dimensional case, it was suspected that much of the discrepancy between the values was due to the non-uniform part of the horizontal coil field. In this case almost the reverse situation was occurring. The coil was 2 mm long and the semi-elliptical slot investigated was 6.5 mm long. In the three-dimensional theory the entire length of the slot is considered to be interrogated by a uniform field (i.e., an eddy current field in the best orientation for defect detection). In practice this was not the case, part of the slot was interrogated by a non-uniform field (i.e., some eddy currents were not incident perpendicular to the slot length). The effect of this would be to reduce the experimentally measured ΔR and ΔL values, as was found. In order to overcome this it is suggested that a coil of comparable size to the three-dimensional flaw length should be used. This would be expected to produce experimental results more comparable to the theoretical values. This would need to be investigated further in the future.
In general the application of both the two-dimensional and three-dimensional uniform field theories to the case of horizontal axis coils looks promising based on the results presented and discussed in this section. In order to obtain a complete picture of the applicability of the theory, more work will need to be performed in the future.

8.6 Horizontal Coils Against Vertical Coils

The relative performance of the horizontal axis coils and the vertical axis coils has already been discussed quite thoroughly when considering the experimental work in Chapter 6 and the surface magnetic field determination work in Section 8.4. In this section, the remaining work comparing horizontal and vertical axis coils will be discussed and all of the observations and ideas presented in this thesis will be considered in the context of the fast reactor primary vessel inspection problem.

The lift-off case has been considered both experimentally and theoretically for both orientations of a particular coil. Plots of $\Delta R$ and $\Delta L$ against lift-off are presented in Figure 8.15 comparing theory and experiment for each coil orientation. The details of the air-cored coil considered are given below:

120 turns
30 mm long
Core diameter = 10 mm
0.25 mm diameter coated copper wire
A frequency of 75 kHz was used and the coil was brought close to a block of 316 stainless steel. The horizontal coil theoretical results were generated using the exact theory of Burke (program BURKE was used) and the vertical coil theoretical results were generated using the theory of Dodd and Deeds.

The results show good agreement between theory and experiment for each coil orientation. It is also clear from the plots that the vertical coil orientation is more sensitive to lift-off, an observation made earlier in the work.

The extended Dodd and Deeds theory, which is capable of considering a vertical coil above a stratified media, has been used to consider the case of a 182 turn air-cored coil (Coil 3 from Chapter 6) above the layered specimen detailed earlier, comprising a 6.35 mm plate of 316 stainless steel on an aluminium alloy block. The lift-off was 2 mm. Figure 8.16 compares the theoretical and experimental data for $\Delta R$ and $\Delta L$ over a range of frequency values for when the coil is brought close to the layered specimen. As before good agreement is demonstrated between theory and experiment.

This final piece of work comparing the coil orientations has demonstrated that for the simple case of coil lift-off, exact analytical models capable of considering both homogeneous and layered media are available for both horizontal and vertical air-cored coil orientations. Both models have been shown to produce results in good agreement with measured experimental data.
When considering the inspection of the fast reactor primary austenitic vessel, it is suggested that the horizontal coil orientation has certain advantages over the vertical coil orientation. These conditions will be discussed in turn. Initially it is clear that the horizontal coil lift-off signal is smaller than that for the vertical coil. This will reduce any signals due to small variations in the distance between the coil and the surface being inspected, signals which may mask defect signals or perhaps be misinterpreted as defect signals. Provided the choice of coil is sensible (something that can be helped by the application of a coil optimisation procedure as outlined in Chapter 7), the horizontal coil can be made more sensitive to defects than the same coil in a vertical orientation. This results from the more desirable electromagnetic field shape produced by the horizontal coil. Two additional benefits follow from the desirable field shape of the horizontal coil. Firstly the coil can be used to investigate defect orientation if it is of interest and secondly, the application of uniform field theory ideas to horizontal axis coils appears a possibility. This latter point could lead to the opportunity for approximations to defect sizes being obtained.

The use of both coil orientations for inspecting austenitic weld regions has been demonstrated. When considering surface-breaking defects on or near the weld fusion line, the horizontal coil used (ferrite-cored) demonstrated better discrimination between the lift-off signal and the defect signal than was possible using the vertical axis coil (ferrite-cored and ferrite-shielded) developed by
the eddy current instrument manufacturers for stainless steel weld inspection. This was very desirable since the weld fusion line was considered to be one of the prime locations for any surface-breaking defects that may occur in the real vessel.

The final advantage of the horizontal coil is the fact that the electromagnetic field produced by the coil is more spread-out than that of the vertical coil. This has the potential for reducing the time needed to scan the large surface area of the primary vessel, a benefit that could lead to a reduced reactor down-time.

Having discussed the advantages of the horizontal coil over the vertical coil orientation it must be stated that these advantages are only considered in terms of the fast reactor primary vessel inspection. Some of the advantages will hold for other inspection situations, but for the detection of small defects (ie depth < 2 mm) and the detection of defects in parts with a complex geometrical shape, it is considered that vertical axis coils are most applicable. In these cases, the smaller electromagnetic field produced by the vertical coil and the potential for concentrating the field even more by shielding the probe, are benefits that the horizontal coil cannot realistically match. The nearest probe to a horizontal axis coil that could compete with the vertical axis coil in these situations is the UFEC probe.

8.7 Additional Points

The work discussed so far has indicated that it is possible to use the eddy current technique to inspect austenitic material. When considering the inspection of the proposed fast reactor primary
vessel, the benefits of horizontal axis over vertical axis coils have been outlined. Coil optimisation has been highlighted as a possible means of improving further the performance of the eddy current technique when considering a particular inspection situation.

When considering the proposed fast reactor primary vessel inspection, one point has not really been discussed in great detail, that point concerns the effect of the high temperature at which the inspection will need to be performed. By making some assumptions about the primary vessel contents at reactor shutdown, and performing a simple heat transfer analysis of the system, it has been predicted that the temperature difference across the stainless steel vessel wall will be small enough to mean that the effect of temperature on the eddy current test performance will be negligible (Appendix C). The temperature difference across the vessel wall will lead to a small material electrical conductivity variation across the vessel wall. In the study performed, a temperature difference of approximately 2.5°C across a material skin depth of 8 mm was predicted. This was considered to be a worst case situation. At the temperatures likely to be present during reactor shutdown, this would lead to an electrical conductivity difference of approximately $0.27 \times 10^6$ S/m across the electromagnetic skin depth. This is based on an approximate electrical conductivity - temperature dependence of $0.017 \times 10^6$ S/m per °C (Colombier and Hochmann (1967)). From this it is predicted that the conductivity difference will not be sufficient to adversely affect the results produced during an eddy current inspection.
In order to ensure that this is the case, it is suggested that a differential probe arrangement be used when considering the actual vessel inspection at high temperature. As well as helping to eliminate some of the electromagnetic noise present and reducing any effect of changes in lift-off, the differential arrangement will reduce any noise due to temperature induced effects, the most significant one of which would be the presence of a conductivity gradient across the vessel wall. David and Pigeon (1985) have used eddy current coils at around 200°C to guide the French fast reactor inspection vehicle, hence the development of eddy current coils for use at elevated temperatures is possible. The surface finish of the proposed pressure vessel will be sufficiently smooth such that it is expected there will be no problems with signals due to surface roughness (ie, small lift-off variations). The surface profile target is for 0.5 mm variation in 50 mm with a surface finish of 6.3 μm Ra (Gray (1989)). The surface finish is like that achieved by a milling or planing operation.

In addition to considering a differential probe arrangement, in order to achieve a complete inspection of the material surface, each probe will need to consist of two coils at 90° to one another (Figure 8.17). This results in a basic probe design comprising of four ferrite-cored horizontal axis coils. In order to ensure that one coil field does not affect the other, it is suggested that the two different coil orientations are excited separately, one after the other.
The work presented in this thesis has resulted in a basic horizontal axis coil probe design for the inspection of the proposed fast reactor primary vessel. The desired eddy current inspection is deemed to be feasible based on the work performed in this study.
9. CONCLUSIONS

9.1 Concluding Remarks

This work has demonstrated that it is possible to use the eddy current non-destructive testing technique to inspect austenitic material for surface breaking defects. The feasibility has been shown experimentally using both vertical axis and horizontal axis coils. From this demonstration it can be concluded that an inspection of the proposed fast reactor primary vessel using the eddy current technique will be possible.

A theoretical and experimental study of the benefits of horizontal axis coils over vertical axis coils has suggested that when considering the fast reactor inspection situation, the use of horizontal axis coils will be most desirable. The advantages of the horizontal coils are their reduced sensitivity to lift-off, an increased sensitivity to certain defects, the possibility of obtaining information about defect orientation and an increased inspection area which can lead to a reduced inspection time. In addition, the experimental work has shown that using a horizontal axis coil better separation between the lift-off signal and the defect signal can be obtained when considering weld fusion line defects in austenitic material. The application of the uniform field theory to the study of horizontal axis coils has produced some encouraging results and indicated the potential for defect sizing.

The effect of the high temperature during inspection on the performance of the eddy current test has been considered and found to be very small based on the simple analysis performed. In order to
ensure this last point and to take advantage of the favourable horizontal axis coil features, a preliminary probe design has been suggested. The design recommended the use of a differential coil arrangement consisting of two sets of two ferrite-cored horizontal axis coils at 90° to one another.

The mathematical models used in the work have helped strengthen the physical understanding of the eddy current technique. An exact theory for the consideration of horizontal axis coils above stratified conducting media (ie, as found in the fast reactor system) has been developed based on the exact theory of Burke. This horizontal axis coil model parallels that for vertical axis coils developed by Dodd and Deeds.

9.2 Suggestions for Further Work

Based on the probe design outlined in Chapter 8, the next step would be to fabricate the probe and test its performance and its suitability for inspecting austenitic material. This will require some consideration of the instrumentation used to determine and present the probe response. Having performed this evaluation satisfactorily at room temperature, the high temperature performance of the system would then need to be investigated, bearing in mind the actual inspection temperature for the fast reactor primary vessel inspection. The logical development of these ideas would then be to consider the possibility of using coil arrays, thus increasing the inspection area further, and the use of multi-frequency techniques so as to enable inspection for defects at different depths within the material. The inspection for defects, other than those that are surface-breaking on the inspection side, would need to be
investigated experimentally. These defects would comprise of weld defects ie, lack of weld fusion, slag inclusions and porosity, and defects initiated from the remote side of the primary vessel wall. These latter defects would inevitably be sodium-filled.

In parallel with the experimental development work aimed at producing an inspection system for use in practice, it is envisaged that a programme of mathematical modelling work would also be undertaken in order to help strengthen the theoretical understanding of the use of horizontal axis coils for the eddy current inspection of austenitic material. The two major considerations to start with would be the inclusion of a simple defect and the consideration of austenitic weld material. It is suggested that this could initially be investigated using a finite element model of the system and then the extension of the exact Burke theory to include these two points of interest could be considered. When studying the austenitic weld material, the magnetic permeability relation would need to be thoroughly investigated.

Further work would be necessary to establish the minimum detectable size for different flaw types in different positions in the vessel wall. This study could be carried out in conjunction with the eddy current probe and system development.

The final suggestions for further work are the continued investigation of the application of the uniform field theory to the study of horizontal axis coils and a more thorough investigation of coil optimisation. By pursuing the coil optimisation ideas, it is hoped that the coils used in the suggested probe design would be essentially the best possible.
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TABLES
### TABLE 2.1: Fast Experimental and Test Reactors
(From Waltar and Reynolds (1981))

<table>
<thead>
<tr>
<th>Reactor</th>
<th>Country</th>
<th>Date</th>
<th>Critical</th>
<th>Thermal Rating (MW)</th>
<th>Electrical Rating (MW)</th>
<th>Core Size (f)</th>
<th>Fuel</th>
<th>Coolant</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLEMENTINE</td>
<td>US</td>
<td>1946</td>
<td>0.025</td>
<td>-</td>
<td>-</td>
<td>2.5 Pu Metal</td>
<td>Hg</td>
<td></td>
</tr>
<tr>
<td>EBR-1</td>
<td>US</td>
<td>1951</td>
<td>1.2</td>
<td>0.2</td>
<td>6</td>
<td>U Metal</td>
<td>NaK</td>
<td></td>
</tr>
<tr>
<td>BR-1/2</td>
<td>USSR</td>
<td>1956</td>
<td>0.1</td>
<td>-</td>
<td>1.7</td>
<td>Pu Metal</td>
<td>Hg</td>
<td></td>
</tr>
<tr>
<td>BR-5/10</td>
<td>USSR</td>
<td>1958</td>
<td>5/10</td>
<td>-</td>
<td>17</td>
<td>PuO₂/UC/PuO₂</td>
<td>Na</td>
<td></td>
</tr>
<tr>
<td>Douneisy</td>
<td>UK</td>
<td>1959</td>
<td>60</td>
<td>15</td>
<td>120</td>
<td>U Metal</td>
<td>NaK</td>
<td></td>
</tr>
<tr>
<td>LAMPRE</td>
<td>US</td>
<td>1961</td>
<td>1</td>
<td>-</td>
<td>3.2</td>
<td>Liquid Pu</td>
<td>Na</td>
<td></td>
</tr>
<tr>
<td>Permi (EFFBR)</td>
<td>US</td>
<td>1963</td>
<td>200</td>
<td>65</td>
<td>400</td>
<td>U Metal</td>
<td>Na</td>
<td></td>
</tr>
<tr>
<td>EBR-II</td>
<td>US</td>
<td>1963</td>
<td>62</td>
<td>20</td>
<td>73</td>
<td>U Metal</td>
<td>Na</td>
<td></td>
</tr>
<tr>
<td>Rapsodie</td>
<td>France</td>
<td>1967</td>
<td>40</td>
<td>-</td>
<td>42</td>
<td>UO₂-PuO₂</td>
<td>Na</td>
<td></td>
</tr>
<tr>
<td>SEFOR</td>
<td>US</td>
<td>1969</td>
<td>20</td>
<td>-</td>
<td>566</td>
<td>UO₂-PuO₂</td>
<td>Na</td>
<td></td>
</tr>
<tr>
<td>BOR-60</td>
<td>USSR</td>
<td>1969</td>
<td>60</td>
<td>12</td>
<td>60</td>
<td>UO₂</td>
<td>Na</td>
<td></td>
</tr>
<tr>
<td>KPK-2</td>
<td>Germany</td>
<td>1977</td>
<td>58</td>
<td>21</td>
<td>320</td>
<td>UO₂</td>
<td>Na</td>
<td></td>
</tr>
<tr>
<td>Dounreay (DFR)</td>
<td>UK</td>
<td>1959</td>
<td>60</td>
<td>15</td>
<td>120</td>
<td>U Metal</td>
<td>NaK</td>
<td></td>
</tr>
<tr>
<td>JRR-4</td>
<td>France</td>
<td>1972</td>
<td>50</td>
<td>15</td>
<td>55</td>
<td>UO₂-PuO₂</td>
<td>Na</td>
<td></td>
</tr>
<tr>
<td>Dounreay (DFR)</td>
<td>UK</td>
<td>1969</td>
<td>60</td>
<td>12</td>
<td>60</td>
<td>UO₂</td>
<td>Na</td>
<td></td>
</tr>
<tr>
<td>BN-350</td>
<td>USSR</td>
<td>1972</td>
<td>150*</td>
<td>1000</td>
<td>1900</td>
<td>UO₂</td>
<td>Na</td>
<td>Loop</td>
</tr>
<tr>
<td>PHENIX</td>
<td>France</td>
<td>1973</td>
<td>250</td>
<td>568</td>
<td>1300</td>
<td>UO₂-PuO₂</td>
<td>Na</td>
<td>Pool</td>
</tr>
<tr>
<td>PFR</td>
<td>UK</td>
<td>1974</td>
<td>250</td>
<td>600</td>
<td>1500</td>
<td>UO₂-PuO₂</td>
<td>Na</td>
<td>Pool</td>
</tr>
<tr>
<td>BN-600</td>
<td>USSR</td>
<td>1980</td>
<td>600</td>
<td>1470</td>
<td>2500</td>
<td>UO₂</td>
<td>Na</td>
<td>Pool</td>
</tr>
<tr>
<td>SUPER PHENIX</td>
<td>France¹</td>
<td>1983</td>
<td>1200</td>
<td>3000</td>
<td>10500</td>
<td>UO₂-PuO₂</td>
<td>Na</td>
<td>Pool</td>
</tr>
<tr>
<td>SNR-300</td>
<td>Germany</td>
<td>1984</td>
<td>327</td>
<td>770</td>
<td>2300</td>
<td>UO₂-PuO₂</td>
<td>Na</td>
<td>Loop</td>
</tr>
<tr>
<td>MONJU</td>
<td>Japan</td>
<td>1987</td>
<td>300</td>
<td>714</td>
<td>2300</td>
<td>UO₂-PuO₂</td>
<td>Na</td>
<td>Loop</td>
</tr>
<tr>
<td>CRBRP</td>
<td>US</td>
<td>~1988</td>
<td>375</td>
<td>975</td>
<td>2900</td>
<td>UO₂-PuO₂</td>
<td>Na</td>
<td>Loop</td>
</tr>
<tr>
<td>SUPER PHENIX II</td>
<td>France¹</td>
<td>~1990</td>
<td>1500</td>
<td>3700</td>
<td>-</td>
<td>UO₂-PuO₂</td>
<td>Na</td>
<td>Pool</td>
</tr>
<tr>
<td>CDFR</td>
<td>UK</td>
<td>~1990</td>
<td>1320</td>
<td>3230</td>
<td>6660</td>
<td>UO₂-PuO₂</td>
<td>Na</td>
<td>Pool</td>
</tr>
<tr>
<td>SNR-2</td>
<td>Germany</td>
<td>~1990</td>
<td>1300</td>
<td>3420</td>
<td>12000</td>
<td>UO₂-PuO₂</td>
<td>Na</td>
<td>Loop</td>
</tr>
<tr>
<td>BN-1600</td>
<td>USSR</td>
<td>~1990</td>
<td>1600</td>
<td>4200</td>
<td>8800</td>
<td>UO₂-PuO₂</td>
<td>Na</td>
<td>Pool</td>
</tr>
<tr>
<td>Demonstration</td>
<td>Japan</td>
<td>~1990</td>
<td>1000</td>
<td>2400</td>
<td>8000</td>
<td>UO₂-PuO₂</td>
<td>Na</td>
<td>Loop</td>
</tr>
</tbody>
</table>

* With participation by Germany and Euratom
¹ With participation by Italy, Germany, Belgium, and the Netherlands

### TABLE 2.2: Prototype and Demonstration Fast Breeder Reactors
(From Waltar and Reynolds (1981))

<table>
<thead>
<tr>
<th>Reactor</th>
<th>Country</th>
<th>Date</th>
<th>Thermal Rating (MW)</th>
<th>Electrical Rating (MW)</th>
<th>Core Size (f)</th>
<th>Fuel</th>
<th>Coolant</th>
</tr>
</thead>
<tbody>
<tr>
<td>BN-350</td>
<td>USSR</td>
<td>1972</td>
<td>150*</td>
<td>1000</td>
<td>1900</td>
<td>UO₂</td>
<td>Na Loop</td>
</tr>
<tr>
<td>PHENIX</td>
<td>France</td>
<td>1983</td>
<td>1200</td>
<td>3000</td>
<td>10500</td>
<td>UO₂-PuO₂</td>
<td>Na Pool</td>
</tr>
<tr>
<td>PFR</td>
<td>UK</td>
<td>1987</td>
<td>300</td>
<td>714</td>
<td>2300</td>
<td>UO₂-PuO₂</td>
<td>Na Pool</td>
</tr>
<tr>
<td>BN-600</td>
<td>USSR</td>
<td>1990</td>
<td>375</td>
<td>975</td>
<td>2900</td>
<td>UO₂-PuO₂</td>
<td>Na Loop</td>
</tr>
<tr>
<td>SUPER PHENIX II</td>
<td>France¹</td>
<td>~1990</td>
<td>1500</td>
<td>3700</td>
<td>-</td>
<td>UO₂-PuO₂</td>
<td>Na Pool</td>
</tr>
<tr>
<td>CDFR</td>
<td>UK</td>
<td>~1990</td>
<td>1320</td>
<td>3230</td>
<td>6660</td>
<td>UO₂-PuO₂</td>
<td>Na Pool</td>
</tr>
<tr>
<td>SNR-2</td>
<td>Germany</td>
<td>~1990</td>
<td>1300</td>
<td>3420</td>
<td>12000</td>
<td>UO₂-PuO₂</td>
<td>Na Loop</td>
</tr>
<tr>
<td>BN-1600</td>
<td>USSR</td>
<td>~1990</td>
<td>1600</td>
<td>4200</td>
<td>8800</td>
<td>UO₂-PuO₂</td>
<td>Na Pool</td>
</tr>
<tr>
<td>Demonstration</td>
<td>Japan</td>
<td>~1990</td>
<td>1000</td>
<td>2400</td>
<td>8000</td>
<td>UO₂-PuO₂</td>
<td>Na Loop</td>
</tr>
</tbody>
</table>

* Plus 5000 Mg desalted water/hr
¹ With participation by Belgium and the Netherlands
### TABLE 2.3: Skin depth variation with frequency

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>Stainless Steel δ (mm)</th>
<th>Al δ (mm)</th>
<th>Cu δ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>133.00</td>
<td>25.900</td>
<td>20.800</td>
</tr>
<tr>
<td>100</td>
<td>42.00</td>
<td>8.200</td>
<td>6.560</td>
</tr>
<tr>
<td>1000</td>
<td>13.30</td>
<td>2.590</td>
<td>2.080</td>
</tr>
<tr>
<td>10000</td>
<td>4.20</td>
<td>0.820</td>
<td>0.656</td>
</tr>
<tr>
<td>100000</td>
<td>1.33</td>
<td>0.259</td>
<td>0.208</td>
</tr>
<tr>
<td>1000000</td>
<td>0.42</td>
<td>0.082</td>
<td>0.066</td>
</tr>
</tbody>
</table>

Skin depth, $\delta = \frac{1}{\sqrt{\pi \mu \sigma f}}$
<table>
<thead>
<tr>
<th>PROBLEMS</th>
<th>FIELDS $H, E$</th>
<th>EDDY CURRENTS</th>
<th>PROCEDURE FOR SOLUTION</th>
<th>RESULTS</th>
<th>APPLICATIONS FOR ENGINEERING AND EVALUATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E = E_r, H, \mathbf{E}$</td>
<td>$\mathbf{J} = \mathbf{J}_r, H, \mathbf{J}$</td>
<td>ANALYTICAL SOLUTION (LECTURES ON ELECTROMAGNETICS)</td>
<td>EDDY CURRENT DISTRIBUTION: PENETRATION DEPTH</td>
<td>BASIC</td>
<td></td>
</tr>
<tr>
<td>$E = E_r, H, \mathbf{E}$</td>
<td>$\mathbf{J} = \mathbf{J}_r, H, \mathbf{J}$</td>
<td>COMPUTER EVALUATION OF INTEGRAL EXPRESSIONS (DODD, DEEKS, 1964)</td>
<td>EC AND FIELD DISTRIBUTION IMPEDANCE OF TEST COILS IN THE PRESENCE OF &quot;SMALL&quot; DEFECTS</td>
<td>OPTIMIZATION OF TEST COILS AND FREQUENCIES INCLUDING SPECIAL DEFECTS</td>
<td></td>
</tr>
<tr>
<td>$E = E_r, H, \mathbf{E}$</td>
<td>$\mathbf{J} = \mathbf{J}_r, H, \mathbf{J}$</td>
<td>3-DIM FE-SOLUTION (T-O-METHOD)</td>
<td>EDDY CURRENT AND FIELD DISTRIBUTION FOR ANY KIND OF DEFECTS</td>
<td>OPTIMIZATION OF TEST COILS AND FREQUENCIES INCLUDING ANY KIND OF DEFECTS</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 2.4:** Numerical Treatment of Eddy Current Test Problems; Plates  
(From Becker et al (1986))

<table>
<thead>
<tr>
<th>AUTHORS</th>
<th>FIELDS $H, E$</th>
<th>EDDY CURRENTS</th>
<th>PROCEDURE FOR SOLUTION</th>
<th>RESULTS</th>
<th>APPLICATIONS FOR TEST-SYSTEM DESIGN</th>
<th>MATERIAL PROPERTIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>LORD, IDA</td>
<td>$\mathbf{E} = \mathbf{E}_r, H, \mathbf{E}$</td>
<td>3-DIM FEM</td>
<td>EDDY CURRENT AND FIELD DISTRIBUTION: IMPEDANCE OF TEST COILS FOR ANY KIND OF DEFECTS WHERE THE PERMEABILITY, RESISTIVITY AND SHAPE ARE KNOWN</td>
<td>OPTIMIZATION OF TEST COILS AND FREQUENCIES</td>
<td>LINEAR</td>
<td>ISOTROPIC NONHOMOGENEOUS</td>
</tr>
<tr>
<td>SIMKIN</td>
<td>$\mathbf{E} = \mathbf{E}_r, H, \mathbf{E}$</td>
<td>3-DIM FEM</td>
<td>3-DIM FEM</td>
<td>NONLINEAR</td>
<td>ISOPTROPIC NONHOMOGENEOUS</td>
<td></td>
</tr>
<tr>
<td>BIDDLECOMBE</td>
<td>$\mathbf{E} = \mathbf{E}_r, H, \mathbf{E}$</td>
<td>3-DIM FEM</td>
<td>3-DIM FEM</td>
<td>NONLINEAR</td>
<td>NONISOTROPIC NONHOMOGENEOUS</td>
<td></td>
</tr>
<tr>
<td>SARMA</td>
<td>$\mathbf{E} = \mathbf{E}_r, H, \mathbf{E}$</td>
<td>3-DIM FEM</td>
<td>3-DIM FEM</td>
<td>NONLINEAR</td>
<td>NONISOTROPIC NONHOMOGENEOUS</td>
<td></td>
</tr>
<tr>
<td>WOLFF</td>
<td>$\mathbf{E} = \mathbf{E}_r, H, \mathbf{E}$</td>
<td>3-DIM FEM</td>
<td>3-DIM FEM</td>
<td>NONLINEAR</td>
<td>NONISOTROPIC NONHOMOGENEOUS</td>
<td></td>
</tr>
<tr>
<td>MÜLLER</td>
<td>$\mathbf{E} = \mathbf{E}_r, H, \mathbf{E}$</td>
<td>3-DIM FEM</td>
<td>3-DIM FEM</td>
<td>NONLINEAR</td>
<td>NONISOTROPIC NONHOMOGENEOUS</td>
<td></td>
</tr>
<tr>
<td>BRUDAR</td>
<td>$\mathbf{E} = \mathbf{E}_r, H, \mathbf{E}$</td>
<td>3-DIM FEM</td>
<td>3-DIM FEM</td>
<td>NONLINEAR</td>
<td>NONISOTROPIC NONHOMOGENEOUS</td>
<td></td>
</tr>
<tr>
<td>CHABRI</td>
<td>$\mathbf{E} = \mathbf{E}_r, H, \mathbf{E}$</td>
<td>3-DIM FEM</td>
<td>3-DIM FEM</td>
<td>NONLINEAR</td>
<td>NONISOTROPIC NONHOMOGENEOUS</td>
<td></td>
</tr>
<tr>
<td>DEMERDASH</td>
<td>$\mathbf{E} = \mathbf{E}_r, H, \mathbf{E}$</td>
<td>3-DIM FEM</td>
<td>3-DIM FEM</td>
<td>NONLINEAR</td>
<td>NONISOTROPIC NONHOMOGENEOUS</td>
<td></td>
</tr>
<tr>
<td>NEHL</td>
<td>$\mathbf{E} = \mathbf{E}_r, H, \mathbf{E}$</td>
<td>3-DIM FEM</td>
<td>3-DIM FEM</td>
<td>NONLINEAR</td>
<td>NONISOTROPIC NONHOMOGENEOUS</td>
<td></td>
</tr>
<tr>
<td>PRESTON</td>
<td>$\mathbf{E} = \mathbf{E}_r, H, \mathbf{E}$</td>
<td>3-DIM FEM</td>
<td>3-DIM FEM</td>
<td>NONLINEAR</td>
<td>NONISOTROPIC NONHOMOGENEOUS</td>
<td></td>
</tr>
<tr>
<td>REECE</td>
<td>$\mathbf{E} = \mathbf{E}_r, H, \mathbf{E}$</td>
<td>3-DIM FEM</td>
<td>3-DIM FEM</td>
<td>NONLINEAR</td>
<td>NONISOTROPIC NONHOMOGENEOUS</td>
<td></td>
</tr>
<tr>
<td>VERITE</td>
<td>$\mathbf{E} = \mathbf{E}_r, H, \mathbf{E}$</td>
<td>3-DIM FEM</td>
<td>3-DIM FEM</td>
<td>NONLINEAR</td>
<td>NONISOTROPIC NONHOMOGENEOUS</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 2.5:** Numerical Treatment of Three-dimensional Eddy Current Problems  
(From Becker et al (1986))
<table>
<thead>
<tr>
<th>Program</th>
<th>$n^2$</th>
<th>Inner Integration</th>
<th>Outer Integration</th>
<th>$\Delta R/\Omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCEXB2</td>
<td></td>
<td>DDLAMF</td>
<td>D01AMF</td>
<td>0.984</td>
</tr>
<tr>
<td>HCEXB3</td>
<td></td>
<td>DDLAMF</td>
<td>D01AMF</td>
<td>0.887</td>
</tr>
<tr>
<td>HCEXB4</td>
<td></td>
<td>DDLAMF</td>
<td>D01AJF</td>
<td>0.841</td>
</tr>
<tr>
<td>HCEXB5</td>
<td>SERIES</td>
<td>DDLAMF</td>
<td>D01AJF</td>
<td>0.868</td>
</tr>
<tr>
<td>HCEXB6</td>
<td>SERIES</td>
<td>DDLAMF</td>
<td>D01AMF</td>
<td>0.934</td>
</tr>
<tr>
<td>Burke Program</td>
<td>SERIES</td>
<td>D01AMF</td>
<td>D01AJF</td>
<td>1.021</td>
</tr>
<tr>
<td>Parts Program</td>
<td>NAG</td>
<td>D01AJF</td>
<td>Simpsons Rule</td>
<td>0.868</td>
</tr>
</tbody>
</table>

All integration accuracies are as follows,

- absolute accuracy = $-1.0 \times 10^0$
- relative accuracy = $1.0 \times 10^{-5}$

except for HCEXB2 - inner - absolute = 0.0
- relative for $\Delta R = 1.0 \times 10^{-4}$
- relative for $\Delta L = 1.0 \times 10^{-2}$

outer - absolute = $1.0 \times 10^{-15}$
- relative = $1.0 \times 10^{-4}$

* $\Delta R$ results for Burke test case (Burke (1986))

TABLE 4.1: Burke Exact Theory - Computer Programs
<table>
<thead>
<tr>
<th>a/c</th>
<th>$\xi^0$</th>
<th>$\xi^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.100</td>
<td>-3.1533</td>
<td>0.3769</td>
</tr>
<tr>
<td>0.200</td>
<td>-3.2309</td>
<td>0.7115</td>
</tr>
<tr>
<td>0.3375</td>
<td>-3.3402</td>
<td>1.1009</td>
</tr>
<tr>
<td>0.4750</td>
<td>-3.4336</td>
<td>1.4094</td>
</tr>
<tr>
<td>0.5000</td>
<td>-3.4473</td>
<td>1.4571</td>
</tr>
<tr>
<td>0.6125</td>
<td>-3.4949</td>
<td>1.6425</td>
</tr>
<tr>
<td>1.0</td>
<td>-3.5132</td>
<td>1.9978</td>
</tr>
</tbody>
</table>

TABLE 5.1: Shape Parameters for a Rectangular Flaw
(From Auld et al (1986))
<table>
<thead>
<tr>
<th>a/c</th>
<th>$\Sigma^0$</th>
<th>$\Sigma^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>-3.13</td>
<td>0.2400</td>
</tr>
<tr>
<td>0.2</td>
<td>-3.25</td>
<td>0.5469</td>
</tr>
<tr>
<td>0.34</td>
<td>-3.37</td>
<td>0.8609</td>
</tr>
<tr>
<td>0.475</td>
<td>-</td>
<td>1.2956</td>
</tr>
<tr>
<td>0.5</td>
<td>-3.52</td>
<td>1.3444</td>
</tr>
<tr>
<td>0.6125</td>
<td>-</td>
<td>1.5561</td>
</tr>
<tr>
<td>0.75</td>
<td>-3.64</td>
<td>-</td>
</tr>
<tr>
<td>1.0</td>
<td>-3.69</td>
<td>1.9558</td>
</tr>
</tbody>
</table>

**TABLE 5.2:** Shape Parameters for a Semi-elliptical Flaw  
(From Auld et al (1986) and Moulder et al (1987))
<table>
<thead>
<tr>
<th>RECESS</th>
<th>$\frac{a^+}{\delta}$</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cylindrical</td>
<td>&gt; 2</td>
<td>1</td>
</tr>
<tr>
<td>Cylindrical</td>
<td>≈ 1</td>
<td>1.2</td>
</tr>
<tr>
<td>Spherical Cap</td>
<td>&gt; 1</td>
<td>2</td>
</tr>
<tr>
<td>Spherical Cap</td>
<td>≈ 1</td>
<td>4</td>
</tr>
</tbody>
</table>

$^+ a =$ depth of recess

**TABLE 5.3: Calibration Shape Factors**
<table>
<thead>
<tr>
<th>MATERIAL</th>
<th>$\sigma$ (S/m)</th>
<th>$\mu_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>0</td>
<td>1.0</td>
</tr>
<tr>
<td>316 Stainless Steel</td>
<td>$1.43 \times 10^6$</td>
<td>1.0</td>
</tr>
<tr>
<td>316 Stainless Steel*</td>
<td>$1.13 \times 10^6$</td>
<td>1.0</td>
</tr>
<tr>
<td>Aluminium*</td>
<td>$3.77 \times 10^7$</td>
<td>1.0</td>
</tr>
<tr>
<td>Copper</td>
<td>$5.88 \times 10^7$</td>
<td>1.0</td>
</tr>
<tr>
<td>Mild Steel</td>
<td>$6.67 \times 10^6$</td>
<td>-225</td>
</tr>
<tr>
<td>Liquid Sodium*</td>
<td>$7.4 \times 10^6$</td>
<td>1.0</td>
</tr>
</tbody>
</table>

* Aluminium alloy assumed to have the same electromagnetic properties as aluminium

* Values at a temperature of 200°C (ie, fast reactor inspection temperature).

TABLE 6.1: Electromagnetic Parameters of Materials Considered
<table>
<thead>
<tr>
<th></th>
<th>10 kHz Mild Steel</th>
<th>10 kHz Stainless Steel</th>
<th>100 kHz Stainless Steel</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>H</strong></td>
<td><strong>V</strong></td>
<td><strong>H</strong></td>
<td><strong>V</strong></td>
</tr>
<tr>
<td>LIFT-OFF</td>
<td>+31.6 ( \mu \text{H} )</td>
<td>+49.3 ( \mu \text{H} )</td>
<td>-18.5 ( \mu \text{H} )</td>
</tr>
<tr>
<td></td>
<td>+2.76 ( \Omega )</td>
<td>+3.25 ( \Omega )</td>
<td>+747.2 m( \Omega )</td>
</tr>
<tr>
<td>SLOT</td>
<td>+26.18 ( \mu \text{H} )</td>
<td>+22.45 ( \mu \text{H} )</td>
<td>+2.98 ( \mu \text{H} )</td>
</tr>
<tr>
<td></td>
<td>+0.30 ( \Omega )</td>
<td>+0.26 ( \Omega )</td>
<td>-76.6 m( \Omega )</td>
</tr>
</tbody>
</table>

\( H = \text{Horizontal} \)

\( V = \text{Vertical} \)

**TABLE 6.2:** Horizontal v Vertical - Results for Comparison
### TABLE 8.1: 1.62 mm of Copper on Stainless Steel 140 Turn Coil

<table>
<thead>
<tr>
<th>Frequency /Hz</th>
<th>$\Delta R/\Omega$</th>
<th>$\Delta L/\mu H$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Theory</td>
<td>Expt</td>
</tr>
<tr>
<td>100</td>
<td>0.00023</td>
<td>0.0</td>
</tr>
<tr>
<td>1000</td>
<td>0.00195</td>
<td>0.00240</td>
</tr>
<tr>
<td>5000</td>
<td>0.00424</td>
<td>0.00430</td>
</tr>
<tr>
<td>10000</td>
<td>0.00665</td>
<td>0.00625</td>
</tr>
<tr>
<td>50000</td>
<td>0.01663</td>
<td>0.01600</td>
</tr>
<tr>
<td>Error Estimates</td>
<td>±0.00001</td>
<td>±0.005*</td>
</tr>
</tbody>
</table>

* 10 x instrument error

+ 100 x instrument error
<table>
<thead>
<tr>
<th>Frequency /Hz</th>
<th>$\Delta R/\Omega$</th>
<th>$\Delta L/\mu H$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Theory</td>
<td>Expt</td>
</tr>
<tr>
<td>100</td>
<td>0.00007</td>
<td>-0.00190</td>
</tr>
<tr>
<td>1000</td>
<td>0.00085</td>
<td>0.00025</td>
</tr>
<tr>
<td>5000</td>
<td>0.00829</td>
<td>0.01090</td>
</tr>
<tr>
<td>10000</td>
<td>0.01893</td>
<td>0.02150</td>
</tr>
<tr>
<td>50000</td>
<td>0.06977</td>
<td>0.07200</td>
</tr>
<tr>
<td>100000</td>
<td>0.11360</td>
<td>0.11600</td>
</tr>
<tr>
<td>Error Estimates</td>
<td>±0.00001</td>
<td>±0.005*</td>
</tr>
</tbody>
</table>

* 100 x instrument error

† 20 x instrument error

**TABLE 8.2: 6.35 mm of Stainless Steel on Aluminium Alloy 140 Turn Coil**
<table>
<thead>
<tr>
<th>Frequency /Hz</th>
<th>$ΔR/Ω$</th>
<th>$ΔL/μH$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Theory</td>
<td>Expt</td>
</tr>
<tr>
<td>1000</td>
<td>0.00114</td>
<td>-0.0014</td>
</tr>
<tr>
<td>5000</td>
<td>0.01100</td>
<td>0.0108</td>
</tr>
<tr>
<td>10000</td>
<td>0.02510</td>
<td>0.0250</td>
</tr>
<tr>
<td>25000</td>
<td>0.05590</td>
<td>0.0590</td>
</tr>
<tr>
<td>50000</td>
<td>0.09380</td>
<td>0.0980</td>
</tr>
<tr>
<td>75000</td>
<td>0.1250</td>
<td>0.1300</td>
</tr>
<tr>
<td>100000</td>
<td>0.1520</td>
<td>0.1480</td>
</tr>
<tr>
<td>Error Estimates</td>
<td>±0.00001</td>
<td>±0.005*</td>
</tr>
</tbody>
</table>

* 25 x instrument error

+ 50 x instrument error

**TABLE 8.3: 6.35 mm of Stainless Steel on Aluminium Alloy 182 Turn Coil**
### a) Specimen 1

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Experiment</th>
<th>Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>150 kHz</td>
<td>0.04538</td>
<td>0.00950</td>
</tr>
<tr>
<td></td>
<td>0.1822</td>
<td>0.1669</td>
</tr>
<tr>
<td>300 kHz</td>
<td>0.07701</td>
<td>0.01318</td>
</tr>
<tr>
<td></td>
<td>0.1853</td>
<td>0.1563</td>
</tr>
<tr>
<td>450 kHz</td>
<td>0.08638</td>
<td>0.01647</td>
</tr>
<tr>
<td></td>
<td>0.1966</td>
<td>0.1563</td>
</tr>
<tr>
<td>1 MHz</td>
<td>0.19336</td>
<td>0.02530</td>
</tr>
<tr>
<td></td>
<td>0.2915</td>
<td>0.1564</td>
</tr>
</tbody>
</table>

### b) Specimen 2

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Experiment</th>
<th>Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>150 kHz</td>
<td>0.03152</td>
<td>0.01728</td>
</tr>
<tr>
<td></td>
<td>0.2306</td>
<td>0.25304</td>
</tr>
<tr>
<td>300 kHz</td>
<td>0.06809</td>
<td>0.02368</td>
</tr>
<tr>
<td></td>
<td>0.2223</td>
<td>0.23633</td>
</tr>
<tr>
<td>450 kHz</td>
<td>0.06993</td>
<td>0.02944</td>
</tr>
<tr>
<td></td>
<td>0.2130</td>
<td>0.23598</td>
</tr>
<tr>
<td>1 MHz</td>
<td>0.09990</td>
<td>0.04490</td>
</tr>
<tr>
<td></td>
<td>0.1819</td>
<td>0.23563</td>
</tr>
</tbody>
</table>

### c) Specimen 3

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Experiment</th>
<th>Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>150 kHz</td>
<td>0.01755</td>
<td>0.01404</td>
</tr>
<tr>
<td></td>
<td>0.0711</td>
<td>0.03529</td>
</tr>
<tr>
<td>300 kHz</td>
<td>0.02861</td>
<td>0.01931</td>
</tr>
<tr>
<td></td>
<td>0.0591</td>
<td>0.02929</td>
</tr>
<tr>
<td>450 kHz</td>
<td>0.03888</td>
<td>0.02404</td>
</tr>
<tr>
<td></td>
<td>0.0532</td>
<td>0.02757</td>
</tr>
<tr>
<td>1 MHz</td>
<td>0.06827</td>
<td>0.03673</td>
</tr>
<tr>
<td></td>
<td>0.0414</td>
<td>0.02501</td>
</tr>
</tbody>
</table>

**TABLE 8.4: Two-dimensional Uniform Field Theory Results**
TABLE 8.5: Three-dimensional Uniform Field Theory Results
FIGURES
FIGURE 1.1: Basic Flow Diagram for a Periodic Inspection
(From Saglio and Prot (1976))
IHX = intermediate heat exchanger

(a) Pool-type

(b) Loop-type

FIGURE 1.2: Liquid Metal Cooled Fast Breeder Reactor (LMFBR) (From Waltar and Reynolds (1981))
(c) Pool-type Reactor Heat Transport System

FIGURE 1.2: Liquid Metal Cooled Fast Breeder Reactor (LMFBR) (From Waltar and Reynolds (1981))
FIGURE 1.3: Eddy Current Coil Orientations
FIGURE 2.1: The Eddy Current Principle
FIGURE 2.2: Skin Depth Effects
FIGURE 2.3: Typical Impedance Plane Diagram
FIGURE 2.4: Eddy Current System
FIGURE 2.5: Surface and Circumferential Coils
(i) Balancing Impedance
(ii) Coil-absolute Mode
(iii) Coil-differential Mode

FIGURE 2.6: AC Bridge Circuit
FIGURE 2.7: Uniform Field Eddy Current Probe
(From Smith (1985))
FIGURE 2.8: Basic Capacitive Probe
(From Gimple and Auld (1987))
Figure 3.1: Approximate Model Geometry

Horizontal Coil

Material

$\mu_1$ $\sigma_1$
$\mu_2$ $\sigma_2$
$\mu_3$ $\sigma_3$

$t_0 = 0$

$y$
$z$
$x$
FIGURE 3.2: Surface H Field Determination
FIGURE 3.3: Region of ΔR and ΔL Evaluation
FIGURE 3.4: Flowchart for Approximate Model Program
FIGURE 3.5: Primary and Secondary Fields

\[ H_p = H_{po} e^{-kx} \]  
Primary Field

\[ H_s = H_{so} e^{-kx} \]  
Secondary Field
FIGURE 3.6: Crossover Frequency Characteristic
FIGURE 3.7: Horizontal Coil at an Edge
FIGURE 3.8: Eddy Current Deflection at an Edge

FIGURE 3.9: Edge Extension to Approximate Model
Propose $\Delta Z = \Delta Z_1 + \Delta Z_2$

FIGURE 3.10: Horizontal Coil Above a Two Conductor Region
FIGURE 4.1: Burke Exact Theory Test Case
FIGURE 4.2: Layered System
FIGURE 4.3: Two layer and a half space system
\( \Delta r \), \( t \) and \( h \) are all normalised by \( \bar{r} \), the mean coil radius.

FIGURE 5.1: Vertical Axis Coil Geometry
\[
\Delta Z_u = \frac{(h^T)^2}{\sigma I^2} \left\{ \frac{2(1+i) a}{8} - 1.56 + i \frac{A_F}{8} - \frac{1+i}{8} \frac{\Delta u}{A} \right\}
\]

1. WALL EFFECT - SURFACE IMPEDANCE
2a, 2b. KANN EFFECT - RANGE \( \approx 8 \)
3. FARADAY EFFECT - CRACK OPENING INDUCTANCE
   - \( A_F = \) OPENING AREA
4. UNPERTURBED SURFACE IMPEDANCE
   
   \( J = \) eddy current density

FIGURE 5.2: Auld Theory - Two-dimensional Crack in a Uniform Field (large \( a/\delta \))
(From Auld et al (1982))
FIGURE 6.1(a): Scan Over a Mild Steel Block
(1 MHz, 20 dB)

FIGURE 6.1(b): Mild Steel Block containing Six Slots
(1 MHz, 22.5 dB)
Mild Steel
(two base metal traces, one weld)

FIGURE 6.2: Lift-off Loci
(1 MHz, 22.5 dB)

FIGURE 6.3: Predicted Austenitic Weld Trace
FIGURE 6.4: Mild Steel Weld Specimen - Lift-off Loci (1 MHz)
FIGURE 6.5(a): Slots in Aluminium - 50 kHz (14 dB)

FIGURE 6.5(b): Slots in Aluminium - 10 kHz (40 dB)
FIGURE 6.6: Slots in Stainless Steel
(10 kHz, 40 dB)
FIGURE 6.7: Impedance Analyser Experimental Set-up

Wayne Kerr 6425
Impedance Analyser

Horizontal Coil wound on a Perspex Former

Block of Material

X - Y Chart
Recorder

Get plots of R v L
(resistance v inductance for coil)
FIGURE 6.8: 140 Turn Coil above 316 Stainless Steel
FIGURE 6.8: 140 Turn Coil above 316 Stainless Steel
FIGURE 6.9: 140 Turn Coil above 6.35 mm of 316 Stainless Steel on Aluminium Alloy
FIGURE 6.10: 140 Turn Coil above 316 Stainless Steel Edge (100 kHz) — Coil Length Parallel to Edge
FIGURE 6.10: 140 Turn Coil above 316 Stainless Steel Edge (100 kHz)
- Coil Length Perpendicular to Edge
FIGURE 6.11: Horizontal Axis Coil used for Slot Detection (100 kHz)
FIGURE 6.12: Eddy Currents Induced by a Horizontal Axis Coil in a Conducting Material (From Bowler (1988))
FIGURE 6.13: Coil Orientation Relative to a Slot in Mild Steel (100 kHz)

Two signals produced, one signal as each end of the coil crosses the slot. Coil axis perpendicular to the slot length.
FIGURE 6.14(a): R and L v Position (250 Turn Horizontal Axis Coil) - Mild Steel Specimen containing Six Slots (20 kHz)
FIGURE 6.14(b): R and L v Position (250 Turn Horizontal Axis Coil) - Aluminium Specimen containing Six Slots (20 kHz)
FIGURE 6.14(c): R and L v Position (250 Turn Horizontal Axis Coil) - Stainless Steel Specimen containing Six Slots (20 kHz)
FIGURE 6.14(d): R and L v Position (250 Turn Horizontal Axis Coil) - Stainless Steel Specimen containing Six Slots (5 kHz)
FIGURE 6.15: Ferromagnetic and Non-ferromagnetic Materials illustrated on the impedance plane
FIGURE 6.16: Horizontal Coil above a 10 mm Deep Slot in Mild Steel
- Variation of Angular Position

(a) $R$ vs Angular Position (140 Turn Air-cored Coil)

(b) $L$ vs Angular Position (140 Turn Air-cored Coil)
FIGURE 6.16: Horizontal Coil above a 10 mm Deep Slot in Mild Steel
- Variation of Angular Position
FIGURE 6.17: Horizontal Coil v Vertical Coil

(a) $\Delta R/\Omega$ v Lift-off (100 kHz)

(b) $\Delta L \times (-1)/\mu H$ v Lift-off (100 kHz)
(a) 10 mm Deep Slot in Mild Steel

(b) Six Slots in a Mild Steel Block

FIGURE 6.18: Comparison of Horizontal and Vertical Coil Orientations
FIGURE 6.19: Horizontal and Vertical Orientations
- 3 mm Deep Slit in Stainless Steel
FIGURE 6.20(a): Stainless Steel Weld Specimen 1

All dimensions in mm

A = 10 mm deep slot
B = 5 mm deep slot

PLAN

SIDE

316 Stainless Steel
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Figure 6.20(b): Stainless Steel Weld Specimen 2

- **Plan**:   
  - 2.5 mm thick
  - Two Calibration Slots 5.5 mm long
  - HAZ
  - Weld
  - Large area where weld incomplete
  - A = Weld Impurity Defect 1 (4.5 x 2)
  - B = Weld Impurity Defect 2 (5.5 mm long)
  - C = Two 5.5 mm long slits on weld centre line (perpendicular to one another)
  - D = Two 3.5 mm long slits on weld centre line (perpendicular to one another)
FIGURE 6.21: Absolute Pencil Probe Traces for 5 mm and 10 mm Deep Slots in Stainless Steel Weld Specimen 1

FIGURE 6.22: Shielded Probe Trace for 5.5 mm Long Slit in Stainless Steel Weld Specimen 2
FIGURE 6.23: 5.5 mm Long Calibration Slit in Stainless Steel
FIGURE 6.24: Weld Impurity Defect 1
FIGURE 6.25: Weld Impurity Defect 2
FIGURE 6.26: 175 Turn Air-cored Horizontal Coil used to Inspect Stainless Steel Weld Specimen 1
FIGURE 6.27: Horizontal Coil Orientation Relative to a 10 mm Deep Slot in a Stainless Steel Weld
FIGURE 6.28: Ferrite-cored Horizontal Coil - Scan over 5 mm Deep Slot in Stainless Steel Weld Specimen 1

FIGURE 6.29: Ferrite-cored Horizontal Coil - Scan Over Weld Impurity Defects in Stainless Steel Weld Specimen 2
FIGURE 6.30: Ferrite-cored Horizontal Coil - Scan Over Slits in Weld of Stainless Steel Weld Specimen 2
FIGURE 6.31: Stainless Steel Weld Specimen 2 - Weld Scan using Ferrite-cored Horizontal Coil (300 kHz)
FIGURE 6.32: Stainless Steel Weld Specimen 2 - Weld Impurity Defect 1 (300 kHz)
FIGURE 6.33: Stainless Steel Weld Specimen 2 - Weld Impurity Defect 2 (300 kHz)
FIGURE 6.34: Stainless Steel Weld Specimen 2 - 5.5 mm Long Slit (300 kHz)
FIGURE 6.34: Stainless Steel Weld Specimen 2 - 3.5 mm Long Slit (300 kHz)
Weld Trace Scan Over Slit

On Base On Weld

FIGURE 6.35: Ferrite-cored Horizontal Coil - Scan Over Fusion Line Slits in Stainless Steel Weld Specimen 1
FIGURE 7.1: Geometry for Measurement Window Analysis
FIGURE 7.2: Measurement Window Plot - $\Delta R'$ v $\nu t/\delta$
(Approximate Model, 10 kHz, 140 Turn Coil)
FIGURE 7.3: Measurement Window Plot - $\Delta R'$ vs $t/\delta$
(Burke Model, 10 kHz, 140 Turn Coil)
Measurement Window effectively extends from 

\( t/\delta \quad 0 \rightarrow 2.5 \)

Will be a small gap in Window due to Thermal Noise (negligible)

FIGURE 7.4(a): Measurement Window Plot - \( \Delta R' \) v \( t/\delta \) 
(Burke Model, 100 kHz, 140 Turn Coil)
Figure 7.4(b): Measurement Window Plot - $\Delta L'$ vs $t/\delta$

(Burke Model, 100 kHz, 140 Turn Coil)

Measurement Window effectively extends from

$t/\delta = 0 \rightarrow 2$

Small gap in Window

Edge of Window
FIGURE 7.5: $\Delta R$ v Coil Length
FIGURE 7.5: $\Delta R$ vs Coil Length

(c) 100 kHz
FIGURE 7.6: $\Delta L \times (-1)/\mu H$ v Coil Length (10 kHz)
FIGURE 7.7(a): \( \Delta R / \Omega \) vs Coil Length (100 kHz)
Burke Theory/Experiment Comparison for Different Coil Diameters
FIGURE 7.7(b): $\Delta L$ v Coil Length (100 kHz)
Burke Theory/Experiment Comparison for Different Coil Diameters
FIGURE 7.8: $\Delta R$ v Coil Diameter
Figure 7.8: $\Delta L$ vs Coil Diameter
FIGURE 7.9: Approximate Model
- Coils diameter effect on H field determination
FIGURE 7.10(a): $\Delta R$ v Coil Length (100 kHz)
Scan over a 10 mm Deep Slot in Mild Steel for Different Coil Diameters

- Both $\Delta R$ are negative, hence plot signal magnitude here.
- Wire Diameter = 0.122 mm
- Wire Diameter = 0.193 mm
FIGURE 7.10(b): $\Delta L$ vs Coil Length (100 kHz)
Scan over a 10 mm Deep Slot in Mild Steel for Different Coil Diameters
(a) \( \Delta R \) v Frequency

(b) \( \Delta L \) v Frequency

FIGURE 8.1: 140 Turn coil above 316 Stainless Steel
FIGURE 8.2: 200 Turn Coil above 316 Stainless Steel
FIGURE 8.3: 140 Turn Coil above Copper
$\frac{X_L}{X_0}$

$\Delta R$ = change in resistance

$X_L$ = inductive reactance of coil near material

$X_0$ = inductive reactance of coil in air

FIGURE 8.4: Impedance Plane Diagram to Illustrate Lift-off Variation

(140 Turn Coil above 316 Stainless Steel)
FIGURE 8.5: 140 Turn Coil above Copper on 316 Stainless Steel
FIGURE 8.6: 140 Turn Coil above Stainless Steel on Aluminium Alloy
FIGURE 8.7(a): $\Delta R$ v Thickness of Stainless Steel - Stainless Steel on Aluminium Alloy System (140 Turn Coil)
FIGURE 8.7(b): $\Delta L \times (-1)/\mu H$ vs. Thickness of Stainless Steel - Stainless Steel on Aluminium Alloy System (140 Turn Coil)
FIGURE 8.8: $\Delta R$ v Thickness of Stainless Steel - Stainless Steel on Liquid Sodium (LMFBR) System at 200°C
FIGURE 8.9(a): 140 Turn Coil above a 316 Stainless Steel Edge (100 kHz) - $\Delta R$ v Coil Position

Coil Diameter = 10 mm

- Experiment
- Approximate Model Extension
- Modified Approximate Model Extension (no eddy currents considered in side)
FIGURE 8.9(b): 140 Turn Coil above a 316 Stainless Steel Edge (100 kHz)
- ΔL v Coil Position

Coil Diameter = 10 mm

- Experiment
- Approximate Model Extension
- Modified Approximate Model Extension (no eddy currents considered in side)
Dipoles above an imperfectly conducting material

FIGURE 8.10: Tangential Magnetic Field for Vertical and Horizontal Dipoles
(Lift-off = 0.508 cm, \( \delta = 0.0508 \) cm)

\( x = \) distance from dipole in cm
FIGURE 8.11(a): Tangential Magnetic Field at Material Surface under a Very Small Horizontal Axis Coil
FIGURE 8.11(b): Tangential Magnetic Field at Material Surface Under a Very Small Vertical Axis Coil

$R = \text{distance from coil axis} \div \text{mean coil radius (}\bar{r}\text{)}$

$\bar{r} = 0.15 \text{ mm}$

Lift-off ($z_o$) = 2 mm

Peak $\frac{H_t}{I}$ expected at/near $\frac{z_o}{2} = 6.7$
FIGURE 8.12(a): Tangential Magnetic Field at Material Surface Under 103 Turn Air-cored Horizontal Coil
FIGURE 8.12(b): Tangential Magnetic Field at Material Surface Under 103 Turn Air-cored Vertical Coil

$R = \text{distance from coil axis} \div \text{mean coil radius (R)}$

$\bar{R} = 0.6617 \, \text{cm}$
FIGURE 8.13: Tangential Magnetic Field at Material Surface under a 103 Turn Air-cored Horizontal Coil
FIGURE 8.14: Eddy Current (dotted line) and Magnetic Field (solid line) Distributions for Simple Probe Geometries (From Auld et al (1982))
FIGURE 8.15: 120 Turn Air-cored Coil above a 316 Stainless Steel Block (75 kHz) - Lift-off Variation for both Coil Orientations
FIGURE 8.16: 182 Turn Vertical Axis Coil above 6.35 mm of 316 Stainless Steel on Aluminium Alloy
FIGURE 8.17: Preliminary Probe Design for Austenitic Vessel Inspection
PLATES
PLATE 5.1: HP4194A Impedance/Gain-Phase Analyser

(a horizontal axis air-cored coil is shown connected to the instrument using a test fixture)
PLATE 6.1: Hocking AV100L and an Absolute Pencil Probe
PLATE 6.2: Wayne Kerr 6425 Impedance Analyser
APPENDIX A

Approximate Theory Coefficients

This appendix contains the initial mathematical work performed on the approximate analytical model for the eddy currents in a stratified half space.

A1 Solution for the problem of a uniform half space (formulated in terms of $H$).

A2 Solution for the problem of one layer and a half space (formulated in terms of $H$).

A3 Solution for the problem of two layers and a half space (formulated in terms of $H$).

In each case the equations are solved to obtained the unknown coefficients.

A1 Consider a uniform half space

\[ H = H_0 \quad \text{at} \quad x = 0 \]
\[ H = 0 \quad \text{as} \quad x \to \infty \]

\[ H_0 = A_\infty + B_\infty \]
\[ 0 = A_\infty \]
\[ B_\infty = H_0 \]

Hence
\[ H = H_0 e^{-k_0 x} \]
Consider one layer and a half space

\[ \begin{array}{c|c|c|c}
\sigma_1 & \sigma_\infty \\
\mu_1 & \mu_\infty \\
\hline
0 & t & \to \infty
\end{array} \]

\[ x = 0 \quad H = H_0 \quad x \to \infty \quad H = 0 \]

\[ \therefore H_0 = A_1 + B_1 \quad \therefore A_\infty = 0 \]

Consider interface at \( x = t \)

\[ H_{t+} = H_{t-} \quad E_{t+} = E_{t-} \]

\[ A_1 e^{k_1 t} + B_1 e^{-k_1 t} = A_\infty e^{k_\infty t} + B_\infty e^{-k_\infty t} \quad A2.1 \]

\[ - \frac{k_1}{\sigma_1} \left[ A_1 e^{k_1 t} - B_1 e^{-k_1 t} \right] = - \frac{k_\infty}{\sigma_\infty} \left[ A_\infty e^{k_\infty t} - B_\infty e^{-k_\infty t} \right] \quad A2.2 \]

Require all coefficients.

\[ B_1 = H_0 - A_1 \]

In (A2.1)

\[ A_1 e^{k_1 t} + (H_0 - A_1) e^{-k_1 t} = B_\infty e^{-k_\infty t} \quad A2.3 \]

In (A2.2)

\[ - \frac{k_1}{\sigma_1} \left[ A_1 e^{k_1 t} - (H_0 - A_1) e^{-k_1 t} \right] = \frac{k_\infty}{\sigma_\infty} B_\infty e^{-k_\infty t} \]
Using

\[
\sinh x = \frac{e^x - e^{-x}}{2} \quad \text{and} \quad \cosh x = \frac{e^x + e^{-x}}{2}.
\]

Equate (A2.3) and (A2.4)

\[
2A_1 \sinh k_1 t + H_0 e^{-k_1 t} = -\frac{k_1}{\sigma_1 k_\infty} \left[ 2A_1 \cosh k_1 t - H_0 e^{-k_1 t} \right]
\]

\[
2A_1 \sinh k_1 t + \frac{k_1}{\sigma_1 k_\infty} 2A_1 \cosh k_1 t = \left( \frac{k_1}{\sigma_1 k_\infty} - 1 \right) H_0 e^{-k_1 t}
\]

\[
\therefore A_1 = \frac{H_0 e^{-k_1 t} \left( \frac{k_1}{\sigma_1 k_\infty} - 1 \right)}{2 \left( \sinh k_1 t + \frac{k_1}{\sigma_1 k_\infty} \cosh k_1 t \right)}
\]

\[
B_1 = H_0 - A_1
\]

\[
\therefore B_1 = H_0 - \frac{e^{-k_1 t} \left( \frac{k_1}{\sigma_1 k_\infty} - 1 \right)}{1 - \frac{2 \left( \sinh k_1 t + \frac{k_1}{\sigma_1 k_\infty} \cosh k_1 t \right)}{e^{-k_1 t} \left( \frac{k_1}{\sigma_1 k_\infty} - 1 \right)}}
\]

\[
A_1 e^{k_1 t} + B_1 e^{-k_1 t} = B_\infty e^{-k_1 t}
\]

\[
\therefore B_\infty = A_1 e^{(k_1 + k_\infty)} + B_1 e^{(k_\infty - k_1)}
\]
Consider two layers and a half space

\[ A_1 + B_1 = H_0 \]

\[ A_\infty = 0 \]

\[
\begin{align*}
A_1 e^{k_1 t_1} + B_1 e^{-k_1 t_1} &= A_2 e^{k_2 t_1} + B_2 e^{-k_2 t_1} \\
A_2 e^{k_2 t_2} + B_2 e^{-k_2 t_2} &= A_\infty e^{k_\infty t_2} + B_\infty e^{-k_\infty t_2}
\end{align*}
\]

At material surface

\[ B_1 = H_0 - A_1 \]

At \( t_1 \)

\[ A_1 e^{k_1 t_1} + (H_0 - A_1) e^{-k_1 t_1} = A_2 e^{k_2 t_1} + B_2 e^{-k_2 t_1} \]

\[ 2A_1 \sinh k_1 t_1 + H_0 e^{-k_1 t_1} = A_2 e^{k_2 t_1} + B_2 e^{-k_2 t_1} \quad \text{A3.1} \]

\[ -\frac{k_1}{\sigma_1} [A_1 e^{k_1 t_1} - (H_0 - A_1) e^{-k_1 t_1}] = -\frac{k_2}{\sigma_2} [A_2 e^{k_2 t_1} - B_2 e^{-k_2 t_1}] \]

\[ -\frac{k_1}{\sigma_1} [2A_1 \cosh k_1 t_1 - H_0 e^{-k_1 t_1}] = -\frac{k_2}{\sigma_2} [A_2 e^{k_2 t_1} - B_2 e^{-k_2 t_1}] \quad \text{A3.2} \]
At $t_2$

$$A_2 e^{k_2 t_2} + B_2 e^{-k_2 t_2} = B_\infty e^{-k_\infty t_2}$$

$$- \frac{k_2}{\sigma_2} \left( A_2 e^{k_2 t_2} - B_2 e^{-k_2 t_2} \right) = \frac{k_\infty}{\sigma_\infty} B_\infty e^{-k_\infty t_2}$$

Equate

$$B_\infty e^{-k_\infty t_2} = A_2 e^{k_2 t_2} + B_2 e^{-k_2 t_2} = - \frac{k_2}{\sigma_2} \frac{\sigma_\infty}{k_\infty} \left( A_2 e^{k_2 t_2} - B_2 e^{-k_2 t_2} \right)$$

From (A3.1)

$$\left( \frac{A_2 e^{k_2 t_1} + B_2 e^{-k_2 t_1} - H_0 e^{-k_1 t_1}}{2 \sinh k_1 t_1} \right) = A_1$$

Substitute in (A3.2)

$$- \frac{k_1}{\sigma_1} \left[ 2 \cosh k_1 t_1 \left( \frac{A_2 e^{k_2 t_1} + B_2 e^{-k_2 t_1} - H_0 e^{-k_1 t_1}}{2 \sinh k_1 t_1} \right) - H_0 e^{-k_1 t_1} \right]$$

$$= - \frac{k_2}{\sigma_2} \left[ A_2 e^{k_2 t_1} - B_2 e^{-k_2 t_1} \right]$$

Hence

$$- \frac{k_1}{\sigma_1} \left[ \coth k_1 t_1 (A_2 e^{k_2 t_1} + B_2 e^{-k_2 t_1} - H_0 e^{-k_1 t_1}) - H_0 e^{-k_1 t_1} \right]$$

$$= - \frac{k_2}{\sigma_2} \left[ A_2 e^{k_2 t_1} - B_2 e^{-k_2 t_1} \right]$$
Get $B_2$ in terms of $A_2$

$$\frac{k_1}{\sigma_1} \coth k_1 t_1 A_2 e^{k_2 t_1} - \frac{k_1}{\sigma_1} \coth k_1 t_1 B_2 e^{-k_2 t_1}$$

$$+ \frac{k_1}{\sigma_1} \coth k_1 t_1 H_0 e^{-k_1 t_1} + \frac{k_1}{\sigma_1} H_0 e^{-k_1 t_1}$$

$$= - \frac{k_2}{\sigma_2} A_2 e^{k_2 t_1} + \frac{k_2}{\sigma_2} B_2 e^{-k_2 t_1}$$

Hence

$$\frac{k_2}{\sigma_2} A_2 e^{k_2 t_1} - \frac{k_1}{\sigma_1} \coth k_1 t_1 A_2 e^{k_2 t_1} + \frac{k_1}{\sigma_1} H_0 e^{-k_1 t_1} \left[ 1 + \coth k_1 t_1 \right]$$

$$= \frac{k_2}{\sigma_2} B_2 e^{-k_2 t_1} + \frac{k_1}{\sigma_1} \coth k_1 t_1 B_2 e^{-k_2 t_1}$$

$$A_2 e^{k_2 t_1} \left( \frac{k_2}{\sigma_2} - \frac{k_1}{\sigma_1} \coth k_1 t_1 \right) + \frac{k_1}{\sigma_1} H_0 e^{-k_1 t_1} \left[ 1 + \coth k_1 t_1 \right]$$

$$\therefore B_2 = \frac{e^{-k_2 t_1} \left( \frac{k_2}{\sigma_2} + \frac{k_1}{\sigma_1} \coth k_1 t_1 \right)}{A_2 e^{k_2 t_1} \left( \frac{k_2}{\sigma_2} - \frac{k_1}{\sigma_1} \coth k_1 t_1 \right)}$$

In (A3.3)

$$A_2 e^{k_2 t_2} + \frac{k_1}{\sigma_1} H_0 e^{-k_1 t_1} \left[ 1 + \coth k_1 t_1 \right]$$

$$+ \frac{k_2}{\sigma_2} \frac{k_2}{\sigma_2} + \frac{k_1}{\sigma_1} \coth k_1 t_1 \right) e^{-k_2 t_2}$$
\[- \frac{k_2 \sigma_\infty}{\sigma_2 k_\infty} A_2 e^{k_2 t_2} \]

\[+ \frac{k_2 \sigma_\infty}{\sigma_2 k_\infty} \left[ A_2 \frac{e^{k_2 t_1}}{e^{-k_2 t_1}} \left( \frac{k_2}{\sigma_2} - \frac{k_1}{\sigma_1} \coth k_1 t_1 \right) \right] \]

\[+ \frac{k_1}{\sigma_1} H_0 \left[ 1 + \coth k_1 t_1 \right] \left( \frac{k_2}{\sigma_2} + \frac{k_1}{\sigma_1} \coth k_1 t_1 \right) e^{-k_2 t_2} \]

Hence

\[A_2 e^{k_2 t_2} + A_2 \frac{k_2 - k_1}{\sigma_2 - \sigma_1} \coth k_1 t_1 \]

\[e^{k_2 (2t_1-t_2)} \left( \frac{k_2}{\sigma_2} + \frac{k_1}{\sigma_1} \coth k_1 t_1 \right) \]

\[+ \frac{k_1}{\sigma_1} H_0 \left[ 1 + \coth k_1 t_1 \right] \left( \frac{k_2}{\sigma_2} + \frac{k_1}{\sigma_1} \coth k_1 t_1 \right) e^{k_2 (t_1-t_2)-k_1 t_1} \]

\[= - A_2 \frac{k_2 \sigma_\infty}{\sigma_2 k_\infty} e^{k_2 t_2} + A_2 \frac{k_2 \sigma_\infty}{\sigma_2 k_\infty} \left( \frac{k_2}{\sigma_2} - \frac{k_1}{\sigma_1} \coth k_1 t_1 \right) \]

\[e^{k_2 (2t_1-t_2)} \left( \frac{k_2}{\sigma_2} + \frac{k_1}{\sigma_1} \coth k_1 t_1 \right) \]
\[
\frac{k_1 k_2 \sigma_\infty}{\sigma_1 \sigma_2 k_\infty} H_0 \left[ 1 + \coth k_1 t_1 \right] + \frac{k_2}{\sigma_2} + \frac{k_1}{\sigma_1} \coth k_1 t_1 \quad e^{k_2 (t_1 - t_2) - k_1 t_1}
\]

\[x \text{ both sides by } \left( \frac{k_2}{\sigma_2} + \frac{k_1}{\sigma_1} \coth k_1 t_1 \right)\]

\[A_2 \left[ \left( \frac{k_2}{\sigma_2} + \frac{k_1}{\sigma_1} \coth k_1 t_1 \right) e^{k_2 t_2} + \left( \frac{k_2}{\sigma_2} - \frac{k_1}{\sigma_1} \coth k_1 t_1 \right) e^{k_2 (2t_1 - t_2)} \right]
\]

\[+ \frac{k_2 \sigma_\infty}{\sigma_2 k_\infty} \left( \frac{k_2}{\sigma_2} + \frac{k_1}{\sigma_1} \coth k_1 t_1 \right) e^{k_2 t_2}
\]

\[- \frac{k_2 \sigma_\infty}{\sigma_2 k_\infty} \left( \frac{k_2}{\sigma_2} - \frac{k_1}{\sigma_1} \coth k_1 t_1 \right) e^{k_2 (2t_1 - t_2)} \]

\[= e^{k_2 (t_1 - t_2) - k_1 t_1 \left[ 1 + \coth k_1 t_1 \right]} \frac{k_1}{\sigma_1} H_0 \left( \frac{k_2 \sigma_\infty}{\sigma_2 k_\infty} - 1 \right)
\]

\[\therefore A_2 = \left[ e^{k_2 (t_1 - t_2) - k_1 t_1 \left[ 1 + \coth k_1 t_1 \right]} \frac{k_1}{\sigma_1} H_0 \left( \frac{k_2 \sigma_\infty}{\sigma_2 k_\infty} - 1 \right) \right] +
\]

\[\left[ e^{k_2 t_2} \left( \frac{k_2}{\sigma_2} + \frac{k_1}{\sigma_1} \coth k_1 t_1 \right) \left( 1 + \frac{k_2 \sigma_\infty}{\sigma_2 k_\infty} \right) \right]
\]

\[+ e^{k_2 (2t_1 - t_2)} \left( \frac{k_2}{\sigma_2} - \frac{k_1}{\sigma_1} \coth k_1 t_1 \right) \left( 1 - \frac{k_2 \sigma_\infty}{\sigma_2 k_\infty} \right) \]

Hence \( B_2, A_1, B_1 \) and \( B_\infty \) can be found using the expression detailed earlier in this analysis.
APPENDIX B

This appendix contains much of the algebraic manipulation employed in the extension to the theory of Burke (1986)

B1

The components of the electric field intensity in the plane of the material (the xz plane) are obtained from

\[ E = -j \omega \text{curl } (\hat{\Gamma} \hat{y}) \]  

**B1.1**

In air

\[ E_{x \text{ air}} = -j \omega \frac{\partial \Gamma_{\text{air}}}{\partial z} \]

\[ = -j \frac{C}{2\alpha} \cos(px) \sin(sz) \left[ e^{\alpha y} + B_a e^{-\alpha y} \right] \]  

**B1.2**

\[ E_{z \text{ air}} = -j \omega \frac{\partial \Gamma_{\text{air}}}{\partial x} \]

\[ = -j \frac{C}{2\alpha} \sin(sz) \left[ -p \sin(px) \left[ e^{\alpha y} + B_a e^{-\alpha y} \right] \right] \]  

**B1.3**

where \( C = \frac{-2\mu I}{\pi} \frac{N}{t(a_2 - a_1)} \int_0^\infty ds \int_0^\infty dp \frac{e^{-\alpha d}}{\alpha} \)\n
In the layer

\[ E_{x1} = -j \omega C \frac{\cos(px)}{(\mu_r \alpha + \alpha_1)} \sin(sz) \left[ A_1 e^{\alpha_1 y} + B_1 e^{-\alpha_1 y} \right] \]  

**B1.4**
\[ E_{z1} = -j \omega C \frac{\sin (sz)}{(\mu_r \alpha + \alpha_1)} (-p) \sin (px) \left[ A_1 e^{\alpha_1 y} + B_1 e^{-\alpha_1 y} \right] \quad \text{B1.5} \]

In the half space

\[ E_{x2} = -j \omega C \frac{\cos (px)}{(\mu_r \alpha + \alpha_2)} s \cos (sz) A_2 e^{\alpha_2 y} \quad \text{B1.6} \]

\[ E_{z2} = -j \omega C \sin (sz) (-p) \sin (px) A_2 e^{\alpha_2 y} \quad \text{B1.7} \]

The components of the magnetic flux density in the plane of the material (xz plane) are obtained from

\[ B = \text{grad} \left( \frac{\partial \Gamma}{\partial y} \right) -j \omega \mu \sigma \hat{y} \quad \text{B1.8} \]

Since we are only concerned with the x and z components of the field, the \(-j \omega \mu \sigma \hat{y}\) term does not need to be considered.

In air

\[ B_{x\text{air}} = \frac{\partial^2 \Gamma_{\text{air}}}{\partial y \partial x} = \frac{C}{2\alpha} \sin (sz) (-p) \sin (px) \alpha \left[ e^{\alpha y} - B_a e^{-\alpha y} \right] \quad \text{B1.9} \]

\[ B_{z\text{air}} = \frac{\partial^2 \Gamma_{\text{air}}}{\partial y \partial z} = \frac{C}{2\alpha} \cos (px) s \cos (sz) \alpha \left[ e^{\alpha y} - B_a e^{-\alpha y} \right] \quad \text{B1.10} \]

In the layer

\[ B_{x1} = C \frac{\sin (sz)}{(\mu_r \alpha + \alpha_1)} (-p) \sin (px) \alpha_1 \left[ A_1 e^{\alpha_1 y} - B_1 e^{-\alpha_1 y} \right] \quad \text{B1.11} \]

\[ B_{z1} = C \frac{\cos (px)}{(\mu_r \alpha + \alpha_1)} s \cos (sz) \alpha_1 \left[ A_1 e^{\alpha_1 y} - B_1 e^{-\alpha_1 y} \right] \quad \text{B1.12} \]
In the half space

\[ B_{x2} = C \frac{\sin(sz)}{(-p) \sin(px) \alpha_2 A_2 e^{\alpha_2 y}} \]  \hspace{1cm} \text{B1.13}

\[ B_{z2} = C \frac{\cos(px)}{(\mu_{r} \alpha + \alpha_2)} s \cos(sz) \alpha_2 A_2 e^{\alpha_2 y} \]  \hspace{1cm} \text{B1.14}
Having applied the boundary conditions at the material surface and at the layer/half space interface, the following four equations containing four unknowns are obtained.

\[
\frac{\alpha_1 (A_1 - B_1)}{(\mu_r \alpha + \alpha_1)} = \frac{1 - B_a}{2} \quad \text{B2.1}
\]

\[
\frac{A_1 + B_1}{(\mu_r \alpha + \alpha_1)} = \frac{1 + B_a}{2\alpha} \quad \text{B2.2}
\]

\[
\frac{\alpha_1 (A_1 e^{-\alpha_1 t} - B_1 e^{\alpha_1 t})}{(\mu_r \alpha + \alpha_1)} = \frac{\alpha_2 A_2 e^{-\alpha_2 t}}{(\mu_r \alpha + \alpha_2)} \quad \text{B2.3}
\]

\[
\frac{A_1 e^{-\alpha_1 t} + B_1 e^{\alpha_1 t}}{(\mu_r \alpha + \alpha_1)} = \frac{A_2 e^{-\alpha_2 t}}{(\mu_r \alpha + \alpha_2)} \quad \text{B2.4}
\]

From (B2.1)

\[
\frac{\alpha_1 (A_1 - B_1)}{(\mu_r \alpha + \alpha_1)} = \frac{1 - B_a}{2}
\]

\[
A_1 - B_1 = \frac{(1 - B_a)(\mu_r \alpha + \alpha_1)}{2\alpha_1}
\]

\[
:\ A_1 = \frac{(1 - B_a)(\mu_r \alpha + \alpha_1)}{2\alpha_1} + B_1 \quad \text{B2.1a}
\]

From (B2.2)

\[
B_a = \frac{2\alpha (A_1 + B_1)}{(\mu_r \alpha + \alpha_1)} - 1 \quad \text{B2.2a}
\]
Taking (B2.4) away from (B2.3) leads to

\[
\frac{\alpha_1 (A_1 e^{-\alpha_1 t} - B_1 e^{\alpha_1 t})}{(\mu_r \alpha + \alpha_1)} - \frac{(A_1 e^{-\alpha_1 t} + B_1 e^{\alpha_1 t})}{(\mu_r \alpha + \alpha_1)} = (\alpha_2 - 1) \frac{A_2 e^{-\alpha_2 t}}{(\mu_r \alpha + \alpha_2)}
\]

From (B2.5) we get

\[
\frac{\alpha_1 (A_1 e^{-\alpha_1 t} - B_1 e^{\alpha_1 t})}{\alpha_2 (\mu_r \alpha + \alpha_1)} = \frac{(A_1 e^{-\alpha_1 t} + B_1 e^{\alpha_1 t})}{(\mu_r \alpha + \alpha_1)} = 0
\]

Hence by substituting for \( B_a \) (ie, (B2.2b) in (B2.1b)) we can get an expression for \( B_1 \)}
\[ B_1 e^{2\alpha_1 t} \frac{[\alpha_2 + \alpha_1]}{[\alpha_1 - \alpha_2]} = \left\{ \left( \frac{\mu_r (\alpha + \alpha_1)}{2\alpha_1} \right) x \right\} \]

\[
\left[ 1 - \left( \frac{2\mu B_1 + 2\alpha B_1 e^{2\alpha_1 t} \frac{[\alpha_2 + \alpha_1]}{[\alpha_1 - \alpha_2]}}{\mu_r (\alpha + \alpha_1)} - 1 \right) \right] + B_1
\]

\[ B_1 = \frac{\left( \frac{\mu_r (\alpha + \alpha_1)}{\alpha_1 - \alpha_2} \right) \left( \alpha_2 + \alpha_1 \right)}{e^{2\alpha_1 t} [\alpha_2 + \alpha_1] [\alpha_1 + \alpha] + [\alpha_1 - \alpha_2] [\alpha - \alpha_1]} \]  

B.7

By substituting for \( B_1 \) (ie, (B2.7) in (B2.6)) we get

\[ A_1 = \frac{\left( \frac{\mu_r (\alpha + \alpha_1)}{\alpha_1 - \alpha_2} \right) e^{2\alpha_1 t} [\alpha_2 + \alpha_1]}{e^{2\alpha_1 t} [\alpha_2 + \alpha_1] [\alpha_1 + \alpha] + [\alpha_1 - \alpha_2] [\alpha - \alpha_1]} \]  

B.8

\[ B_a \text{ can be determined by substituting for } A_1 \text{ and } B_1 \text{ in (B2.2a)} \]

\[ \frac{1}{\alpha} \left( e^{2\alpha_1 t} [\alpha_2 + \alpha_1] + [\alpha_1 - \alpha_2] \right) \]

\[ B_a = \frac{1}{e^{2\alpha_1 t} [\alpha_2 + \alpha_1] [\alpha_1 + \alpha] + [\alpha_1 - \alpha_2] [\alpha - \alpha_1]} - 1 \]  

B.9

Finally, using (B2.4) and substituting for \( A_1 \) and \( B_1 \) we can get \( A_2 \)

\[ A_2 = \frac{\left( \frac{\mu_r (\alpha + \alpha_2)}{\alpha_1 + \alpha_1} \right)}{\left( \frac{\mu_r (\alpha + \alpha_1)}{\alpha_1 + \alpha_1} \right) e^{-\alpha_2 t} \left( A_1 e^{-\alpha_1 t} + B_1 e^{\alpha_1 t} \right)} \]

\[ A_2 = \frac{\left( \frac{\mu_r (\alpha + \alpha_2)}{\alpha_1 + \alpha_1} \right) e^{2\alpha_1 t} 2\alpha_1 e^{\alpha_1 t}}{e^{2\alpha_1 t} [\alpha_2 + \alpha_1] [\alpha_1 + \alpha] + [\alpha_1 - \alpha_2] [\alpha - \alpha_1]} \]  

B.10

\[ A_1, B_1, A_2 \text{ and } B_a \text{ are the coefficients for the one layer on a half space case.} \]
The $\Delta Z$ reciprocity relation used to determine $\Delta Z$ is given as

$$
\Delta Z = \frac{1}{I^2} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dz \left( \hat{n} \times E^S \cdot H - \hat{n} \times E \cdot H^S \right)
$$

B3.1

In order to evaluate the expression we use

$$
(\hat{n} \times E^S \cdot H - \hat{n} \times E \cdot H^S)
$$

$$
= (E_x^S H_x + E_x^S H_z) - (E_x^S H_x + E_x^S H_z)
$$

B3.2

since $\hat{n} = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}$

By substituting for the components of the electromagnetic fields we get

$$
(E_x^S H_x + E_x^S H_z) - (E_x^S H_x + E_x^S H_z) =
$$

\[
\begin{pmatrix}
-j \omega \frac{C}{2\alpha} \sin (sz) \left(-p\right) \sin (px) \left(e^{\alpha Y} + B_a e^{-\alpha Y}\right) \\
-j \omega \frac{C}{2\alpha} \cos (px) s \cos (sz) \left(e^{\alpha Y} + B_a e^{-\alpha Y}\right) \\
+j \omega \frac{C}{2\alpha} \left(\mu \left(\mu_r \alpha + \alpha_1\right) \left(-p\right) \sin (px) \alpha_1 \left(A_1 e^{\alpha_1 Y} - B_1 e^{-\alpha_1 Y}\right) + \left(-j\right) \cos (px) s \cos (sz) \left(e^{\alpha_1 Y} + B_a e^{-\alpha_1 Y}\right) \right)
\end{pmatrix}
\]
By recognising that

$$\int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dz (p^2 \sin^2(sz) \sin^2(px) + s^2 \cos^2(px) \cos^2(sz)) = \pi^2 \alpha^2$$

when inverse Fourier Transforms are taken, we get

$$\int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dz (\hat{n} \times E^S \cdot H - \hat{n} \times E \cdot H^S)$$

$$= \left( -j \omega \frac{C^2}{2\alpha \mu} \left( \mu_r \alpha + \alpha_1 \right) (e^{\alpha Y} + B_a e^{-\alpha Y}) \alpha_1 (A_1 e^{\alpha_1 Y} - B_1 e^{-\alpha_1 Y}) \right)$$

$$- \left( -j \omega \frac{C^2}{2\alpha \mu} \left( \mu_r \alpha + \alpha_1 \right) (A_1 e^{\alpha_1 Y} + B_1 e^{-\alpha_1 Y}) \alpha (e^{\alpha Y} - B_a e^{-\alpha Y}) \right)$$

$$= \frac{4 \mu^2 \mu_r^2}{\pi^2} \frac{N^2}{t^2(a_2 - a_1)^2} \int_{0}^{\infty} ds \frac{M^2}{s^6} (\sigma_1, \sigma_2) \sin^2(st)$$

$$x \int_{0}^{\infty} dp \frac{e^{-2\alpha d}}{\alpha^2} \frac{(-j) \omega}{2\alpha \mu} \left( \mu_r \alpha + \alpha_1 \right) x$$
When applying the $\Delta Z$ reciprocity relation, the source fields, $E^S$ and $H^S$, are purely the fields incident on the material surface, i.e., the field components reflected from the material surface are not required in the analysis. This essentially means that in the $\Delta Z$ expression $B_a$ is taken to be zero. This leads to the final expression for $\Delta Z$.

$$\Delta Z = z - z_{\text{air}} = -2j\omega \mu_0 \left(\frac{N}{t(a_2 - a_1)}\right)^2 x$$

$$\int_0^\infty \frac{ds}{s^6} M^2 (s a_1 , s a_2) \sin^2(st) \int_0^\infty dp \frac{e^{-2\alpha d}}{\alpha(\mu_r \alpha + \alpha_1)} x$$

$$\left[ \alpha_1 \left[ A_1 - B_1 \right] - \alpha \left[ A_1 + B_1 \right] \right]$$

The coefficients $A_1$ and $B_1$ are as given in Appendix B2.
APPENDIX C

Temperature Considerations

The aim of this analysis is to investigate, in a simple manner the temperature gradient that could be present across the primary vessel wall when the LMFBR is on shutdown and the primary vessel is being inspected. Convection will be neglected.

Consider Superphenix (Energie Nucleaire Magazine (1983)).

Primary vessel height, \( h = 19.5 \) m
Primary vessel diameter, \( 2r = 21.0 \) m

Assuming the primary vessel to be a cylinder,

the vessel volume = \( \pi r^2 h = 6754 \text{ m}^3 \)

The core is inside the primary vessel.

33.8% of the core is liquid sodium.

Core volume = 10.766 m³

\[ \therefore \text{Volume of liquid sodium in the primary vessel,} \]
\[ V = 6754 - (66.2\% \text{ of } 10.766) \]
\[ = 6747 \text{ m}^3 \]

\[ \therefore \text{At inspection the vessel contains } 6747 \text{ m}^3 \text{ of liquid sodium at } 200^\circ C. \]

This is just a first approximation. The fast reactor is essentially being modelled as a stainless steel cylinder containing liquid sodium.
II

The surface area of the vessel over which energy can be transferred,

\[ A = 2 \pi rh + 2 \pi r^2 \quad \text{C.2} \]

\[ = 1979 \text{ m}^2 \] of stainless steel

To determine the temperature difference across the primary vessel wall use the conduction equation (Waltar and Reynolds (1981)).

\[ q = k \frac{\Delta t}{b} \quad \text{C.3} \]

\( q \) = heat flux = \( Q/A \)

\( Q \) = heat transferred across the wall

\( A \) = area over which the transfer takes place

\( k \) = thermal conductivity of the wall material

\( \Delta t \) = temperature difference across the wall

\( b \) = wall thickness

To determine \( \Delta t \), an assumption needs to be made about \( Q \). Assume that \( Q \) is equivalent to a 5°C change in the liquid sodium temperature over the course of an hour. This was considered a realistic assumption.

\[ Q = m \cdot c \cdot \Delta \theta \quad \text{C.4} \]

\( m \) = mass of material

\( c \) = specific heat capacity (SHC) of material

\( \Delta \theta \) = rate of change of temperature of material

\[ \therefore Q = \rho \cdot V \cdot c \cdot \Delta \theta \quad \text{C.5} \]

\( \rho \) = density of liquid sodium = 815 kg/m³

\( c = 1.3 \text{ kJ/kg K} \)
· $Q = 9928 \text{ kW}$

$k$ varies with temperature. This is taken account of in the following expression (Waltar and Reynolds (1981)),

$$k = 9.248 + 0.01571(273 + T) \text{ W/m K}$$

Take $T = 200^\circ \text{C}$

$\therefore k = 16.68 \text{ W/m K}$

$\therefore \Delta t = 15.04^\circ \text{C}$

If we assume a linear temperature distribution across the vessel wall and an electromagnetic skin depth of 8 mm in the stainless steel, the temperature at a distance 6 from the inert gas side = $187.37^\circ \text{C}$
Hence across the skin depth we have a temperature change of 2.41°C. This is a small change in temperature but it does signify a small conductivity change across the skin depth. The effect of this conductivity gradient needs to be investigated further, but based on a knowledge of the eddy current technique, it would be expected that this temperature difference across the vessel wall could be considered negligible and thus have no effect on the successful performance of the eddy current test.