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1. Introduction

1.1 
Current and newly emerging insights and technologies arising from research in brain sciences increase 
capabilities to access, assess and affect thought, emotion and behaviour. While much of this research 
and development is directed towards clinical use, it also has applications in other settings, notably in 
the political, security,1 intelligence and military (PSIM) domains. This is often referred to in terms of 
‘Dual Use’.2 Many of these potential uses raise important social and ethical questions which demand 
the attention of all those involved in the research, administration, management and regulation of 
neuroscience research and related technological developments, including those in information and 
communication technologies and robotics. 

1.2 
For this reason, the Ethics and Society division of the Human Brain Project undertook research, organi-
zed a series of consultations, webinars, workshops and surveys with citizens, experts, scientists and 
engineers and other stakeholders, and developed a number of scoping reports to identify current and 
potential applications of brain research and brain inspired technologies in the above-mentioned do-
mains and to analyse their social and ethical implications. In these activities, we explored the strengt-
hs and weaknesses of existing definitions of dual use, undertook conceptual clarification of the issues 
involved, described the scope of existing regulation in the EU and elsewhere and identified key ambi-
guities in those regulations and guidelines, including the undertakings that researchers are required 
to make before receiving EC funding. These reports form the basis of this Opinion and its recommen-
dations to the Human Brain Project, to the wider neuroscience and ICT community, to authorities 
and industry concerned with political, security, intelligence and military research and development in 
neuroscience, neurotechnology and brain ICT, and to EU member states and the European Union.

1.3 
In regulations concerning EU funding of research, it has been conventional to define ‘dual use’ as the 
military use of technologies developed for civilian purposes and to specify that such funding can only 
be provided for research with exclusively civil applications.3 A further set of regulations concern the 
question of ‘misuse’, and requires applicants for research funding, and evaluators of research pro-
posals to consider the potential of the research for ‘misuse’, by which is meant “research involving 
or generating materials, methods, technologies or knowledge that could be misused for unethical 
purposes” despite the benign intentions of the researchers.4 A third set of regulations concern export 

1 	 By ‘security’ in this Opinion, we do not refer to all the many dimensions of now often encompassed by this term, 	
	 for example ecological security and civil disaster management, but to the activities of the security apparatus 

	 designed to protect a nation again perceived internal threats arising from civil disobedience, terrorism, and 
	 associated risks, using technologies including surveillance and intelligence gathering,, interrogation and 
	 pre-emptive incapacitation.
2	 Of course, dual use, in the sense of deployment of research and technologies for purposes other than those 
	 intended by the initial researchers or developers, is endemic in technology innovation,
3	 http://ec.europa.eu/research/participants/data/ref/h2020/other/hi/guide_research-civil-apps_en.pdf. 
4	 https://ec.europa.eu/research/participants/portal/doc/call/h2020/h2020-drs-2015/1645162-explanatory_note_	

	 on_potential_misuse_of_research_en.pdf 

http://ec.europa.eu/research/participants/data/ref/h2020/other/hi/guide_research-civil-apps_en.pdf
https://ec.europa.eu/research/participants/portal/doc/call/h2020/h2020-drs-2015/1645162-explanatory_note_on_potential_misuse_of_research_en.pdf
https://ec.europa.eu/research/participants/portal/doc/call/h2020/h2020-drs-2015/1645162-explanatory_note_on_potential_misuse_of_research_en.pdf
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controls upon items with a potential for ‘dual use’; these controls are placed on the export of items 
outside the territory of the EU if it is believed they may be used in connection with a biological, 
chemical, nuclear weapons or ballistic missile weapons programme, in violation of an arms embargo 
in contravention of UN treaties and other legislation.5 

1.4 
Other organizations, for example the World Health Organization6 and the US National Institutes of 
Health7 focus on ‘dual use research of concern’, combining questions of dual use and misuse. Thus for 
the US NIH, dual use research of concern is “life sciences research that, based on current understand-
ing, can be reasonably anticipated to provide knowledge, information, products, or technologies that 
could be directly misapplied to pose a significant threat with broad potential consequences to public 
health and safety, agricultural crops and other plants, animals, the environment, materiel, or national 
security.”8 However, concerns will not always be related to ‘misapplication’, and the classification of a 
piece of research as ‘of concern’ will always be a matter of judgement subject to dispute. Hence it is 
not self-evident who should be empowered to make such a decision, how they should make such a 
decision, and with what consequences.

1.5 
In this Opinion, we suggest that we can increase our ability to identify which programmes and proj-
ects of research, development and innovation are ‘of concern’ by applying the principles of Respon-
sible Research and Innovation (RRI) to the concept of ‘dual use’ and distinguishing between ‘respon-
sible’ and ‘irresponsible’ systems of research and technological development. We therefore use the 
term ‘dual use research of concern’ (DURC) to refer to neuroscience research and technological inno-
vations, and brain inspired developments in information and communication technologies, for use in 
the political, security, intelligence and military domains, which are either directly of concern because 
of their potential for use in ways that threaten the peace, health, safety, security and well-being of 
citizens, or are undertaken without responsible regard to such potential uses.9

1.6 
We focus here on those brain inspired neuro- and ICT technologies that are already in use or in ad-
vanced stages of development, for example, in warfighter ‘enhancement’, intelligence gathering, im-
age analysis, threat detection, deception detection, manipulation of emotional states, incapacitation 
of adversaries, and the development of autonomous or semi-autonomous weapons, or weapon-

5	 These controls largely operate through a ‘control list’ of excluded items: http://ec.europa.eu/trade/import-and-	
	 export-rules/export-from-eu/dual-use-controls/index_en.htm. 

6	 http://www.who.int/csr/durc/en/ 
7	 https://osp.od.nih.gov/biotechnology/dual-use-research-of-concern/  
8	 https://osp.od.nih.gov/biotechnology/dual-use-research-of-concern/
9	 There are, of course, other potential uses of concern, and other potential misuses of such research, but we do not 	

	 discuss these in this Opinion.

http://ec.europa.eu/trade/import-and-export-rules/export-from-eu/dual-use-controls/index_en.htm
http://ec.europa.eu/trade/import-and-export-rules/export-from-eu/dual-use-controls/index_en.htm
http://www.who.int/csr/durc/en/
https://osp.od.nih.gov/biotechnology/dual-use-research-of-concern/
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ized robots using artificial intelligence technologies and machine learning algorithms for target de-
tection and elimination.10 It is also important to note that some of these technologies are ‘of concern’ 
because they pose threats to the health, safety and security of those military, intelligence or security 
personnel who are required to deploy them.  These developments are already affecting training and 
deployment of military, security and intelligence personnel, reshaping intelligence and surveillance 
activities, being used in control of terrorist incidents and civil unrest, being implemented in the bat-
tlefield of the present, being developed by non-State actors, and underpinning imaginations and 
strategies of nation states concerning the battlefield of the future.11

2. Dual use in a changing context: defence and security in the 
European Union

2.1 
The Lisbon Treaty on European Union states, in Article 3.1, that “The Union’s aim is to promote 
peace, its values and the well-being of its peoples” and emphasizes elsewhere the centrality of the 
Union’s contribution to peace and security.12 It also commits itself to respect the principles of the 
United Nations Charter, which states, in Article 1, that the purposes of the United Nations are to 
maintain peace and security, to prevent and remove threats to peace, to supress acts of aggression, 
and to settle disputes by peaceful means. Nonetheless, Article 42 of the Treaty states that “common 
security and defence policy shall be an integral part of the common foreign and security policy. It shall 
provide the Union with an operational capacity drawing on civilian and military assets” and requires 
member states to “make civilian and military capabilities available to the Union…. Member States 
shall undertake progressively to improve their military capabilities. The Agency in the field of defence 
capabilities development, research, acquisition and armaments (hereinafter referred to as ‘the Eu-
ropean Defence Agency’) shall identify operational requirements, shall promote measures to satisfy 
those requirements, shall contribute to identifying and, where appropriate, implementing any mea-
sure needed to strengthen the industrial and technological base of the defence sector”.13  Some com-
mentators consider that, taken together, these obligations in the Lisbon Treaty produce an inescap-
able tension between the fundamental commitment of the European Union to peaceful resolution of 
conflicts and the pressure for military innovation which must draw upon scientific and technological 
innovation, including, today, innovation inspired by neuroscientific research and developments in 
information and communication technologies, and artificial intelligence. This tension sets the context 
for current dilemmas concerning dual use.

10	  We give more detailed examples later in this Opinion. 
11	  Jonathan Moreno has traced the history of the military uses of neuroscience and related psychological and neu	

	 ro-technologies, and the institutional links established between military and civilian research, up to the early years
 	 of this century. See Moreno, J. D. (2006). Mind wars: Brain research and national defense. New York: Dana Press. 	

	 On the battlefield of the future, see, for example, Latiff, R. H. (2017) Future War: Preparing for the New Global 	
	 Battlefield. Knopf. There are, of course, many more or less plausible science fiction scenarios that imagine futures

	  in which brain inspired research and artificial intelligence transforms the national and international political, 
	 security, intelligence and military environment. While this opinion focuses on the present and near future, it is
	  important to note that such imaginaries often inspire technological development in these areas.
12	 http://www.lisbon-treaty.org/wcm/the-lisbon-treaty/treaty-on-european-union-and-comments/title-1-com		

	 mon-provisions/4-article-3.html 
13	 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A12008M042 

http://www.lisbon-treaty.org/wcm/the-lisbon-treaty/treaty-on-european-union-and-comments/title-1-common-provisions/4-article-3.html
http://www.lisbon-treaty.org/wcm/the-lisbon-treaty/treaty-on-european-union-and-comments/title-1-common-provisions/4-article-3.html
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A12008M042
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2.2 
The research policy of the European Union is set out in successive Framework Programmes for Re-
search and Technological Development – funding programmes whose aim is to support and foster 
research in the European Research Area. The current Framework Programme is called ‘Horizon 2020’ 
and the Human Brain Project is a Horizon 2020 Future and Emerging Technology Flagship Project. The 
European Commission specifies that “only research and innovation activities focusing on civil appli-
cations are eligible for funding under Horizon 2020.” 14 However, in setting out which research can be 
funded, the Commission goes on to clarify that this does not prohibit collaborations with defence or 
military related organizations, or research on defence-related subjects so long as the “aims are ex-
clusively focused on civil applications”. It seeks to clarify eligibility in a note of guidance which states 
that “In order to determine whether a project or proposal meets the conditions laid down in the reg-
ulation, the objective(s) of the proposed activity have to be assessed. If the technologies/ products/ 
services concerned are intended to be used in non-military activities or aim to serve non-military 
purposes, they will be considered as having an exclusive focus on civil applications.”15 However, since 
neither the objectives, aims or intentions of researchers delimit the potential uses of their research, 
these protocols make it difficult to identify exactly which kinds of research would be ineligible for 
funding within the context of Horizon 2020. 

2.3 
Further, the European Union, in common with many other organizations, places increasing emphasis 
on ‘open science’ through its vision of ‘Open Innovation, Open Science, Open to the World’.16 In urg-
ing researchers and innovators to make not only their results but also their data freely and openly 
available to the global scientific community, unless there are very specific reasons to the contrary, 
they also make it difficult if not impossible for those undertaking research which is focussed on civil-
ian uses to prevent or restrict their data and findings being used for undesirable or irresponsible polit-
ical, security, intelligence or military purposes.

2.4 
Crucially, the context of dual use research in the EU is changing in response to growing concerns 
about terrorism, cyber-threats and potential challenges to military and defence capabilities posed by 
artificial intelligence and robotics. The European Commission launched the European Defence Fund 
in 2017, and will be offering grants for research into defence-related products and technologies, 
specifically within the areas of cybersecurity, big data, artificial intelligence, robotics and supercom-
puting. These developments demonstrate an increasing need to define the relationship between the 
EC’s civil research funding through its successive Framework Programmes and its emerging funding 
programmes for research with military, security and defence applications, especially as they apply to 
neurobiological research and brain inspired technologies.  

14	 http://ec.europa.eu/research/participants/data/ref/h2020/other/hi/guide_research-civil-apps_en.pdf 
15	 https://ec.europa.eu/research/participants/portal/doc/call/h2020/h2020-bes-2015/1645164-explanatory_note_	

	 on_exclusive_focus_on_civil_applications_en.pdf
16	 https://ec.europa.eu/digital-single-market/en/news/open-innovation-open-science-open-world-vision-europe 

http://ec.europa.eu/research/participants/data/ref/h2020/other/hi/guide_research-civil-apps_en.pdf
https://ec.europa.eu/research/participants/portal/doc/call/h2020/h2020-bes-2015/1645164-explanatory_note_on_exclusive_focus_on_civil_applications_en.pdf
https://ec.europa.eu/research/participants/portal/doc/call/h2020/h2020-bes-2015/1645164-explanatory_note_on_exclusive_focus_on_civil_applications_en.pdf
https://ec.europa.eu/digital-single-market/en/news/open-innovation-open-science-open-world-vision-europe
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2.5 
Since the Second World War, the research and technological developments with which we are con-
cerned in this Opinion are increasingly being undertaken by commercial companies. Such private 
corporations undertake their own research, but also make use of publically funded and openly avail-
able research. Products embodying such research are then sold to State and non-State actors. This 
military-industrial complex, made famous through the the farewell address of President Dwight D. 
Eisenhower in January 1961,17 is undoubtedly most highly developed in the United States,18 but mili-
tary-commercial relations of this sort are present in all advanced industrial societies. Military, security 
and intelligence organizations sometimes simply ‘harvest’ commercial technologies and adapt them 
for their own purposes,19 but more substantively, most national security and defence agencies depend 
for many of their capabilities on the procurement of key elements of their technological requirements 
from commercial organizations.20 In the context of a pervasive technological arms race, companies 
seek commercial gain by developing the most advanced technological products that will attract such 
military, security and defence contracts. Many of these products already embody innovations inspired 
by neuroscientific research, and those based on research in information and communication technol-
ogies, robotics and artificial intelligence.21 These powerful commercial drivers create complex chal-
lenges for policies and practices to regulate the use of neuroscience research and neurotechnological 
innovation for political, security, intelligence and military purposes. 

3. Responsible Dual Use

3.1 
Through its social and ethical research, public engagement and ethics management, the Ethics and 
Society division promotes Responsible Research and Innovation (RRI) practices within the HBP. In 
the 2014 Rome Declaration on Responsible Research and Innovation in Europe, RRI is defined as an 
“on-going process of aligning research and innovation to the values, needs and expectations of soci-
ety”;22 in the HBP, the AREA framework - Anticipate, Reflect, Engage and Act - is used to help imple-
ment RRI in relation to emerging social and ethical concerns. 23 Responsibility, here, does not simply 
refer to responsible conduct by individuals, which is established by professional codes of ethics, and 
by regulations requiring ethical approval of research by relevant ethics committees, and a framework 
of laws and regulations surrounding different kinds of scientific research: in the HBP, this aspect of RRI 
is overseen by an apparatus of ethics management. More broadly, in the context of RRI, responsibility 

17 	 https://en.wikisource.org/wiki/Eisenhower%27s_farewell_address_(press_copy) 
18	 While the US Department of Defence spending on commercial procurement has declined from its peak in 2007, it 	

	 still amounted to almost $50b in the 2016 fiscal year: https://www.gao.gov/assets/690/685875.pdf
19	  See, for example, https://www.militaryaerospace.com/articles/print/volume-27/issue-10/special-report/how-mil	

	 itary-harvests-technology-from-commercial-industry.html
20	 For the procurement activities of the UK’s Ministry of Defence, see https://www.contracts.mod.uk/supplying-de	

	 fence/procurement-at-mod/. 
21 	 For example, the Israeli Defense Forces (IDF) make extensive use of commercially produced visual recognition 	

	 software using AI in border patrols, as shown in material published by the Israeli Defense Forces in 2016: https://	
	 www.youtube.com/watch?v=iHGN7q1E3MA.

22	 Rome Declaration. (2014). Rome Declaration on Responsible Research and Innovation in Europe: https://ec.euro	
	 pa.eu/research/swafs/pdf/rome_declaration_RRI_final_21_November.pdf

23	 This Framework has been explicitly adopted by a number of research funders, including, in the UK, the 		
	 Engineering and Physical Research Council (ERSRC): https://www.epsrc.ac.uk/research/framework/area/

https://en.wikisource.org/wiki/Eisenhower%27s_farewell_address_(press_copy)
https://www.contracts.mod.uk/supplying-defence/procurement-at-mod/
https://www.contracts.mod.uk/supplying-defence/procurement-at-mod/
https://www.youtube.com/watch?v=iHGN7q1E3MA
https://www.youtube.com/watch?v=iHGN7q1E3MA
https://ec.europa.eu/research/swafs/pdf/rome_declaration_RRI_final_21_November.pdf
https://ec.europa.eu/research/swafs/pdf/rome_declaration_RRI_final_21_November.pdf
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refers, not to fixed norms, but to processes and practices within research and development systems, 
and the extent to which they encourage or constrain the capacity of all those involved in the man-
agement and operation of research to reflect upon, anticipate and consider the potential social and 
ethical implications of their research, to encourage open discussion of these, with a view to ensuring 
that their research and development does indeed contribute to the health and well-being of citizens, 
and to peace and security.24

3.2 
There are many features of research and development organizations that can reduce their capacity 
to meet the challenge of responsibility, leading to the neglect of ethical principles, and the lack of 
precaution and foresight. These are particularly pronounced in a context where State and non-State 
actors seek to prevail over adversaries through technological superiority. These include ‘technology 
push’ – that is to say the wish to find a market need that a given novel technology might fulfil – and 
market pull – that is to say demands from potential customers for a technology that will meet their 
needs.  While these are of particular relevance in the commercial domain, they also shape publicly 
funded research in a context in which universities seek to enhance their income through the licencing 
of valuable intellectual property and the creation of ‘spin-out’ companies. Even where research is not 
explicitly directed to commercial ends, research funders increasingly demand promises of rapid im-
pact, and this can mitigate against careful and considered reflection and anticipation of the potential 
consequences of new technologies. 

3.3 
A policy of responsible innovation thus aims to introduce social and ethical reflection into innovation 
process, to mitigate systemic forces that work against responsibility, and to open up the decision 
making process at all stages to a wider range of social actors. In order to achieve this, those involved 
in the research, and in its management and direction, must be able to explain clearly and openly what 
they are doing, why they are doing it, what are the potential benefits, what are the potential risks and 
how are they to be controlled. We suggest that introducing these principles of RRI can enable us to 
clarify what might count as Dual Use Research of Concern, and thus can help underpin a framework 
for governing the relationship between brain research and development for civilian applications and 
its uses in political, security, intelligence and military domains. 

3.4 
Some scientists and ethicists take the view that any use of scientific research for military purposes is 
unethical, violating the principle that scientific research should solely be undertaken for the purposes 
of peace and well-being. They argue that even when justified in the name of defence, such research 
actually reduces the possibility of the peaceful resolution of conflicts. When articulated within an 
ethic of pacifism, such a stance is internally coherent and it is not the role of this Opinion to adjudi-
cate upon it. However, for the present and foreseeable future, armed conflicts between nations will 
endure, asymmetrical warfare between State and non-State actors is likely to increase, demands will 

24 	 Note, for example, that this approach recognises the social and ethical legitimacy of responsible research and 	
	 innovation in the domain of security and defence, provided that it does indeed contribute to peace and the 		
	 well-being of citizens. 
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continue for novel technologies to enhance internal and external security, and a powerful arms indus-
try will seek to develop and market technologically enhanced products drawing on research in neuro-
science and information and communication technologies. This Opinion seeks to set out a framework 
to promote and enhance responsibility among those involved in the research and development of 
such technologies.

3.5 
It is important to acknowledge that there are important social benefits from research and develop-
ment conducted in security, military and defence domains, but also to recognise that such develop-
ments can generate new dilemmas. Consider, for example, the Internet and GPS, which were both 
developed by the US military, the development of neuroprosthetics for war veterans, or research into 
treatments for Post-Traumatic Stress Disorder. Each has generated great social benefits, yet each can 
also be applied in ways that raise social and ethical concerns. Thus while the Internet has revolution-
ized communication, it also facilitates global surveillance of the activities of individuals without their 
consent. The development of prosthetics controlled by brain-computer interfaces also facilitates the 
control of robotic weapons from locations remote from the battlefield, which can insulate military per-
sonnel from awareness of and responsibility for the consequences of their decisions. Psycho-pharma-
ceuticals such as propranolol can aid in the treatment of post-traumatic stress disorder among war vet-
erans, but it has also been suggested that it could be used facilitate extreme methods of interrogation 
by mitigating the effects on suspects, and by reducing the consequences for interrogators, by blocking 
the reconsolidation of their traumatic memories of the events in which they have participated.

3.6 
It is also important to recognise that the identification of research ‘of concern’ is seldom straight-
forward. For example, the accuracy of targeting of weaponised drones might be increased by brain 
inspired guidance technologies, and weaponised robotic devices might be used to defend against ter-
rorist attacks; in each of these cases such technologies might lower the threshold for a decision to at-
tack adversaries, but might also minimise both military and civilian casualties. There will inevitably be 
debate about whether research and development that enables such uses is ‘of concern’; application of 
the principles of RRI does not seek to eliminate such debate but to enable it, to build capacity to reflect 
on the issues involved, and to engage researchers and other stakeholders in the decision process.

3.7 
In any event, there are no clear divisions between civilian research and military, defence or security 
research. In many universities, there is considerable interpenetration between civilian research and 
research that is funded by the security, military and intelligence sectors. This is despite the fact that 
the constitutions of universities in some countries seek to restrict research funded by, or directed 
to, the military. For example, many US Universities have policies that restrict or prohibit “classified” 
research, and some German universities have a “civil clause” that requires the university to conduct 
research exclusively for peaceful (civilian) purposes and excludes military research. However, evidence 
demonstrates that leading US and German Universities receive large sums in grants from military orga-
nizations and defense departments, despite the reservations of many of their academics.25 The same is 

25	 See, for example, Savabieasfahani, M. (2014) ‘Reflections of Academics on the Ethics of University Military 		
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certainly true in the universities of many other nation states. 

3.8 
For these reasons, simple attempts to draw a clear ethical distinction between civilian and military 
research on the basis of the aims, objectives or intentions of the researchers, or on the basis of the 
organization or institution where it is carried out, are unhelpful. It is also not always appropriate to 
draw this distinction in terms of military or civilian funding sources; for example in the US, a consider-
able proportion of the portfolio of research in the US BRAIN Initiative was channeled through the De-
fense and Allied Research Projects Agency (DARPA), on the basis that the outcomes would have major 
civilian benefits in understanding brain function, as well as potential applications in the military, rang-
ing from rehabilitation of wounded warfighters to more effective weapons systems.26 Protocols and 
regulations that do utilize such simplistic distinctions are, thus, likely to fail to prevent the problems 
that they purport to address. Challenging as it may be, it will always be necessary to use judgement 
to identify those dimensions of research and technology development that are of concern because 
they are being developed or deployed in systems, organizations and practices that mitigate against 
responsibility, that is to say, do not permit, encourage or respond effectively to consideration of their 
potential for uses that threaten the peace, security, health and well-being of citizens and societies.

4. Political, Security, Intelligence and Military Research of Concern

4.1 
In this Opinion, we focus on four domains of application of brain-inspired research and innovation 
that may raise dual use issues of concern: Political, Security, Intelligence and Military. While many 
nations are engaged in the development of such technologies, the United States remains the world 
leader in terms of publicly acknowledged investments in this area. Thus Tennison and Moreno argue 
that “during the past decade [the first decade of the twenty first century], the US national security 
establishment has come to see neuroscience as a promising and integral component of its 21st centu-
ry needs”.27 The authors estimate that DARPA invested about US$240 million for such research in the 
fiscal year of 2011,28 the Army invested around US$55 million, the Navy some US$34 million, and the 
Air Force approximately US$24 million. The US Intelligence Advanced Research Projects Activity (IAR-
PA) also funds security-related neuroscience and artificial intelligence research projects, for instance 
those seeking to understand, and access, the ways in which knowledge is represented and stored in 
the brain.29 While much information on such research and development is freely available in the US, 
it is safe to assume that analogous research and development is being pursued in many other nation 
states.

	 Research’, Class, Race and Corporate Power, 2(1), 6-10. In some countries, this interpenetration arises from 		
	 policies based on the belief that government science funding should be closely related to defense. 

26 	 https://www.darpa.mil/program/our-research/darpa-and-the-brain-initiative 
27	 Tennison, M. N. & Moreno J. D. (2012). Neuroscience, ethics, and national security: The state of the art. PLoS 	

	 Biology, 10(3), e1001289. doi:10.1371/journal.pbio.1001289
28	 An overview of current DARPA research can be found on the webpage of Dr. Justin Sanchez, Director of DARPA’s 	

	 Biological Technologies Office: http://www.darpa.mil/staff/dr-justin-sanchez. 
29 	 https://www.iarpa.gov/index.php/research-programs/neuroscience-programs-at-iarpa. 

https://www.darpa.mil/program/our-research/darpa-and-the-brain-initiative
http://www.darpa.mil/staff/dr-justin-sanchez
https://www.iarpa.gov/index.php/research-programs/neuroscience-programs-at-iarpa
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4.2 
By political uses, we refer to the use of neuroscience or neurotechnologies by state authorities to 
govern or manage the conduct of individuals, groups or populations, for example by changing or 
manipulating attitudes, beliefs, opinions, emotions or behaviour.30 Thus, for example, neuroscientific 
research on the non-conscious determinants of decisions can be used to manipulate individual choic-
es without their consent.31  Substances such as the hormone and neurotransmitter oxytocin can be 
used to inspire trust and facilitate ‘pro-social’ conduct’.32 There are many other, somewhat specula-
tive, accounts of how neuroscience research can underpin methods to covertly shape decision mak-
ing in desired directions.33

4.3 
There are also many ways in which neuroscience and neurotechnologies can be deployed in the name 
of security, that is to say in the strategies or pre-emption and preclusion that increasingly characterise 
the activities of the security apparatus in the name of protecting the nation against perceived internal 
threats arising from civil disobedience, terrorism, and associated risks. For example, in the US, IARPA 
funds projects such as Knowledge Representation in Neural Systems (KRNS), which seeks insights into 
the brain’s representation of conceptual knowledge, and Machine Intelligence from Cortical Networks 
(MICrONS), which aims to reverse-engineer the ‘algorithms of the brain’ to revolutionise machine 
learning.34 A further example in the domain of security relates to the use of neuroscientific research 
to develop ‘non-lethal’ or ‘less lethal’ nerve agents, such as ‘calmatives’, whose use is prohibited in 
warfare under various treaties, but which some consider to fall outside the scope of these treaties 
when used to control crowds of demonstrators in the name of national or homeland security.35 

30	 This was the topic of a BBC Radio series in 2011 “looking at how multinational companies and governments are 	
	 trying to alter our behaviour by exploiting new ideas about how decisions are made in the human brain: 

	 http://www.bbc.co.uk/programmes/b017mszy The well-known ‘nudge’ technologies do not, in fact, make use of 	
	 neuroscience research or neurotechnologies: Seymour, B. and Vlaev, I. (2012) ‘Can, and Should, Behavioural 		
	 Neuroscience Influence Public Policy?’, Trends in cognitive sciences, 16(9), pp. 449-451.

31	 Marcus, G. E. (2013) Political Psychology: Neuroscience, Genetics, and Politics. New York: Oxford University Press,	
	 Chapter 4.

32 	 Merolla, J. L., Burnett, G., Pyle, K. V., Ahmadi, S. and Zak, P. J. (2013) ‘Oxytocin and the Biological Basis for Interper
	 -sonal and Political Trust’, Political Behavior, 35(4), pp. 753-776. Similar compounds can also be used in the 		

	 military domais, see Bokan, S. and Orahovec, Z. (2004) ‘An Evaluation of Bioregulators/Modulators as Terrorism 	
	 and Warfare Agents’, Technology for Combating WMD Terrorism: Springer, pp. 29-40.

33	 Felsen, G. and Reiner, P. B. (2015) ‘What Can Neuroscience Contribute to the Debate over Nudging?’, Review of 	
	 Philosophy and Psychology, 6(3), pp. 469-479.

34 	 https://www.iarpa.gov/index.php/research-programs/neuroscience-programs-at-iarpa 
35	 Paragraph 9 (d) of the Chemical Weapons Convention appears to exclude “Law enforcement including domestic	

	 riot control purposes” from the provisions of the CWC. This exclusion has been strongly contested by a number 	
	 of organizations, notably The Australia Group of countries committed to fighting the spread of chemical and 

	 biological weapons: http://www.australiagroup.net/en/introduction.html. Mark Wheelis, among others, 
	 points to the fact that US research on chemical incapacitants fails to satisfy the requirement for domestic use 	

	 in riot control, as many of the projects are funded by the military, their rationale is framed in terms of military 	
	 scenarios, and means are being developed to use them in situations of war. See Wheelis, M. (2003). Nonlethal 	
	 chemical weapons: A Faustian bargain. Issues in Science and Technology, 19(3), 74-78 and Crowley, M. and Dando, 	
	 M. (2015) ‘The Use of Incapacitating Chemical Agent Weapons in Law Enforcement’, The International Journal of 	
	 Human Rights, 19(4), pp. 465-487.

https://www.iarpa.gov/index.php/research-programs/microns?%20%20%20%20option=com_content
https://www.iarpa.gov/index.php/research-programs/microns?%20%20%20%20option=com_content
http://www.bbc.co.uk/programmes/b017mszy
https://www.iarpa.gov/index.php/research-programs/neuroscience-programs-at-iarpa
http://www.australiagroup.net/en/introduction.html


13/21

4.4
Neuroscience and neurotechnologies initially devised for civilian brain research or clinical use are 
also increasingly utilized in the work of intelligence agencies.36  Brain imaging technologies are being 
employed for the purposes of detection of lies or deception in interrogation, despite the concerns of 
many layers and ethicists.37 Neurofeedback and brain-machine interfaces are being used to augment 
performance of intelligence analysts.38 Machine learning is being used to in the analysis of data from 
surveillance systems, and also to identify and apprehend individuals on suspicion that they might 
commit terrorist acts.39 Civilian researchers themselves have raised concerns about partnerships 
between commercial companies and military organizations that seek to weaponize the capacities of 
artificial intelligence.40

4.5 
There are also many military applications of contemporary developments in neuroscience and neu-
rotechnology that are already in use, and many more are in development or under consideration.41 
While there is a long history of the use of brain altering pharmaceuticals in warfare, there is consid-
erable interest in the potentials of novel psychopharmaceuticals to modulate cognitive capacities 
and emotions, for example the use of drugs such as modafinil, developed to treat sleep disorders, to 
prevent the degradation of performance arising from sleep deprivation.42 Many of the technologies 

36	 Consider, for example, the programme of research at Drexel University, supported by funds from DARPA’s 
	 Augmented Cognition Program, the Office of Naval Research (ONR) and Homeland Security, to develop NIRS, a 	

	 brain scanning technology based on near infrared spectroscopy. NIRS was originally developed for medical use, 	
	 and the non-invasive study of brain function, but because it enables the subjects to carry out tasks in a relatively 

	 normal environment it also was thought to have potential for intelligence activities, because it enables detection 
	 of patterns of brain activity in non-laboratory settings, see Bunce, S. C. et al. (2006) ‘Functional near-Infrared 
	 Spectroscopy’, Engineering in Medicine and Biology, 25(4), 54-62. 
37	 For some legal debate on the robustness of the claims for neural lie detection, see https://stanfordlawyer.law.stan	

	 ford.edu/2010/06/fmri-lie-detection-fails-its-first-hearing-on-reliability/ and, for the 2012 decision by the US Sixth 	
	 Circuit, see http://www.ca6.uscourts.gov/opinions.pdf/12a0312p-06.pdf

38	 Miranda, R.A., Casebeer, W.D., Hein, A.M., Judy, J.W., Krotkov, E.P., Laabs, T.L., Manzo, J.E., Pankratz, K.G., Pratt, 	
	 G.A., Sanchez, J.C. & Weber, D.J. (2015). DARPA-funded efforts in the development of novel brain–computer 

	 interface technologies. Journal of Neuroscience Methods, 244, 52-67.
39	 A growing Israeli industrial sector works with security agencies to produce and market such AI based surveillance 	

	 technologies, see, for example http://mangodsp.com/company-profile/; https://www.israel21c.org/top-ten-smart-	
	 surveillance-systems-from-israel-2/, including facial recognition software that can reportedly identify terrorists 	
	 based on a list of traits and features , see McFarland, M. (2016). Terrorist or Pedophile? This Start-up Says It Can 	
	 out Secrets by Analyzing Faces: https://www.washingtonpost.com/news/innovations/wp/2016/05/24/terrorist-or-	
	 pedophile-this-start-up-says-it-can-out-secrets-by-analyzing-faces/?utm_term=.056a50c11890.

40	 Thus in April 2018, thousands of Google employees wrote an open letter to the company’s chief executive 
	 demanding that Google withdraws from Project Maven, “a Pentagon pilot program that uses artificial intelligence 	

	 to interpret visual imagery in order to improve the targeting of drone strikes” and urging the company to 
	 “announce a clear policy stating that neither Google nor its contractors will ever build warfare technology”: 		

	 https://static01.nyt.com/files/2018/technology/googleletter.pdf 
	 reported in the New York Times at https://www.nytimes.com/2018/04/04/technology/google-letter-ceo-penta	

	 gon-project.html
41	 The US is at the forefront of many of these developments, many of which arise from research funded by the US 	

	 Defence and Allied Research Projects Agency (DARPA); details deemed appropriate for public knowledge can be 
	 found on the DARPA website, for example at: https://www.darpa.mil/news-events/2017-07-10 , as can the 
	 projects that DARPA supported as part of the US BRAIN initiative: https://www.darpa.mil/program/our-research/	

	 darpa-and-the-brain-initiative . 
42	 Modafinil, developed in France and approved by the US FDA in 1998 to treat narcolepsy or daytime sleepiness was 	

https://stanfordlawyer.law.stanford.edu/2010/06/fmri-lie-detection-fails-its-first-hearing-on-reliability/
https://stanfordlawyer.law.stanford.edu/2010/06/fmri-lie-detection-fails-its-first-hearing-on-reliability/
http://www.ca6.uscourts.gov/opinions.pdf/12a0312p-06.pdf
http://mangodsp.com/company-profile/
https://www.israel21c.org/top-ten-smart-surveillance-systems-from-israel-2/
https://www.israel21c.org/top-ten-smart-surveillance-systems-from-israel-2/
https://www.washingtonpost.com/news/innovations/wp/2016/05/24/terrorist-or-pedophile-this-start-up-says-it-can-out-secrets-by-analyzing-faces/?utm_term=.056a50c11890
https://www.washingtonpost.com/news/innovations/wp/2016/05/24/terrorist-or-pedophile-this-start-up-says-it-can-out-secrets-by-analyzing-faces/?utm_term=.056a50c11890
https://www.nytimes.com/2018/04/04/technology/google-letter-ceo-pentagon-project.html
https://www.nytimes.com/2018/04/04/technology/google-letter-ceo-pentagon-project.html
https://www.darpa.mil/news-events/2017-07-10
https://www.darpa.mil/program/our-research/darpa-and-the-brain-initiative
https://www.darpa.mil/program/our-research/darpa-and-the-brain-initiative
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for ‘warfighter enhancement’ have raised particular concerns.43 Developments in this domain include 
non-invasive neuromodulation to enhance threat detection,44 and the use of implanted brain-com-
puter interfaces to read and modulate neural activity. DARPA’s SUBNETS programme, announced 
in 2014 as part of the BRAIN initiative, was directed towards clinical applications, seeking “to create 
an [brain] implanted, closed-loop diagnostic and therapeutic system for treating, and possibly even 
curing, neuropsychiatric illness.”45 In 2016, in a further development with implications for warfighter 
enhancement, DARPA announced a $60M project, also part of the BRAIN initiative: the Neural Engi-
neering System Design (NESD) programme, which “aims to develop an implantable neural interface 
able to provide unprecedented signal resolution and data-transfer bandwidth between the human 
brain and the digital world. The interface would serve as a translator, converting between the electro-
chemical language used by neurons in the brain and the ones and zeros that constitute the language 
of information technology”: its aim was thus not only to ‘read’ the brain but to enable its activity to 
be digitally modulated.46 

4.6 
Research that draws on technologies developed to control prosthetic limbs, and seeks to combine 
this with artificial intelligence technologies and neural networks in the development of robots and 
autonomous weapons is particularly controversial, not least because of the risk of action being tak-
en by such autonomous agents without due deliberation about key issues of ethics, proportionality 
and consequences. These matters have been of particular concern to AI researchers, leading to the 
formation of ICRAC, an international Committee for Robot Arms Control,47 many governments have 
discussed these concerns in the meetings of the un Convention on Certain Conventional Weapons 
(CCW),48 and the United Nations has considered potential pathways to ban ‘Lethal Autonomous 
Weapons Systems’ (LAWs), especially in the context where some counties have said they will ignore 
any such ban.49 

	 identified as a molecule of military interest as early as 2001: http://www.dtic.mil/dtic/tr/fulltext/u2/p011050.pdf
43 	 See Mehlman, M., Lin, P. and Abney, K. (2013) ‘Enhanced Warfighters: A Policy Framework’, in Gross, M.L. & 		

	 Carrick, D. (eds.) Military Medical Ethics for the 21st Century. New York: Routledge, pp. 113-126.
44	 This is part of a much wider approach to warfare in the information age, in which ICT technologies integrate and 	

	 synchronise information from multiple sources, scanning and analysing the military environment, sharing that 	
	 information among all the diverse forces involved in action, to inform relevant actions either directly to those on 	
	 the ground or to those in a distant command centre: see Alberts, D. S. (2002). Information Age Transformation: 	
	 Getting to a 21st century military (revised). DTIC Document Tech. Rep.

45	 https://www.darpa.mil/program/systems-based-neurotechnology-for-emerging-therapies 
46	 http://www.darpa.mil/news-events/2015-01-19. Critics argued that this brought the fantasy of ‘mind control’ 	

	 closer to reality: https://www.sott.net/article/310846-On-the-road-to-mind-control-DARPAs-new-program-will-	
	 use-a-chip-to-connect-brains-to-computers; https://www.engadget.com/2016/01/20/darpa-wants-to-build-wet	
	 ware-so-we-can-mind-control-computers/

47	 https://www.icrac.net/ Thus in March 2018, leading AI researchers from 30 countries wrote an open letter to the 	
	 President of KAIST ( the Korea Advanced Institute of Science and Technology) – an institute which has over 50 

	 professors working on artificial intelligence – stating their intention to boycott any collaborations with KAIST until	
	 it abandons its aim of developing AI for military use, on the grounds that AI based autonomous weapons will be

	 “the third revolution in warfare” permitting it to be fought faster and at greater scale than even before, and to be 
	 used by “despots and terrorists” against innocent populations without any ethical restraints: as with other 		

	 technologies such as blinding lasers, they argued, “we can simply decide not to develop them”: https://www.cse.	
	 unsw.edu.au/~tw/ciair//kaist.html 

48	 https://www.unog.ch/80256EE600585943/(httpPages)/4F0DEF093B4860B4C1257180004B1B30?OpenDocument; 	
	 See also https://www.stopkillerrobots.org/category/un/. 

49	 https://www.un.org/disarmament/update/pathways-to-banning-fully-autonomous-weapons/ .It is reported

http://www.dtic.mil/dtic/tr/fulltext/u2/p011050.pdf
https://www.darpa.mil/program/systems-based-neurotechnology-for-emerging-therapies
http://www.darpa.mil/news-events/2015-01-19
https://www.sott.net/article/310846-On-the-road-to-mind-control-DARPAs-new-program-will-use-a-chip-to-connect-brains-to-computers
https://www.sott.net/article/310846-On-the-road-to-mind-control-DARPAs-new-program-will-use-a-chip-to-connect-brains-to-computers
https://www.engadget.com/2016/01/20/darpa-wants-to-build-wetware-so-we-can-mind-control-computers/
https://www.engadget.com/2016/01/20/darpa-wants-to-build-wetware-so-we-can-mind-control-computers/
https://emea01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.icrac.net%2F&data=01%7C01%7Cnikolas.rose%40kcl.ac.uk%7C7ff924051e5149a7a82c08d5a918fb24%7C8370cf1416f34c16b83c724071654356%7C0&sdata=p80RQlql1zltXAxxOkQw%2F4raXi0rHsTueEbcMhlGj0c%3D&reserved=0
https://www.cse.unsw.edu.au/~tw/ciair//kaist.html
https://www.cse.unsw.edu.au/~tw/ciair//kaist.html
https://www.unog.ch/80256EE600585943/(httpPages)/4F0DEF093B4860B4C1257180004B1B30?OpenDocument
https://emea01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.stopkillerrobots.org%2Fcategory%2Fun%2F&data=01%7C01%7Cnikolas.rose%40kcl.ac.uk%7C7ff924051e5149a7a82c08d5a918fb24%7C8370cf1416f34c16b83c724071654356%7C0&sdata=wJaJIx9MrE4aBmZaM1RXH3W4A87mWhO6Tc3WMHJ4AtA%3D&reserved=0
https://emea01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.un.org%2Fdisarmament%2Fupdate%2Fpathways-to-banning-fully-autonomous-weapons%2F&data=01%7C01%7Cnikolas.rose%40kcl.ac.uk%7C7ff924051e5149a7a82c08d5a918fb24%7C8370cf1416f34c16b83c724071654356%7C0&sdata=nfYVtK4KuQYBsQt%2FHMy43oIcxb0TDIZt6m189FlsOJc%3D&reserved=0
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5. Stakeholder and Citizen Views on Dual Use Research of Concern

5.1
In preparing this opinion we carried out interviews, face-to-face engagement and online in-depth 
surveys with stakeholders and citizens, in line with the aspirations of RRI to open up the research and 
innovation process to debate and discussion. Input from the consultations has influenced our analysis 
and recommendations, and we highlight below the major themes that emerged.

5.2 
Stakeholders included e.g. neuro-related industry, researchers, peace NGO’s, military academies and 
human rights actors.50 Concerns were expressed about the risks of a new arms race, based on technol-
ogies, which by their nature could be difficult control. On the other hand, some stakeholders empha-
sized that some of these technologies could enable us to reduce some of the consequences of conflict, 
for example, by avoiding collateral damages. There was a call for stronger societal influence in the 
steering of dual use related research. Some stakeholders drew attention to the contradiction between, 
on the one hand, the active use of semi-autonomous systems in current conflicts, and, on the other 
hand, simultaneous calls for strong implementation of rules of engagement. Some believed that the 
best path was to resolve this contradiction by stronger regulation of the design of the technology itself, 
while others believed that the way forward was by stronger restrictions in rules of engagement.

5.3 
Several stakeholders argued that there was a strong need for education on dual use and related ethical 
and societal considerations. Concerns were raised about the fact that curricula in research areas of 
relevance to dual use are lacking or at least very weak on these issues.51 Calls were made for the de-
velopment of concrete education programmes involving ready-made and easily accessible educational 
materials and group learning processes.

5.4 
Citizens believed there were insufficient powers available for preventing or controlling the develop-
ment of dual use technologies.52 Their concerns were about civilian use as well as dual use in political, 
security, intelligence and military domains. Most believed that the Human Brain Project should not 
allocate funds directly for dual use research, but many accepted collaboration with institutions doing 
dual use research. This reflects a sense that there was a need for stronger separation between civil 
research and dual use research. 

 	 that Russia will ignore any such ban: http://www.businessinsider.com/russia-will-ignore-un-killer-robot-ban-2017-	
	 11?r=US&IR=T&IR=T

50	 A webinar and three workshops were held with stakeholders. The first webinar and workshop is reported 		
	 at http://www.tekno.dk/wp-content/uploads/2016/04/HBP_Newsletter_DualUse_Final_01.pdf. The second 

	 workshop was internal with HBP and it not reported. The third workshop was with invited stakeholders to gain 	
	 comments to draft recommendations and not reported.

51	 We base this on stakeholder expressions only and have not attempted to analyse for the existing of such materials 	
	 or programmes.

52	 See: Face-to-face workshops: http://hbp.tekno.dk/wp-content/uploads/2018/03/Synthesis-Report-of-Citizen-Workshops.pdf
	 Online consultations: http://hbp.tekno.dk/wp-content/uploads/2018/03/Citizens-View-on-Neuroscience-and-Dual-Use-Online-Consultation.pdf

https://emea01.safelinks.protection.outlook.com/?url=http%3A%2F%2Fwww.businessinsider.com%2Frussia-will-ignore-un-killer-robot-ban-2017-11%3Fr%3DUS%26IR%3DT%26IR%3DT&data=01%7C01%7Cnikolas.rose%40kcl.ac.uk%7C7ff924051e5149a7a82c08d5a918fb24%7C8370cf1416f34c16b83c724071654356%7C0&sdata=ctEXYuAR1p%2FenFTgEu2WV9OznC7OavjDYWLXxvpNe2s%3D&reserved=0
https://emea01.safelinks.protection.outlook.com/?url=http%3A%2F%2Fwww.businessinsider.com%2Frussia-will-ignore-un-killer-robot-ban-2017-11%3Fr%3DUS%26IR%3DT%26IR%3DT&data=01%7C01%7Cnikolas.rose%40kcl.ac.uk%7C7ff924051e5149a7a82c08d5a918fb24%7C8370cf1416f34c16b83c724071654356%7C0&sdata=ctEXYuAR1p%2FenFTgEu2WV9OznC7OavjDYWLXxvpNe2s%3D&reserved=0
https://emea01.safelinks.protection.outlook.com/?url=http%3A%2F%2Fwww.tekno.dk%2Fwp-content%2Fuploads%2F2016%2F04%2FHBP_Newsletter_DualUse_Final_01.pdf&data=01%7C01%7Cnikolas.rose%40kcl.ac.uk%7C7ff924051e5149a7a82c08d5a918fb24%7C8370cf1416f34c16b83c724071654356%7C0&sdata=NXIwv1y2ri1ElepBHmYUHF1l9YGH7erOjIFtC%2Fukeus%3D&reserved=0
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5.5 
When citizens were asked to consider three areas in which neuroscience and neurotechnologies 
could be used - brain-computer interfaces, medicine and artificial intelligence – their concerns fo-
cussed on the following: changing/controlling personality, the mind and free will; increased surveil-
lance and infringement of privacy; and the risks of hacking future dual use related technologies. As 
with stakeholders, citizens supported the development of international regulation, steering and con-
trol mechanisms, concretely in terms of an EU standing committee.  A majority of their suggestions 
for change were directed towards policy-making. Despite concerns about dual use, the consultations 
revealed strong support for continued neuroscience investments, mainly because of the belief that 
these would increase options for new treatments.

6. Conclusion

6.1 
The boundaries between civilian and non-civilian uses of neuroscience and neurotechnology are in-
creasingly difficult to delineate. It is not only that the openness of scientific research makes it almost 
impossible to control its irresponsible uses, or its use by those with malign intent. It is also that it 
is increasingly difficult to disentangle the respective contributions of civilian research and research 
funded with a direct military objective in relation to military technology development and use. 

6.2 
While there are tremendous civilian benefits to advances in these fields, it is imperative to distinguish 
between the responsible and irresponsible development and deployment of neuroscience and neu-
rotechnology within the political, security, intelligence and military domains. Recognizing that such 
developments occur along a complex pathway,53 it is necessary to distinguish between appropriate 
measures at the different stages of that pathway – basic research, development of applications, pro-
cesses of adoption, regulation of uses - in order to identify those aspects that are of concern because 
of inadequate consideration of their potential for uses that threaten the peace, security and well-be-
ing of citizens, including the well-being of military, intelligence and security personnel themselves, 
and hence that require special attention or regulation. 

6.3 
The requirement in existing European Commission Framework Programme funding for an ‘exclusive 
focus on civilian applications’ thus needs to be considered in light of the potential of many innova-
tions in neuroscience and ICT to be developed or deployed within political, security, intelligence or 
military domains. Hence, there is a need to re-examine the relationship between civil and military 
research funded by the European Union and its agencies, recognizing that this distinction does not 
adequately identify those kinds of research and innovation that potentially raise dual use concerns as 
defined in this Opinion and therefore should be the subject of particular scrutiny.

53	  For one attempt to address this, see Douglas, T. (2014). The dual-use problem, scientific isolationism and the 	
	 division of moral labour. Monash Bioethics Review, 32 (1-2), 86-1-5.
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6.4 
We consider that these issues require ongoing attention, not only within the Human Brain Project 
itself, but also in the European Union – both member states, Commission and European Parliament - 
and in the wider neuroscience and ICT community. Our recommendations are proposed to that end.

7. Recommendations for the Human Brain Project

We note that, in the light of the issues discussed in this Opinion, the Human Brain Project Governan-
ce Bodies has mandated Subproject 12 (Ethics and Society) to lead an HBP Working Group to develop 
an action plan on Dual Use, for approval by the Governance Bodies, and for implementation during 
and after the HBP project period. The Working Group is mandated to engage with the European 
Commission, with other relevant expert and stakeholder groups and with the public, and to propose 
actions to the Human Brain Project and other stakeholder groups on the following recommendations.

7.1 
We recommend that the Human Brain Project evaluates the potential implications for dual use re-
search of concern of the HBP programme as a whole as well as examining its individual components. 
That is to say we recommend the examination of whether, taken together, individual elements of 
the HBP that have no obvious dual-use implications on their own may present dual-use concerns in 
combination with others. 

a.	 We recommend that this be a key role for the Ethics Rapporteurs in each Sub-Project, and 
hence that the Co-Design Projects should also engage in the Ethics Rapporteur process.

b.	 We recommend that appropriate mechanisms for ongoing periodic review should be im-
plemented.

7.2
We recommend that all those accessing and using the Human Brain Project platforms, as a condition 
of access, must: 

a.	 explicitly affirm their commitment to the principles of responsible research and innovation 
in their research, and their commitment to ensure, to the best of their abilities, that their 
work will not be used in ways that threaten the peace, security, health and well-being of 
citizens, through signature to a statement of intent or functional equivalent.

b.	 explicate such ethical intent in a formal statement to be included on publications and pro-
posals of scientific work.

7.3
We recommend that the Human Brain Project gives careful consideration to the potential political, 
security, intelligence and military uses of concern arising from Pre-Commercial Procurement from 
private companies and ensures that such private contractors are required to put in place transparent 
and auditable processes of ethical governance, demonstrating a commitment to the principles of re-
sponsible research and innovation as it applies to dual use research of concern, and to confirm their 
adherence by establishing a formal policy.
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7.4 
We recommend that, in the light of considerations of dual use research of concern, the Human Brain 
Project Science and Infrastructure Board considers:

a.	 whether and on which conditions to partner with institutions and projects that receive mil-
itary funding, so as to ensure that any research funded by the HBP does not contribute to 
dual use research of concern.

b.	 whether and on which conditions to provide platform access to individuals or institutions 
with funding or other ties to defence agencies

7.5 
We recommend that the Human Brain Project develops an educational programme concerning the 
political, security, intelligence and military uses of brain inspired research and development:

a.	 that provides ongoing seminars/symposia, webinars, publications, and online informational 
material addressing the potential irresponsible uses of HBP research in political, security, 
intelligence and military domains

b.	 that directs this educational material to all HBP researchers as well as members of the pub-
lic, governmental agencies, policy makers, regulators, research funders, etc. 

c.	 that establishes requirements that any/all HBP research personnel participate in these edu-
cational activities on a defined, regular basis.

8. Recommendations for the European Union

8.1 
We recommend that the European Commission extends its policies on dual use research, beyond a 
focus on the aims, objectives and intentions of the researchers, to ensure that adequate processes 
are established across the research and development pathways for proper and transparent conside-
ration and effective mitigation of the risks that may be posed to the peace, security and well-being of 
citizens, including the well-being of military, intelligence and security personnel themselves. 

8.2 
We recommend that the European Commission addresses the tension between the policy of ‘Open 
Innovation, Open Science, Open to the World’ and the need to regulate and restrict dual use research 
of concern. 

8.3 
We recommend that future large-scale Future and Emerging Technology Flagship projects and the 
mission-oriented elements of Framework Programme 9 should include specific activities to ensure 
RRI and ethical governance, including assessment of potential dual use research of concern.
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8.4 
We recommend that dual use research of concern becomes a research theme in EU research pro-
grammes, an element in the RRI cross-cutting issues and in sub-programmes such as the Horizon 
2020 Science with and for Society (SwafS) programme.

8.5 
Given that there are a number of active conventions and treaties in this area, we recommend that 
the EC should ensure that all Framework Programme partner countries are signatories of all relevant 
international treaties and conventions, have ratified them, and are in compliance.

8.6 
In order to address these issues as they arise in the present and the near future, we recommend 
that the European Commission should establish a Standing Committee or High Level Advisory Board, 
which has a multi-actor composition, to have oversight of all EC funded research with political, securi-
ty, intelligence and military potentials, to review the existing regulations in the light of the issues ra-
ised in this Opinion, and to report to the Commission and to Parliament on these issues, formulating 
recommendations concerning future EC funding and related issues as appropriate. 

9. Recommendations for Other Social Actors

9.1 
In a context in which the lines between law enforcement and national security are increasingly blu-
rred, we recommend that work is undertaken by relevant international bodies to refine and extend 
existing treaties such as the Biological Toxins and Weapons Convention and the Chemical Weapons 
Convention, to remove the ambiguity over the ‘domestic’ use of ‘calmatives’ and ‘less-lethal’ agents, 
and to address issues raised by novel methods such as gene editing that may enable the weaponizati-
on of neurobiology. 

9.2 
We recommend that all higher education training and post-university professional training of neuro-
scientists and neurotechnology engineers, including researchers in robotics and artificial intelligence, 
should be required to include education in the social and ethical issues raised by their work, including 
questions of dual use.54

9.3 
We recommend that universities and other organizations engaged in neuroscientific and neurote-
chnological and neurorobotics research, including those funded from military and defence sources, 
establish policies for self-regulation in relation to dual use research of concern and related processes 

54	 In this, we concur with the recommendations of the UK’s Royal Society among others: Royal Society (2012). 
	 Neuroscience, conflict and security: Brain waves module 3. London: The Royal Society.
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for technology assessment, together with transparent processes of ethical governance, including the 
education of managers and researchers on the principles of Responsible Research and Innovation, 
the screening and monitoring of research and development and the mitigation of dual use issues of 
concern as and when they arise.55

9.4 
We recommend that industry and corporations involved in artificial intelligence, machine learning 
and autonomous intelligent systems establish ethical review or oversight panels as part of transpa-
rent processes of ethical governance, and seek to build on existing developments to raise capacity for 
ethical awareness among their researchers.56

55	 In this, we concur with a number of US reports on dual use: e.g. Chameau, J. L., Ballhaus, W. F., & Lin, H. S. (2014).
	 Emerging and readily available technologies and national security: A framework for addressing ethical, legal, and
	 societal issues. DC: National Academies Press.
56	 In this, we support the activities of civilian researchers in information and communication technology, noted 	

	 above, who are raising concerns about the security uses of machine learning and the weaponization of AI and 	
	 robotics. We also concur with efforts of a number of Industry bodies, such as The IEEE Global Initiative on Ethics of 	
	 Autonomous and Intelligent Systems: as The IEEE Global Initiative on Ethics of Autonomous and Intelligent Sys	
	 tems: https://standards.ieee.org/develop/indconn/ec/autonomous_systems.html, and the Future of Life Institute: 	
	 https://futureoflife.org/background/benefits-risks-of-artificial-intelligence/. 

https://standards.ieee.org/develop/indconn/ec/autonomous_systems.html
https://futureoflife.org/background/benefits-risks-of-artificial-intelligence/

