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Abstract

Conditions such as hypoxic-ischaemic encephalopathy (HIE) and perinatal arterial

ischaemic stroke (PAIS) are causes of lifelong neurodisability in a few hundred

infants born in the UK each year. Early diagnosis and treatment are key, but no

effective bedside detection and monitoring technology is available. Non-invasive,

near-infrared techniques have been explored for several decades, but progress has

been inhibited by the lack of a portable technology, and intensity measurements,

which are strongly sensitive to uncertain and variable coupling of light sources and

detector to the scalp.

A technique known as time domain diffuse optical tomography (TD-DOT) uses

measurements of photon flight times between sources and detectors placed on the

scalp. Mean flight time is largely insensitive to the coupling and variation in mean

flight time can reveal spatial variation in blood volume and oxygenation in regions

of brain sampled by the measurements. While the cost, size and high power con-

sumption of such technology have hitherto prevented development of a portable

imaging system, recent advances in silicon technology are enabling portable and

low-power TD-DOT devices to be built.

A prototype TD-DOT system is proposed and demonstrated, with the long-

term aim to design a portable system based on independent modules, each support-

ing a time-of-flight detector and a pulsed source. The operation is demonstrated

of components that can be integrated in a portable system: silicon photodetectors,

integrated circuit-based signal conditioning and time detection – built using a com-

bination of off-the-shelf components and reconfigurable hardware, standard com-

puter interfaces, and data acquisition and calibration software. The only external
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elements are a PC and a pulsed laser source. This thesis describes the design pro-

cess, and results are reported on the performance of a 2-channel system with online

histogram generation, used for phantom imaging. Possible future development of

the hardware is also discussed.



Impact Statement

UCL is one of the pioneering institutions in the field of medical optics, having con-

tributed major advances in near-infrared spectroscopy and imaging technologies for

non-invasive monitoring of brain development and injury in neonates and older in-

fants. For example, UCL has been a leader in the development of diffuse optical

tomography (DOT) systems and methods for generating images of blood volume

and oxygenation in the infant brain. These have been applied to the assessment

of infants with hypoxic-ischaemic encephalopathy (HIE) and perinatal arterial is-

chaemic stroke (PAIS), conditions that affect the distribution of cerebral oxygen

around the time of birth, and are severely underdiagnosed.

Time domain diffuse optical tomography (TD-DOT), which involves measur-

ing the flight-times of near-infrared photons through tissue, enables quantitative

maps of tissue optical properties to be produced, potentially enabling clinicians to

understand these conditions better and propose methods for monitoring and treat-

ment. Furthermore, time-domain datatypes (such as mean flight-time) are largely

immune to the uncertainty and variability in surface coupling (e.g. due to hair) that

contaminates simple intensity measurements. A new generation of silicon-based

TD-DOT devices is currently being developed to achieve more portability, afford-

ability, energy efficiency and replicability of the designs. This project contributes to

this effort by proposing and documenting two prototypes of time domain systems,

capable of measuring the times of flight of photons with a high temporal resolution

(of the order of picoseconds) exploiting state-of-the-art technology and hardware

design.

In this thesis, I explore the requirements and technical characteristics of a
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portable TD-DOT technology, and present the design methodology for a complete

electronic signal conditioning chain that detects individual photon events, obtains

their time of flight from the laser source, and builds time-of-flight histograms that

can be used for DOT image reconstruction. The focus of my design methodol-

ogy has been the use of inexpensive, commercially available components, pro-

grammable hardware, and easily portable data acquisition software to produce a

modular design that does not depend on custom silicon. A thorough documentation

ensures that the design can be easily replicated or adapted. The complete system

has been used to obtain topographical maps of tissue equivalent phantoms, and is

readily adapted as a tool for scanning human subjects. The final desk-top proto-

type presented and evaluated in the thesis can be further integrated into a more

portable form factor suitable for use in clinical environments, such as the cot-side

in a hospital or in an ambulance. I also discuss how the system can be adapted into

a distributed system form factor, consisting of multiple probes that house individual

sources, detectors and electronics for signal processing. This constitutes a step to-

wards a wearable system, a long term objective of this research. A wearable system

will allow TD-DOT to be used in more varied environments and reach new patients,

likely transforming the use of optical methods for neuroimaging.
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Chapter 1

Introduction

1.1 Aims and objectives

Neonatal Hypoxic-Ischaemic Encephalopathy (HIE) is a term for a series of condi-

tions caused by asphyxia during or immediately prior to birth. The lack of oxygen

or the alterations of blood �ow are known to present a risk to the child during and

right after birth and in some cases cause later complications in normal brain devel-

opment. PAIS (Perinatal Arterial Ischaemic Stroke) or neonatal stroke is a condition

caused by the thrombotic occlusion of cerebral arteries during delivery that com-

monly causes cerebral palsy and seizures during infancy. It is a signi�cant cause of

later dif�culties in brain development leading to slow development of speech, be-

havioural and cognitive impairment, and motor complications. The incidence rate

of HIE has been estimated as 1.3:1000 births – with some hospitals estimating it

to be as high as 8:1000 births [1], depending on the exact de�nition of HIE they

employed. The speci�c incidence rate for PAIS has been estimated as 1:2300 –

1:5000 births, which compares with a 1:5000 incidence of large artery stroke in

adults. However, the medical knowledge of these conditions, and their diagnosis

and treatments are not well developed [2]. It is known that immediate action, like

cooling, improves the outcome in the long term and that these conditions develop

in the �rst 72 hours of life, so correct and early identi�cation is essential [2, 3, 4].

One of the reasons why the clinical developments have been inhibited is the
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lack of diagnostic tools to obtain information on the infants' condition. Currently,

the only means of con�rmation for PAIS is neuroimaging, which is usually per-

formed using magnetic resonance imaging (MRI). This requires the infant to be

transferred to a specialised MRI unit, which delays the treatment, and is often not

an option for the most critically ill infants. Ultrasound scanning has been explored

as an alternative diagnostic, but in general it is insuf�ciently sensitive or has in-

adequate spatial resolution [5, 6] – although performance has improved since the

1990s and ultrasound is now considered a general practice tool for routine moni-

toring, reports still �nd that it under-diagnoses cases and MRI has to be used for

more conclusive assessment [7, 8, 9]. Other related conditions, such as perinatal

haemorrhagic stroke (PHS) or sinovenous thrombosis share the same diagnostic re-

quirements.

Near-infrared spectroscopy (NIRS) and diffuse optical tomography (DOT)

have already demonstrated some promise in the diagnosis of PAIS [10, 11, 12, 13,

14]. These modalities rely on low power light sources that shine non-ionising NIR

light through the patient's tissue, typically to reveal changes in blood volume and

blood oxygenation. DOT is safe for use on newborn infants, and involves portable

instrumentation which can be operated closer to the cot side in an intensive care

environment. DOT can be performed by measuring either the intensity of the light

(called `continuous wave' imaging), the time of �ight of individual photons (`time

domain') or the phase of modulated light (`frequency domain'). Time and frequency

domain devices offer the advantages of determining photon pathlengths, and thus

enable more quantitative measurements of physiological parameters, and of pro-

viding measurements which are independent of unknown and variable surface cou-

pling. However, despite its potential advantages, the time domain methodology has

not yet been fully validated in the clinical environment, and the associated instru-

mentation is often bulky, expensive, and requires high voltage, power consuming

electronics, such as photomultiplier tubes (PMTs). The lack of portability and the

high power consumption have so far inhibited use of the technology in environ-

ments where it could potentially make the greatest impact, such as in the back of an
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ambulance, which has in turn hindered the validation and potential interest in the

technique itself. In recent years, advances in technology have produced new opti-

cal detectors, sources, signal processing electronics and fast timing electronics in

silicon which have enabled the production of new time-domain devices that require

less power, are safer to use and �t in smaller, potentially even wearable form factors.

Commercial wearable continuous wave NIRS systems have already appeared in the

market, and miniaturized time domain systems are currently under development

[15, 16].

The primary aim of this PhD project is the development and evaluation of a

prototype portable time-domain DOT system (TD-DOT system) based on state-of-

the-art silicon technology which can measure the �ight times of photons diffusely

transmitted through tissue. One of the objectives for this project is to design a sys-

tem using silicon based technology, commercially available components and stan-

dard communication interfaces, comparing different alternatives where possible.

The system is to be affordable, easy to reproduce and maintain, and easy to modify

or recon�gureduring deployment or use. The sizes of the detector and other parts of

the system will be kept small, ensuring the system is as portable as possible, and the

voltages and power consumption will remain low to avoid any hazard to the patient.

To achieve this, silicon photomultipliers were evaluated as detectors and small com-

mercial integrated circuits were utilised for the time detection and data collection

circuits. Another objective is to design a system which is modular, i.e. consisting of

an arbitrary number of individual `tiles' which can be networked together. Ideally,

each tile would support an independent source, detector, and timing electronics.

Networking multiple tiles into an array will require a means of synchronizing them,

so that arrival times of photons emitted by a source on one tile can be measured by

a detector on a different tile. A further objective was then to exam the requirements

and components to make a scalable and interconnected system possible.
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1.2 Organisation of the thesis

Chapter 2 is dedicated to a review of the existing literature about near infrared sys-

tems. Special focus will be given to the technical developments in recent time

domain imaging systems, and to the technological trends in miniaturisation of the

components that integrate the device. Advances in wearable continuous wave sys-

tems and in integrated circuits that incorporate sources, detectors and timing cir-

cuits is also reviewed, as they inform the way time domain portable systems can be

shaped in future. The developments in implementation of time-to-digital converters

in FPGAs are also examined, including the proposals that served as basis for the

time domain system integrated in the FPGA.

Chapter 3 describes the theoretical background behind this project, explaining

the concepts used in the development of the system and the way they have informed

the design. The chapter will detail the fundamentals of biomedical optics, electronic

design and time-of-�ight detection and calibration that are key to time domain op-

tical imaging.

In chapter 4, the optical and electronic components employed in the exper-

iments and in the system design are reported, with a justi�cation for their selec-

tion. Additionally, this chapter reports on the design of a signal conditioning sys-

tem which registers the pulses received from the optical detectors, �lters the noise,

and generates electronic pulses readable by the time converter. The system devel-

opment and testing processes are described, and results of experiments to evaluate

the stability of the system are presented.

The following two chapters, 5 and 6, describe the design and testing of two

alternative time converter and histogramming systems. First, a system fully inte-

grated in a recon�gurable integrated circuit, an FPGA, with connection to a PC is

discussed. For this system, two versions of a one-channel system are described:

one with direct generation of histograms from the photon events and another based

on timestamps. Experiments are presented which characterise the linearity of the

system and its stability, and which indicate that the performance is inadequate for

imaging experiments. Second, a mixed system using a commercial integrated circuit
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is described. This system uses an external TDC7201 integrated circuit, which pro-

vides two channels to measure the time of �ight, and an FPGA to build histograms

and communicate with a PC. The read out, histogram building and communication

schemes are described for a single-channel and dual-channel system, explaining the

calibration method of the time base for a multi-channel system. The stability, linear-

ity and count rate results are discussed, giving a range of conditions where imaging

experiments can be performed. Chapter 6 presents results of imaging experiments

on tissue-equivalent phantoms.

The �nal chapter provides a summary of the work and a discussion of the

results, comparing them with other existing systems, and lays out possible future

lines of work.

The appendices provide complementary material for the thesis. Appendix A

contains schematics for circuits explained in chapter 4. Appendix B contains code

used for simulations of the systems in chapters 5 and 6. Due to its length, the full

code for the systems described in the thesis cannot be fully reproduced in print, but

it is freely available at UCL's research data catalog inhttps://figshare.com/

s/4c754a417f61a899021b. Finally, appendix C contains datasheets for the main

components used in the design.
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Project Background

2.1 Diffuse optical imaging systems for HIE and PAIS

diagnosis

The large majority of DOI systems used for brain imaging research in general have

been based on continuous wave NIRS [17], although there exist a number of pub-

lished reports of imaging of neonates using time-domain NIRS [18].

The �rst NIRS measurements in newborn infants, following experiments in

laboratory animals, were obtained in 1985 by Brazy, Darrell, Lewis, Mitnick and

Jöbsis [19], who observed changes in haemoglobin and cytochrome aa3 absorption.

Reynolds, Edwards, Wyatt and colleagues [20, 21] later obtained the �rst quantita-

tive measurements of oxygenation and haemodynamic parameters on sick newborn

infants, including changes in haemoglobin concentrations, blood volume and blood

�ow in the brain. Cope and Delpy [22] used a new 4-wavelength photon counting

system to measure changes in absorption caused by changes of haemodynamics and

the positioning of the infant. Also in 1988, Delpy and colleagues [23] published the

�rst demonstration in biological tissue of a device that recorded the time of �ight of

individual photons in order to estimate their average pathlength and quantitatively

calculate the concentration of cromophores. Chanceet al [24] would follow this in

1990 with a frequency domain system, which measures the phase of the transmitted
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light intensity. These advances opened the opportunity to many studies during the

1990s and early 2000s to obtain the values of the mean photon pathlengths and sev-

eral other optical properties of the adult and infant brains, as well as clinical studies

of haemodynamics, metabolism and functional response to visual and motor stimuli

and monitoring of the fetal brain during labour.

The team led by Dr Benaron at Stanford University recorded the �rst tomo-

graphic image of the newborn brain in the year 2000 [25], with a system that mea-

sured the time of �ight of photons between points of the head circumference of

the infant, proposed by Benaron and Hintz's team [26]. Their system used a �ex-

ible headband holding the source and detector �bres and employed a low power

laser (100 µW) and single detector, taking 2 to 6 hours to record a single static

image and limiting the source-detector separation to 50 mm. They employed a sim-

ple reconstruction algorithm that back-projected the optical properties calculated

from individual TPSFs across statistically predicted photon paths, which ignores

the three-dimensional nature of the problem and the heterogeneity of the structure

of the infant head. Despite this, this system was capable of correctly identifying in-

tracranial haemorrhage and regions of low oxygenation after acute stroke. The tech-

nical limitations were later overcome by UCL with the MONSTIR system, which

used a higher laser intensity and simultaneous acquisition for all the detector �bres,

allowing a full head scan to be performed within 10 minutes [27, 28]. The introduc-

tion of more complex reconstruction algorithms based on iterative model �tting by

Arridge et al [29] and Bluestoneet al [30], among others, opened the path to more

accurate 3D reconstruction of the images. This summary of early developments

does not intend to cover the full technical and clinical development of NIRS. More

details on the early developments of NIRS and time resolved imaging can be found

in more detail in the following reviews by Hebden and Austin [31, 32] and Schmidt

[28].

More recently, NIRS has been used in clinical studies to measure predictive

biomarkers of hypoxia or brain damage during different phases of the child devel-

opment or during intervention (surgery, positioning in the cot for observation) and
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to evaluate cerebral autoregulation. Reviews of the advances in this �eld have been

given by Greisenet al in 2011 [33], da Costaet al. in 2015 [34], or by Dixet al.

in 2017 [35]. By measuring cerebral blood saturation and comparing it to mean

blood pressure and the tissue oxygenation index (HbO2/HbT) with coherent func-

tion analysis, Wonget al [36, 37] �rst observed the lack of cerebral autoregulation

in sick infants, while Gilmoreet al [38] employed time domain analysis to describe

a new correlation index (the cerebral oximetry index) that can identify failure in

autoregulation during the critical �rst 3 days of life. Another correlation index, this

time between arterial pressure and heart rate, TOHRx, has been de�ned by Mitraet

al [39], which can be used to de�ne optimal values of mean arterial blood pressure,

to distinguish the outcome of patients, in retrospective analysis, and to potentially

obtain a real time index to inform clinicians of the status of the neonates. Other

studies have focused on the technology used for infant NIRS such as Barkeret al

[40] and Embersonet al [41], which describe the prevention and correction of mo-

tion artefacts.

The ability of NIRS to serve as a monitor of cerebral oxygenation in infants,

and to alert clinicians of changes or of clinical deterioration, are still being as-

sessed. Although no large scale investigation has been published yet, the SafeBoosC

consortium is dedicating efforts to characterise the contributions and limitations of

NIRS to monitor preterm infants during the �rst days of life [42]. Using continuous

wave brain oximeters, they have conducted a phase II randomised study with 166

neonates, which successfully evaluated the use of a cerebral oximeter to measure

oxygenation and reduce the burden of out-of-normal-range blood �ow [42, 43, 44].

The next stage, the SafeBoosC-III study, currently in progress, is aimed at assess-

ing the ef�ciency of brain oximetry combined with clinical guidelines to reduce the

risk of death or developmental problems in preterm infants up to the 36th week, and

includes over 370 babies. Another set of randomised trials, based on a continuous

wave system, was published by Pichleret al [45]. Despite discrepancies in the val-

ues in normoxia with the SafeBoosC-II publications, this also demonstrated the fea-

sibility of using cerebral regional oxygen saturation to guide intervention in infants.
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Meanwhile neonatal seizures, which correspond to episodes of low oxygenation,

have been imaged by neoLAB, a group jointly formed by researchers based at the

Rosie Hospital in Cambridge and at UCL (Leeet al [46]).

Time-domain technology has also been used for studies of the infant brain.

Ishii et al [47] and Fujiokaet al [48] used commercial systems developed by Hama-

matsu to investigate the differences in perfusion and oxygenation between normal-

term infants and those who are either preterm or small for their gestational age,

during the �rst three days of life. They conclude that time resolved measurements

can reveal signi�cant differences in blood oxygenation and other markers in chil-

dren depending on the stage of their neurodevelopment. Nakamuraet al [49] ob-

served an increase in several biomarkers (oxygen saturation or StO2 and HbT) in

infants with HIE during the �rst 24 h after birth. Ijichiet al [50], Spinelliet al [51]

– both using TD-NIRS – and Pagliazzi, Giovanellaet al [52] – with a combined

TD-NIRS and DCS instrument – have conducted experiments in neonates to assess

the optical properties of the newborn brain, yielding several databases of absorption

and scattering coef�cients, and values of DPF, blood volume and concentration and

StO2. These are in good agreement with simulations but they conclude that standard

reference values have not been obtained yet.

Recent DOT research at UCL concerning infant brain imaging includes: a

breakthrough paper by Cooperet al. [53] that identi�ed transient haemodynamic

phenomena during seizures using combined EEG and DOI; a paper by Brigadoiet

al [54] which builds a 4D atlas combining high density DOT and MRI information;

an article by Singhet alpresenting the �rst images of an infant seizure with whole-

scalp coverage combining EEG and DOT [55], and a paper by Chaliaet al [56] that

investigates the response of EEG and DOI to infant seizures.

An evaluation of the application of time domain technology for diffuse optical

imaging of the newborn brain is described in the PhD thesis of Laura Dempsey at

UCL [57], which details the use of novel data processing and probe geometries for

more ef�cient image acquisition, and reports on new �ndings on the hemispheric

symmetry of the blood volume associated with PAIS.
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Meanwhile, the BabyLux project [58], involving a network of companies, re-

search centres and universities from Spain, Italy, Germany and Denmark has pro-

duced a new device combining re�ectance TD-NIRS and diffuse correlated spec-

troscopy (DCS), with the aim of obtaining simultaneous measurement of oxygen

concentrations in blood, microperfusion and metabolism on infants. This device

has been demonstrated in preliminary studies on adults and has begun to be tested

in real-life hospital settings [52, 59].

2.1.1 Commercial TD-DOT systems

Several time domain systems have been developed and commercialised for medical

imaging research purposes. Systems available from commercial companies include

those built by PicoQuant [60] or AUREA Technology [15], and those produced

by Hamamatsu for use in mammography and brain monitoring (the TRS-10 and

TRS-20, based on PMTs, and tNIRS-1, based on cooled SiPMs) [61]. From these,

the Hamamatsu systems are the most portable, being presented in compact designs

�tting in one case, but no commercial wearable or lightweight time resolved device

has been released yet.

Despite these commercial systems, a signi�cant amount of research in the de-

velopment of TD-DOT and TD-fNIRS systems is primarily based at universities,

mainly in Europe and the United States, with almost half of the equipment dedi-

cated to research being built in-house, as estimated by Lange and Tachtsidis [18].

The most recent publications focus on establishing clinical signi�cance and on tech-

nological progress in order to make optical imaging more accessible.

2.1.2 TD-DOT systems and progress towards miniaturisation

For time domain imaging, most of the systems currently in use for research share a

common structure, being built around a picosecond-pulsed source (e.g. laser diodes,

�bre lasers, Ti:sapphire lasers, etc.) with light delivered via �bres to the patient. The

detectors used for earlier systems, such as streak cameras and PMTs, are now being

replaced by silicon based SiPMs and SPADs. The time detection has been tradi-
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tionally employed by PTAs, ICCDs and TCSPC devices, and the data processing

and image reconstruction is performed by computers that are powerful enough to

accommodate complex forward models of light propagation in the brain and solve

the corresponding inverse problems [27, 62].

University College London has pioneered the development of time domain sys-

tems for both breast imaging (having demonstrated the clinical potential of TD-

DOT for diagnosis and assessment) and imaging of the newborn infant brain, where

research is still active. UCL has produced two generations of TD-DOT devices,

known as MONSTIR (multichannel optoelectronic near-infrared system for time-

domain image reconstruction) [27] and MONSTIR II [63]. Construction of the �rst

generation MONSTIR system was completed in 1999 and was later employed to

perform studies of breast cancer detection and response to therapy [64, 65] and on

infant brain oxygenation [66, 67, 68]. This �rst system consisted of 32 source-

detector pairs, with an external laser source. The light was time-multiplexed, illu-

minating one source at a time and detecting using multichannel PMTs. The timing

for each detector was registered using a CFD and a picosecond time analyser. The

second generation MONSTIR II (2014), appearing in Figure 2.1, replaced the laser

source with a supercontinuum laser and the timing and histogram building was per-

formed by a TCSPC card, allowing for a more compact device. This system has

been used to study infants at the Rosie Hospital in Cambridge as well as for phan-

tom studies at UCL [57].

Researchers at UCL have also demonstrated a time-domain system that uses

spread-spectrum modulation as a faster alternative to traditional single-photon

counting, based on VCSELs [69]. Papadimitriouet alvalidated the device on phan-

toms and arterial occlusion experiments. The use of VCSELs signi�cantly improves

portability thanks to the reduced footprint of the light transceiver.

Some recently published DOT systems include: a series of non-contact sys-

tems developed at Physikalisch-Technische Bundesanstalt (PTB) in Berlin [70, 71],

which acquires diffuse re�ectance measurements rather than transmittance mea-

surements; a 3D imager also built at the Politecnico di Milano with a photodiode
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Image removed due to copyright restrictions

Figure 2.1: MONSTIR II and its individual components, taken from Cooperet al [63].

array that sacri�ces time resolution (97 ps) in order to achieve a 5 mm spatial res-

olution [72] using new Fourier domain algorithms to reconstruct the image; the

CCD camera-based system built at the Martinos Center for Biomedical Imaging,

Boston [73]; or the random bit sequence system reported by Mo and Chen [74],

that replaced the laser by a modulated diode and the TCSPC module by a digital-to-

analog converter. These articles show experimental support for the use of SPADs,

alternative timing systems and novel acquisition schemes as important components

for the development of compact systems.

Researchers from the departments of Physics and Electronics, Informatics and

Bioengineering in Politecnico di Milano, Italy, have also produced a range of time

of �ight systems dedicated to medical research. Using systems which measure dif-

fuse re�ectance [75, 76], their main focus of research has been characterising the

optical properties of phantoms [77] and tissues, applied to breast imaging [78] and

the study of brain hemodynamics [79]. Politecnico di Milano has released two TD-

fNIRS systems known as fOXY (2006) [80] and fOXY2 (2013) [81], also based

on PMTs and TCSPC timing devices with diode lasers as sources, as well as other

multichannel systems [82]. The emphasis of their current work is miniaturisation

[83]. They have published numerous articles on the design of a new time domain
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spectroscopy system, analysing the feasibility of SPADs and SiPMs [84, 85, 86]

for single photon counting. Recently they have described a prototype single photon

counting device based on a SPAD [87], an 8 channel re�ectance imaging device

based on a SiPM [88] and a DOT probe [89, 90], and evaluated a miniaturised laser

source [91]. One of their latest and most advanced prototypes is a SiPM based

imaging device (2017) [92]. It employs a pulsed diode laser source with a �xed

threshold, a PC controlled time-to-digital converter module (TDC) and pulse con-

ditioning circuits,and has been demonstrated on tissue-simulating phantoms and for

simple in vivo measurements. Another of their recent lines of research, and the

most successful in terms of achieving a portable and integrated system, began with

a publication of the characteristics of a compact, �ne-resolution one channel TD-

NIRS system, designed as �rst step towards a portable time domain system [93].

This design integrates the control timing system to trigger a laser photodiode with

circuitry to pick up pulses from a SiPM, shape the pulses and feed them to a time-

to-digital converter that �ts within a 200� 160� 50 mm portable metal box, as

shown in Figure 2.2. The TDC was fabricated on an ASIC, while the control and

PC communication was implemented on an FPGA, meaning that not all the system

is recon�gurable. As described in a paper by Rennaet al in 2019 [94], this idea was

expanded to produce a 2-channel, 8-wavelength system. This system employs an

optical switch to multiplex the output of 8 photodiodes at different wavelengths and

build histograms from two SiPMs, giving two simultaneous channels with a user-

selectable integration time. This system was tested on a phantom, but only results

for a single channel were reported. The approach used for the design of the device

shares common features with the work presented in this thesis; the similarities and

differences will be addressed in the Conclusions chapter. A recent thesis by Anurag

Behera [95] suggests that development andin vivo testing of small devices with

SiPMs and sensors in direct contact with tissue is in active development.

Tables 2.1, 2.2 and 2.3 provide a summary of the characteristics of the sources

and detectors used for transmittance time-domain imaging that are most relevant to

the speci�cation of the TD system proposed in this thesis in Chapter 4.
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Figure 2.2: A TD-NIRS system designed by Buttafavaet al [93]

2.1.3 Integrated systems

As an alternative to the module-based systems discussed above, efforts are being

made to develop systems that integrate photon sensing, through small silicon de-

tectors, and time of �ight readout, often with time-to-digital converters or TDC

(discussed in Section 2.2), into a single chip or in a uni�ed, small form factor.

In a 2017 paper, Burri, Bruschini and Charbon [98] report on LinoSPAD, a

breakthrough CMOS SPAD and FPGA-based TDC combination with a 50 ps res-

olution. This TDC does not include a direct-to-histogram architecture, and instead

builds the histograms from a thermometer-to-binary encoder, and has not yet been

validated using phantoms orin vivoexperiments.

Later, in 2019, two papers by Sahaet al. [99, 100], in a team including the

aforementioned researchers, report on a 10 mm2 chip integrating a VCSEL and a

SiPM for imaging in direct contact with the sample. The chip includes all sig-

nal processing and photon identi�cation with time gating done in a custom CMOS

process, with the additional option to connect the output of the SiPM to a more ad-

vanced TCSPC. The advantage of this design is that the power consumption of the

ampli�ers integrated in the CMOS chip is very low and reduces the overall foot-

print. So far this design has only been validated with scattering experiments using

phantoms.

Another trend in design is the integration of TDCs with SPADs or other pho-
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todetectors to produce cameras and optical probes with automatic histogram gener-

ation for time-of �ight dependent applications, like DOT and lifetime spectroscopy.

For example, in a 2018 paper where they propose a probe for re�ectance imaging,

Alayed et al. report that CMOS SPADs, that is SPADs that can be manufactured

in a silicon CMOS process usually with a small footprint, are reducing their price

compared with SiPMs [101]. Bruschini, Homulle and Charbon [102] point out in

their 2017 review that there is an increasing trend for the integration of imaging

technology with the photosensors, and they foresee further developments in this

technology.

One recent example of a development in this area is Noletet al's readout ASIC

for SPADs [103]. They propose a pixelated readout circuit that can be connected to

an array of 256 SPADs, effectively turning it into a 1.1 mm� 1.1 mm SiPM with a

per-pixel timestamp generator with a timing resolution of 10 ps. External circuitry

is then used to manage the throughput of information, which the authors explain is

a signi�cant bottleneck. The main application for this circuit is the timing of PET

events, but similar technology could be employed for near-infrared imaging.

In 2015 Paviaet al presented a chip for NIROT (near infrared tomography)

[104], cited in review papers as an important step towards integration of CMOS

imagers. In this type of technology, the SPAD and the TDC are integrated into

different layers in the same 3D fabrication process to obtain a single IC with the

full functionality. In their proposal, clusters of SPADs are connected together to

a shared time-to-digital converter with 50 ps resolution, with an arbitration circuit

that detects collisions of events with a `winner-takes-all' protocol. This can output

a stream of data at 1040 Mbps. This chip was tested using tissue-simulating phan-

toms, and exhibited good response to variations in intensity and mean time of �ight.

This architecture was later overtaken by systems like the Ocelot, described in 2019

[105] by a collaborative team from Zurich, Lausanne and Delft, that employs par-

allel structures, similar bus architectures and collision detection but improves the

number of detectors and is more readily demonstrated in practical applications (in

this case, LIDAR at 30 frames/s).
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Image removed due to copyright restrictions

Figure 2.3: Photomicrograph of the line sensor from Erdoganet al [107]. Blue and red
SPADs for �ve pixels are zoomed in.

Another instance of this type of detector technology are the line sensors devel-

oped by researchers at the Universities of Edinburgh, Dundee and Durham, includ-

ing a 1024� 8 sensor (described by Erdoganet al in 2017 [106]) and a 512� 16

imager (described by Erdoganet al in 2019 [107]). A photomicrograph of one of

the sensors is shown in Figure 2.3. Their technology consists of an array where

each pixel incorporates a SPAD, a TDC and a 32-bin, 11-bit histogram generator

with a con�gurable or `zoomable' resolution of 51.20 ps to 6.55 ns per bin, and

several clock networks for the TDCs. The design allows three readout modes –

SPC, TCSPC and on-chip histogramming – with data rates of the order of millions

or billions of events per second (depending on the mode). This allows �uorescence

lifetime imaging with SPADs centered on different wavelengths to be performed

on-chip.

Yet another alternative proposal is to change the patterns of activation of the

array of detectors to read out the signal with one timing circuit based on compressed

sensing, as is reported in a 2019 paper by Farinaet al [108], where a single timing

circuit receives the events from a high density array of detectors. Instead of reading

out element-by-element, the pixels are activated in groups with patterns of activation

designed to scan the sample in the spatial frequency domain. This method, although

less competitive in terms of performance – they have not yet acquired sub-second

images – allows for existing equipment to be used and can drive down the cost

of manufacture. The paper demonstrates its use for time-domain �uorescence and
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transmittance imaging.

Some commercial systems include: Philips' dSiPM for PET imaging; ICs from

small companies such as PhotonForce and MPD [102]; and modules from STMi-

croelectronics, that integrate light emitters and SPADs for time-of-�ight ranging ap-

plications with customised round-trip time measuring algorithms [109]. One such

module (the VL6180X) was demonstrated in an article by Hebden, Shah and Chit-

nis [110], which describes a low cost testing probe to characterise the properties of

liquid phantoms. While the results were not a true measurement of the photon path

length, the IC was able to follow the changes in absorption and scattering with good

correlation. A later version of the module, the VL53L1X, was evaluated at UCL

as part of an undergraduate project [111]. While power ef�cient, affordable, easy

to interface and promising for some time domain imaging situations, the readout

scheme was slow and the time measurements exhibited dependency on the type of

re�ecting surfaces and the illumination.

In contrast with modular systems, systems integrating the detector or the read-

out circuitry in custom processes utilise a lower footprint and can achieve high

timing resolutions of tens of picoseconds, making them a potential technology for

portable time domain imaging systems. However, they typically lack �exibility, as

the design is more monolithic and system components are already set in the sili-

con and as such are more dif�cult to manufacture independently. The current weak

points of the technology, as identi�ed in Bruschiniet al's review [102] are the im-

maturity of the technology, the ef�ciency of the readout schemes – that nonetheless

have improved since the publication of the review, the established competition from

other types of single-photon systems, and the mostly experimental nature, rather

than commercial, of many of the designs. Thus while these detectors could be inte-

grated in the future in DOT or NIRS systems, they are not readily available now.

2.1.4 Other miniaturised systems

The fastest development in miniaturisation of diffuse optical tomography systems

has been produced for continuous wave (CW) imaging because of the simplicity
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of the sampling and the availability of components when compared to time domain

imaging. In the last decade multiple CW wearable systems and prototypes have

been produced [16].

Some early wearable designs were based on a support headset, which houses

the sources and detectors, linked by cables to a control box that contains the sam-

pling technology and communicates with a PC. Examples of this technology in-

clude the systems produced by Atsumoriet al [112] and Kiguchiet al [113], which

were only tested on a few adult volunteers as the components were cumbersome to

use and electrically unsafe. Another system reported by Piperet al in 2013 [114]

successfully reduced the size of the control box and the bulk of the cables. Later

developments of this concept led to the system reported by Lareauet al [115] and

Safaieet al [116], which combines EEG probes with optodes and transmits the data

via a wireless connection to a central PC. These technologies have mostly been su-

perseded by other formats, more suitable for wearable systems, and some designs

are still emerging such as that presented by Bergonziet al in 2018 [117], which uses

200 µm diameter �bres (24 sources, 28 detectors) that are lightweight enough to be

worn by the patient even while walking, as the full cap weighs just 1 lb, to obtain

superpixelimages, in which the signal-to-noise ratio and the detectivity threshold

are enhanced via a noise subtracting algorithm.

More portable designs have been achieved by placing the sources and detectors

on a probe that then connects to a control unit, making the design �breless. In

contrast with the previous approach, the control of the system can be distributed,

with on-probe sampling (providing a better SNR) and a reduced central unit. Thus

the sources and detectors do not need cumbersome cabling and can be arranged

more comfortably on the scalp with a higher density. The �rst designs with this

approach used a mixture of rigid and �exible PCBs, with the �exible PCB serving

as interconnection between the rigid parts. Examples of these were produced by

Muehlemannet al in 2008 [118], who published the �rst prototype with �exible

PCBs that connected to a central PC via Ethernet. Later, in 2016, Hallacogluet al

[119] achieved one of the �rst �berless high-density systems by placing VCSELs
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and detector diodes at very short separations, employing a combination of �exible

PCBs and interconnecting cables, which was accepted for commercial development

for clinical applications by Cephalogics. Again, the high density of electrical cables

and the distribution of power among the probes can limit the scalability due to power

consumption for this type of device.

More recent systems employ a completely modular design to address scalabil-

ity and reduce the cabling. Each module integrates a limited number of sources,

detectors and dedicated control electronics all designed to cover the patient's scalp

completely and adapt to its shape. The control electronics enable each individ-

ual module to sample the signal from the desired source with different multiplexing

schemes, creating a large array of sources and detectors from small individual units.

Examples of this type of system include that proposed by Von Lühmannet al in

2015 [120], which included most of the source and detector control electronics into

distributed modules, with a central unit carrying out the most demanding parts of

the data acquisition. This system was later improved by increasing the digitalisation

resolution and adding accelerometry for motion correction [121]. In 2016, Chitnis

et al [122, 123] demonstrated a �breless, 8-wavelength distributed system (called

micro-NTS) which integrated 2 LED sources and 4 photodiodes into a small PCB

`tile', with all the ampli�cation and digital sampling done on the `tile', achieving

a low (fW) power consumption. Four tiles could be interconnected with a single

ribbon cable, making the placement on the scalp quite easy, at least for a small

number of modules. Zimmermannet al [124] described another portable system

in 2013 which incorporated the sources and detectors and the control electronics in

separate stacked PCBs, and was the �rst demonstration of SiPMs for fNIRS appli-

cations, This design was later improved by Wyseret al in 2017 [125] by adding a

new communications protocol similar to that of Chitniset al. Finally, Strangmanet

al [126] reported in 2018 on the applications of a custom made device, known as the

NINscan, which integrates 64 channels (NIRS, ECG, respiration) with accelerome-

ter based motion correction and which can operate for 24 h while powered on AA

batteries; this system has been evaluated for applications related to sports and high
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altitude mountaineering [127].

Newer DOT systems are being developed which either attempt to minimise the

occurrence of motion artifacts, or which integrate components to detect and com-

pensate for motion. Piperet al [114] provided the �rst demonstration of fNIRS

during an outdoors sports activity in 2014. Algorithms like MARA or wavelet anal-

ysis are being applied to the data itself to correct for motion artefacts, as explained

in Pinti et al's 2018 review on wearable fNIRS [128], and by following Di Lorenzo's

recommendations in 2019 [129]. Chiarelliet al [130] published in 2019 a speci�-

cation for a system which employs EEG-style sensors to reduce the movement of

the optodes on the scalp and uses commercial EEG caps for fNIRS, adding lock-in

techniques to improve the SNR in the photodetector signal. Meanwhile, motion

sensor data from accelerometers, gyroscopes and magnetometers to correct fNIRS

data (e.g. recorded on a walking subject) has been reported by Siddiqueeet al in

2018 at Florida International University [131] and by Brigadoiet alat UCL in 2019

[132]. Also, new devices are being designed to produce high-density DOT images,

like the work by Bergonziet al cited above or the prototype system by Mairaet al

published in 2020 [133], which integrates 12 LEDs and 13 SiPMs in a 80 mm� 80

mm grid.

Two of the latest commercial systems for portable NIRS are the Nirsport 2,

produced by NIRx [134], and LUMO, produced by Gowerlabs Ltd [135]. Nirsport

2, shown in Figure 2.4 is a 200 channel multimodal helmet system compatible with

NIRS and EEG, suitable for on-device storage or wireless transmission. LUMO,

shown in Figure 2.5 was launched by Gowerlabs Ltd in 2019 and is a high-density

system, derived from the micro-NTS, consisting of an array of hexagonal `tiles'

housing three sources and four detectors that can be inserted into or removed from

a wearable cap that provides the interconnection between them, making the number

of source-detector pairs and the area covered more �exible. A wireless wearable hub

is in development. LUMO has been validated in adults and is now being examined

for use on infants as well (see the article by Zhaoet al [136]).

These latest developments in wearable CW-DOT reveal the directions that TD-
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Image removed due to copyright restrictions

Figure 2.4: The multimodal NIRx Nirsport 2, shown with the cap and the portable central
unit. Taken from NIRx's website [134].

Image removed due to copyright restrictions

Figure 2.5: The LUMO NIRS system from Gowerlabs Ltd, with cap and central unit. Taken
from Gowerlabs's website [135].

DOT can follow, with wearable distributed probes and scalable modular designs,

which can facilitate important new areas of application, such as new functional and

psychological studies and industrial applications [15]. The efforts dedicated to re-
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duce the footprint of the individual components of time domain devices, together

with the research in new architectures and sampling techniques that parallelise the

sampling and information processing among distributed elements, are advancing

the �eld towards low power systems based on individual probes that can be used

for research in a clinical setting. It has become apparent that the `tiled' form factor

is advantageous for power distribution, to reduce noise and to make the imaging

setup more �exible. On a technical level, the accessibility of the individual com-

ponents required to assemble a system, the coordination schemes between channels

in a wearable or low-power system, and the ef�ciency of the image reconstruction,

are all topics that are less discussed in the published literature and require further

research.In vivo experiments and more complete phantom andex vivoimaging

experiments should also be performed to thoroughly validate portable systems.

2.2 Time to digital converters

The time of �ight measuring device is one of the key components on which TD-

DOT relies, and as such it has received the most attention during the �rst stages of

this PhD project.

When work on �ne-precision sub-microsecond time interval measurement de-

vices began to be reported, in the second half of the 20th century [137, 138, 139],

the main technique used to calculate the time between two events was time-to-pulse

height conversion, also known as start-stop measurement, where the start signal (an

event) triggers a voltage ramp that is halted by the stop signal [140]. The voltage

level is then proportional to the time of arrival, which can be digitised if required,

turning the converter into a TDC (time-to-digital converter), in which each time of

arrival is assigned a digital code. Other techniques developed were based on oscil-

lators, employing interpolation circuits or counters, based on the Vernier principle,

but these did not achieve as �ne a timing resolution with the same level of linearity.

Nowadays [141, 142], although commercial time-to-amplitude converters are

still available [143], CMOS fabrication processes have facilitated the development
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of digital delay line and oscillator TDCs where all the components can be imple-

mented in silicon. This has resulted in a larger number of commercial TDCs based

on this technology, and in the availability of designs targeted at recon�gurable hard-

ware. All of these designs are sensitive to the variability in industrial processes, that

will render two systems to be non-identical even if manufactured at the same time,

and to changes in temperature, that affect the frequency drift of the oscillators and

the delay of the delay lines. Calibration and on-the-�y compensation is often im-

plemented on modern TDCs.

Several commercial TDCs are available, such as the modules sold by Surface

Concept [144] and Laser Components [145]. These are typically too large to be

suitable for a wearable or highly portable device. TDCs in an integrated format are

less common and their usual purpose is range detection and distance measurement,

which require a lower sample rate than TD-DOT and often have higher jitter lev-

els. The availability of standalone integrated circuits is considerably lower than that

of PC cards or small boards from TDC manufacturers. Texas Instruments, AMS

and Maxim Integrated have the largest range of available TDCs on integrated cir-

cuits. Some of these models are not suitable for time domain imaging, as they

do not include separate event and reference inputs, relying instead on an oscillator

as the time base. From available integrated circuit options, the Texas Instruments

TDC7200/7201 [146] and the AMS TDC-GP22 [147] and GPX2 [148] models were

found to be particularly suitable for this project. The TDC7200 and TDC-GP22

chips are oscillator based and work on CMOS logic levels, making them easy to

interface and operate. The oscillators impose a minimum and a maximum on the

measurable time of �ight but their timing resolution of around 50 ps make them

potential choices for the prototype system. The AMS chip reports a 500 kS/s rate,

whereas the Texas Instruments chip does not quote a rate. The GPX2 is a high-end

chip that operates at LVDS levels for fast interfacing (20 MS/s) and �ne resolution

(20 ps). The Texas Instruments chip was chosen for experimentation because of its

lower price, faster availability and the option to use two separate `start' event chan-

nels. Tests were later conducted which found that the sampling rate is 10 times less
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than that of the otherwise similar AMS chip.

Alternatively, TDCs have been implemented in custom processes [141, 149]

and some recent designs have successfully been coupled with SPADs for photon

counting [91]. Many designs, based on both oscillators and delay lines, have been

produced and reported for ASIC and FPGA, as they reduce the cost of prototyping

and manufacture and give more control to the designer over the characteristics of

the converter and how it is integrated with other components. Two types of TDC

designs can be implemented this way, oscillator converters and delay lines.

To implement oscillator TDCs in an FPGA, a circuit that delivers a reliable

oscillator needs to be built. This has been achieved by using phase locked loops

(PLL) or by joining logical gates in a loop, to form a simple metastable circuit

[150, 151, 152]. The oscillators can then be coupled to counters to obtain the times-

tamp of the events. Oscillator TDCs are very area ef�cient; in its simplest form,

the ring oscillators can be made to occupy a few logic cells, and �ne adjustment

of the frequency easily delivers picosecond resolution. On the other hand, as these

designs rely on metastability and the complex behaviour of electronic components,

software simulation of the TDC has proven to be challenging but not impossible.

These factors also hinder in-chip debugging and the design of test suites in gen-

eral. Comprehensive information on a sound test methodology does not appear to

be available in the published literature. For these reasons, this architecture was

discarded as an option.

Delay line TDC designs are abundant in literature, with recent papers reporting

resolutions of the order of 10 ps. The base design of the delay line, making use of

intrinsic FPGA components, is simple enough to implement in few lines of code,

but comes at the cost of area and ef�ciency [153]. With process delays of the order

of tens of picoseconds, implementing a delay line that covers time spans of several

nanoseconds quickly consumes the FPGA fabric. In addition, the combination of

the manufacturing process and the place and route allocation does not guarantee the

linearity of the delay line.

The main trend in TDC design couples an encoder with several systems to
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correct for non-linearities. When the signal is digitised and propagated through the

delay line, it produces chains of `1's and `0's that can be interpreted to signify an

event arrival and how many elements it has gone through. These chains are known

as a thermometer code, because the length of the chain resembles the measurement

of temperature in a mercury thermometer. The most common approach is using

fast, clock-asynchronous counters to add the number of signi�cant `1's (or `0's).

This is known as the �ne encoding, that can be subtracted from a lower frequency

coarse counter to obtain an absolute timestamp or used on its own to work with a

timestamp relative to the stop (or clock) signal.

Variations on this design include a second delay chain on the clock with a

slight difference in the delay, forming a Vernier delay line TDC [154, 155]. While

the principle of operation is the same, the resolution can be increased from the

mere delay of the delay elements to the difference in delays between both delay

lines. This approach was considered dif�cult to implement and test, because now

the process differences of two delay lines have to be characterised.

Many articles describe the successful implementation of other types of delay

line TDCs within FPGAs, motivated by PET and ultrasound applications. In 2008,

Wu and Shi [156] presented an approach for digital calibration and correction of

a delay line TDC called thewave union. In their design, a train of pulses is gen-

erated for every event, yielding multiple hits in the thermometer code that can be

interpolated to obtain a measurement with �ner resolution than that provided by the

delay line. This also reduces the sensitivity to non-linearities. An implementation

by Wanget al in 2011 [157] achieved a 9 ps RMS resolution in a Virtex 4, an FPGA

architecture two versions older than the test platforms employed in other articles of

that time.

In 2009, another scheme was proposed by Favi and Charbon [158]. Often in

TDC designs, the delay line needs to be clear before encoding another event, as the

chains of events can overlap or mask each other. By encoding the events with a

level transition, rather than exclusively with a `1' or a `0', and adding several delay

lines that operate simultaneously, more events can be identi�ed and counted within
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one clock cycle, reducing the dead time of the TDC to less than 500 ps. This paper

also included calibration and interpolation schemes to deal with irregularities in the

delay line that cause so-called code bubbles. If the delay in the delay line is not

monotonically increasing, small chains of 1s or 0s can be found in the middle of

larger chains of the opposite level, causing problems when encoding. They propose

that dithering the histogram can mask this artefact for small bubbles.

Menninga, Favi, Fishburn and Charbon built on this design in a 2011 paper

[159], where they describe a design fully implemented TDC in an FPGA with a

10 ps timing resolution and low non-linearity, and in another paper in 2013 [160]

focused on open source PET applications of the technology. Their thorough testing

approach, comparing different FPGA models and mapping the delays inside the

FPGA, represents a point of reference for this work. Part of this initiative resulted

in a simpli�ed version being released as open source hardware by the University of

Delft [161].

Also in 2011, Sébastien Bourdeauducq published a TDC design based on the

paper by Favi and Charbon to be used in CERN's White Rabbit project [162]. The

design is publicly available for download [163] and takes a different approach for

some of the issues described in the original paper. It does not use a toggling sig-

nal register, preferring a pulse widening circuit instead, and includes a temperature

compensation system. It was designed with the intention of adding wave union in-

terpolation in the future. This design was used as a primary reference in my project

for the design of an FPGA-based TDC.

In 2014, Duttonet al [164] proposed an alternative to thermometer encoding.

The traditional encoding has an inherent dead time, caused by the overlapping of

events and the speed of the thermometer-to-binary converters, that could only be

solved by using multiple delay lines. If the toggling signal from Favi and Charbon

is compared with a series of XOR gates, the exact position of the event transitions

can be detected immediately and asynchronously. In addition, this series of event

localisations, called one-hot encoding in the paper, can be used to feed counters

and build a histogram at the same time that the signal arrives – the paper calls this
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`direct-to-histogram' conversion. This avoids the need for storing the timestamps

values and all the processing can be done on the histogram itself, limiting the sam-

pling speed to that of the input signal. Events can still go undetected if they are

too close together, as either the delay of the toggling register or the delay elements

can cause them to register as only one event. Rather than improving the resolution,

Duttonet al's proposal improves the device's ef�ciency. This idea has been tested

for the FPGA TDC presented in this work, with the direct-to-histogram technique

being explored in more detail in Section 5.1.

Chen, Zhang and Li later addressed the non-linearity problems of this design in

2017 [165]. In their paper, they claim a 10.5 ps resolution TDC with non-linearities

of less than 1 least signi�cant bit, a unique achievement, by combining the direct-to-

histogram architecture with the tuned delay line proposed by Won and Lee in 2016

[166]. The tuned delay line is a particular implementation based on the one-bit

adder, the component typically used to create delay lines in FPGAs. Traditionally

only the carry output of these components is used to tap the line, but Won and Lee

proposed that alternating between the carry and sum outputs for a particular FPGA

model had the potential of linearising the delay. In addition to the tuned delay line

and the XOR gate system, the paper by Chen, Zhang and Li also discussed using

different clock phases to improve the event collection. None of these changes have

been implemented in this project, but they remain ideas to potentially experiment

with.

Other TDC designs that have been explored include the designs of Aloisioet al

[167] and Torreset al [168] and those described in the theses of Amiri [169], Yuan

[170] and Daigneault [155]. In his thesis, Daigneault develops a TDC aided by soft-

ware planning that solves non-linearities using an automated design. This approach

provided valuable ideas on how to manage resource allocation and design for FP-

GAs, but the speci�c program requires deep knowledge of the FPGA architecture

and reduces the portability of the code to other FPGA models.
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2.3 Conclusions

During the past 10 years, there has been increased focus on the clinical translation

of optical techniques for infant brain monitoring as a result of greater miniaturi-

sation and portability of opto-electronic components. Technology which is small

and portable is particularly important when attempting to apply such techniques to

patients in a critical care environment, at the bedside, or outside the hospital. Re-

search into continuous wave imaging devices for both infants and adults has made

outstanding progress towards portable and wearable systems. More portable time

domain systems have been slower to appear, but recently there have been major

advances in silicon photomultiplier technology, custom time of �ight circuitry, and

low-cost ultrashort-pulse light sources.

The published academic literature has not yet documented any portable time

domain system with numbers of discrete channels or wavelengths equivalent to

those achieved for continuous wave devices. Neither is there published literature

addressing the issue of coordinating the time references across channels in a multi-

channel time-domain system, and no signi�cantIn vivo results have yet been re-

ported using such a system.

The systems described in the following chapters were designed to be applied

ultimately to topographic and tomographic image reconstruction, and consequently

particular attention is paid to the interaction between two or more channels and the

feasibility of scaling up the system to an arbitrary number of channels.

The system design is also focused on wearability, the availability of the com-

ponents, and the �exibility to employ the components for different con�gurations.

Thus the components used during this project were chosen to potentially �t in

all inclusive probes, and were readily available from commercial suppliers. This

contrasts with other published proposals that utilise custom ASICs and/or employ

bulkier components if their performance is better. This thesis explores the advan-

tages, limitations, and replaceability of the different components in a modular de-

sign. This thesis also documents some of the less discussed aspects of circuit design,

the integration of time-of-�ight measuring techniques with optical detectors, system
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stability, sampling limitations, and system sensitivity to external interference.
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Chapter 3

Theoretical Background

3.1 Fundamentals of biomedical optics

The termoptical imagingrefers to a family of imaging techniques that use light

as the interrogating source to derive structural and functional information. In this

context, light is de�ned as electromagnetic radiation with wavelengths in the range

from 100 nm to 30,000 nm, including ultraviolet, visible, and infrared radiation. It

can be considered to propagate through space in packets of energy called photons,

and the signal differences essential for imaging arise from the different interactions

between photons and matter. Over this range of wavelengths, the primary interac-

tions in biological tissue are absorption, re�ection and refraction (where re�ection

and refraction at a microscopic scale give rise to the interaction we call scattering).

[171, 172, 173]

Absorptionis the loss of light photons due to various molecule-dependent

mechanisms, such as the excitation of molecules to higher energy states. For a

given material, a characteristic absorption coef�cient, represented byma can be de-

�ned. This coef�cient represents the likelihood of a photon being absorbed per

unit length or, equivalently, the reciprocal of the average distance a photon travels

before being absorbed. Absorption in biological tissue is highly wavelength de-

pendent. This is a determining effect in optical imaging of tissue, where optical

absorption by the principal light absorbers orchromophores– water, melanin and
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haemoglobin – is highly dominant except for adiagnostic or therapeutic window

around the near-infrared (NIR) region, shown in Figure 3.1, where absorption is low

enough to allow light penetration of several centimetres at safe levels of exposure.

Image removed due to copyright restrictions

Figure 3.1: Absorption spectra in the optical wavelength range for some tissue chro-
mophores [174].

The interactions known asre�ection andrefraction are due to internal varia-

tion in refractive index (i.e. change in local speed of light). When light reaches

a boundary between media with different refractive index, some of the energy is

re�ected and some is transmitted. If a beam of light arrives at the boundary at an

oblique angle of incidence, the transmitted component is refracted (i.e. the direc-

tion of the beam changes). Multiple re�ections and refractions occur at the scale

of individual cells, producing what is known asscatter. This would cause a pencil

beam of light incident on tissue to diverge into a diffuse distribution. Scattering can

be characterised by a scattering coef�cient,ms, equal to the probability of scatter

per unit length. Its reciprocal is the mean free-path.

While ms in�uences the proportion of photons that are scattered away from
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their original direction, the scattering phase function,p(s;s0), describes the new

direction the photons will take.

For scattering mediap is a continuous probability density function describ-

ing the probability of a photon changing its direction from its initial directions to

its �nal direction s0. For homogeneous tissues, such as blood, it can be assumed

that the phase function is only dependent on the angleq between the two direc-

tion vectors,p(s;s0) = p(cos(q)) or p(s;s0) = p(q). The scattering probability for

different directions will depend on the medium, with some media scattering the

light equally in all directions (isotropically) and others scattering in a preferential

direction (anisotropically). The anisotropy coef�cientg =
R

4p p(s;s0)(s� s0)dW is

equal to the mean cosine of the scattering angle, such thatg is a number between

–1 and 1, withg = 0 corresponding to istotropic scattering. This allows a new scat-

tering coef�cient to be de�ned, thereducedor transportscattering coef�cient, as

m0
s = ms(1� g). By introducing the effects of direction into the coef�cient, scattering

can be re-scaled as a diffuse phenomenon replacing multiple small-angle scatters

with a single isotropic scatter.

Scattering is the dominant effect when NIR radiation travels through tissue,

with typical mean paths of a few tens of µm. However, NIR photons can be scattered

many thousands of times before being absorbed, and thus scattered light can be

detected over distances of several tens of millimetres.Diffuseoptical imaging (DOI)

is the family of techniques that take advantage of this scale of distances to image

large volumes of tissue.

3.2 Diffuse optical imaging and time domain

Diffuse optical tomography (DOT) techniques work by shining light of known in-

tensity and wavelength (and often modulation frequency or pulse duration) at known

multiple locations into tissue and measuring the light that is diffusely re�ected (i.e.

scattered within the tissue and then re-emitted within a few centimetres from the

source) or transmitted (i.e. across large thicknesses of tissue). The imaging pro-
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cess then consists of determining the internal distribution of optical properties (i.e.

ma and m0
s) that is consistent with the measurements. This process is both ill-

conditioned (the number of unknowns far exceeds the number of measurements)

and ill-posed (the solution is not unique) [175, 176]. It requires an accurate model

of light transport through the tissue (known as the forward problem) in order to

generate a matrix describing the sensitivity of the external measurements to pertur-

bations in optical properties at discrete locations within the imaged volume, and a

means of inverting the matrix to reconstruct the internal properties for a given set

of measurements (known as the inverse problem). A sophisticated software pack-

age for DOT image reconstruction has been developed at UCL, known as TOAST

[177, 178].

During the past twenty years, DOT has been widely used as a research tool

for imaging soft tissue, and speci�cally to map functional and metabolic activity.

The most common applications of DOT have been breast and brain imaging [15].

Breast imaging has been explored as a safer and more effective alternative to x-ray

mammography for cancer screening, and also to assess tissue response following

surgery and/or therapy [65, 179, 180, 181]. However, brain imaging has become the

dominant application, with DOT systems now widely used by researchers to study

the functional behaviour of the healthy brain, particularly on patient groups and in

environments where functional MRI (fMRI) is inappropriate or impossible. Such

groups include developmental studies on babies and young children, and newborn

infants in intensive care with known or suspected neurological injury, such as due

to complications resulting from extreme prematurity. The penetration depth of NIR

radiation in the infant head is suf�ciently high to achieve 3D optical imaging of the

entire brain [67, 182, 68]. Other DOT studies have included investigations of skin

tumours, muscle imaging, and molecular imaging. [183, 184]

There are two basic approaches to DOT image reconstruction, known as `ab-

solute imaging' and `difference imaging'. Absolute imaging involves generating

a 3D image of the absolute optical properties of the medium from a single set of

measurements, whereas difference imaging involves acquiring an image which re-
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veals the changes in the internal distribution of properties which occur between the

acquisition of two discrete sets of data. For detection and characterisation of PAIS

in infants, we are unlikely to have data acquired before the onset of the condition,

and therefore it will necessarily rely on absolute imaging.

Most DOT instruments measure the intensity of light using continuous-wave

(CW) sources. Consequently, they are highly sensitive to variation in the coupling

ef�ciency of light into and out of the tissue surface, which results in unpredictable

variations in intensity. Because the coupling is unknown, the instrument can only

reliably measure intensityratios where the coupling (assumed constant between

successive measurements) cancels out. The resultingdifferencesin the logarithms

of the intensity can then be used to reveal changes in brain optical properties. How-

ever, TD-DOT measures photon times-of-�ight which are largely insensitive to cou-

pling, and thus offers the facility to perform absolute imaging of optical properties.

Time Domain DOT or TD-DOT involves illuminating tissue using a source of

very short pulses of NIR light with a duration of a few picoseconds, and acquiring

histograms of the times of �ights of photons which emerge at points on the surface

at a separationd from the point of illumination. For a given source and detector

location, the sensitivity of the measurement to the volume explored by the detected

photons is known as the photon measurement density function (PMDF).

Image removed due to copyright restrictions

Figure 3.2: PMDFs for a continuous wave beam for different source-detector separations
[185]. The white lines indicate the boundaries between the scalp and skull,
skull and CSF, and CSF and grey matter, from top to bottom.

As a rough rule-of-thumb, the average depth of the PMDF in soft tissue is

around half the source-detector distanced. Thus, to probe super�cial tissues, the

source-detector separation is kept low, but is increased when requiring good sensi-

tivity to deeper organs. For example, to probe the infant cortex, a source-detector

separation ofd = 3 — 4 cm is suf�cient. However, to generate an optical image of
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the entire brain, sources and detectors must be distributed around the head, includ-

ing separations of up to 12 cm. This requires very sensitive large-area detectors,

and has been achieved by the UCL TD-DOT system, MONSTIR [27, 63].

The measured histogram of the times of �ight of photons is known as either

thephoton distribution of time of �ight(DTOF) or thetemporal point spread func-

tion (TPSF). This distribution becomes broader when tissue scattering increases

and when the source-detector separation increases, and become narrower when tis-

sue absorption increases. It is commonly used to estimate the mean time of �ight

hti and a unitless parameter known as the differential path length factor (DPF):

DPF =
hti c
d

: (3.1)

The DPF is dependent on bothma andm0
s, and for the neonatal brain the DPF

is typically around 5 [186].

The technology required for TD-DOT is necessarily complex, requiring ac-

curate time discrimination at a sub-nanosecond level and a means of acquiring a

histogram. Until recently, this could only be achieved using expensive and bulky

electronics, such as PMTs, high voltage time discriminators or, in the best scenario,

PC-based timing cards, which severely limits their portability. Now, advances in

silicon processes have enabled the construction of sensors, timing circuits and mea-

suring electronics in smaller form factors that require lower voltages to operate.

The following sections are devoted to explaining the principal components of a

TD-DOT system. A review of the current state of the art and prior developments in

time domain instrumentation were presented in Chapter 2, and the next chapters de-

scribe the technical aspects of the design of TD systems and how their performance

are assessed.

3.3 Detectors

The measurements employed in diffuse optical imaging, such as light intensity and

photon times of �ight, derive from the electrical signal obtained from a suitable
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light detector. Quantum detectors, where the photoelectric effect is exploited, are

commonly used for imaging because of their ef�ciency and fast signal response.

There are two main kinds that will be described later: tube based and semiconductor

based.

The photoelectric effect, �rst described by Heinrich Rudolf Hertz and later

formalised by Albert Einstein in his theory on the corpuscular nature of light is a

[. . . ] phenomenon in which electrically charged particles are released
from or within a material when it absorbs electromagnetic radiation.
[187]

When light is incident upon a material, the photons can be absorbed. If the

photon energy (proportional to the frequency of the light,n, asE = hn) is above a

certain threshold, free electrons or ions can be generated. Each material possesses

a characteristic work function,W, so the maximum kinetic energy of a released

particle will beEmax= hn � W. [188]

For the photodetectors used in optical imaging, the particles released are elec-

trons, which produce a variable current. The sensitivity of these devices is charac-

terised in terms of the voltage or current generated per unit of incident light power,

while their quantum ef�ciency is the probability of generating an electron per inci-

dent photon. The other main de�ning characteristics are the signal rise time and the

dark count (equal to the number of electrons produced per unit time when no light

is incident).

Photomultiplier tubes (PMT) [189] have traditionally been the most commonly

used type of light detector for diffuse optical imaging. They consist of: an evacuated

glass tube where the cathode is made from, or coated with, a metal with a known

sensitivity to light; a dynode chain (an electron ampli�er) that ampli�es the incident

photocurrent by a large factor (105 to 107); and a coupling to a current ampli�er.

When a low �ux of photons is incident, the PMT output signal consists of discrete

nanosecond-width voltage pulses of varying heights. A multilevel detector is then

used to discriminate events independently of height in photon counting applica-

tions. Because metals have large work functions, PMTs can require bias voltages
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of hundreds of volts or sometimes kilovolts to excite a suf�ciently large number of

electrons. Despite that, the dark current for PMTs can be signi�cant: in the range

of several nanoamperes to microamperes. The sensitivity of the photocathode to

thermally emitted electrons may cause the PMT's output to emit a weak pulse even

when there is no light. The intensity of this pulse depends on several factors, such as

the temperature of the system and the bias voltage. The impact of these dark pulses

on the count rate of the system will depend on the pulse discrimination technique –

if the intensities of the dark pulses are lower than those of the light pulses, they can

be eliminated using a thresholded pulse discriminator.

Other photodetectors used for communications and imaging are based on the

properties of semiconductors [190, 191]. Semiconductor materials have a crys-

talline structure where the energy gaps between electronic levels are lower than in

insulating materials. When a semiconductor isdopedwith impurities, compound

lattices can be obtained such that they readily release (N-type, doped withdonors)

or accept (P-type, doped withacceptors) electrons in their higher energy bands

when stimulated. The lack of an electron in a layer, able to accept a new electron, is

called a hole and is treated as a virtual positively-charged carrier in semiconductor

physics.

Electronic components like diodes or transistors consist of alternating layers

of donor and acceptor doped semiconductors. The junction between P-type and N-

type layers (a PN junction) only allows current to �ow in one direction from N to

P unless the applied voltage is large (known as thebreakdownvoltage) when �ow

from P to N is possible.

Light can act as a stimulus for the electron interchange. If the energy of the in-

cident photons is greater than the electronic gap, some electrons can be promoted to

the conductance band, generating an electron-hole pair that gives rise to aphotocur-

rent. Devices made with one layer of semiconductor with ohmic contacts are called

photoconductors, while those based on donor and acceptor junctions are calledpho-

tovoltaic detectors. The photodetectors used for imaging, as described below, are

all photovoltaic.
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PIN (P-intrinsic-N) photodiodes are constructed from a layer of undoped in-

trinsic semiconductor (I-type) sandwiched between P-type and N-type layers. Light

generates electron-hole pairs, with higher probability in the I layer. The electrons

then �ow towards the N layer while the holes move towards the P layer. If the diode

is reverse biased, this allows electrons to �ow from the N to the P layer, generating

a current. The bias voltage determines the gain, i.e. the magnitude of the current

per unit of photon �ux. Photodiodes are fast and cheap, although not very sensitive

to low light levels. For single photon counting applications, such as TD-DOT, a

multilevel detection circuit like a constant fraction discriminator (CFD) has to be

employed, similar to a PMT.

If the voltage surpasses the breakdown voltage, the high electric �eld can ac-

celerate a carrier with energies greater than the characteristic ionisation energy of

the semiconductor. The accelerated carriers then interact with the lattice causing

more electrons to be liberated, leading to further interactions and so on. This is

known as theavalanche effectwhich can ultimately destroy the junction if the struc-

ture is not designed for it. Avalanche Photodiodes (APD) are designed to exploit

the avalanche effect. Operating at a voltage above the breakdown limit improves

sensitivity to light as one photon event can release a very large response from the

detector. The avalanche effect continues as long as the sensor is biased, so an ad-

ditional circuit to stop the avalanche, a so-calledquenching circuit, is required for

single photon counting. The quenching circuit lowers the bias voltage and enables

the APD to respond to the next photon. The biasing voltages needed for APDs are

of the order of hundreds of volts, and the large electric �elds produce high tempera-

tures in the device. This is the technology behind SPADs (single photon avalanche

diodes), which employ APDs designed for photon counting, a quenching circuit,

and thermoelectric cooling in an encapsulation. The thermoelectric cooler actively

regulates the amount of heat transferred out of the APD to a heat sink to maintain a

constant temperature, guaranteeing a constant responsivity. For TD-DOT applica-

tions, SPADs have a faster response to individual photons than regular photodiodes

and their sensitivity is higher.
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Improving the sensitivity and the active area of photodiodes and APDs leads

to an increase in the capacitance. As the area increases more photons can be de-

tected, but the capacitance is then larger and the detection of one photon keeps the

device inactive for longer. This problem has been solved in the design ofsilicon

photomultipliers(SiPM), a photodetector intended to operate like a PMT but with

a smaller form factor and lower bias voltage. SiPMs are arrays of small APDs (up

to thousands) joined together in a network that share the same bias voltage and the

same output. When a photon arrives, it excites one of the photodiodes, leaving the

rest in a responsive state. The signal from the many APDs is summed in the single

output, giving a multilevel signal similar to the one generated by PMTs. The great-

est advantage of SiPMs when compared to SPADs is that while the active area of

the device is equivalent to that of an APD, the internal capacitance of the individ-

ual photodiodes is smaller and each one operates independently. This gives SiPMs

greater speed with lower bias voltages – of the order of tens of volts. Manufactur-

ing costs of SiPMs have been reduced, making them currently less expensive than

SPADs. The biggest disadvantage of SiPMs for photon counting, as required for

TD-DOT, is that a CFD is needed as is the case for PMTs.

During this project photodiodes, SPADs and SiPMs were all evaluated as can-

didate technologies for the detector in a portable time domain imaging system. The

selection of components is described in the next chapter.

3.4 Light sources – laser pulse generation

For optical imaging, the wavelength and power of the chosen light source determine

important criteria such as tissue contrast, penetration depth, volume of interrogated

tissue, acquisition time, and the safety of the technique. For most diffuse opti-

cal imaging applications, tissue is illuminated at two or more discrete wavelengths

within the NIR diagnostic window. For time domain imaging, a source of short

pulses of NIR light are required, ideally with a pulse width no greater than a few

picoseconds, and with an average power of several milliwatts consistent with max-
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imum permissible exposure to the skin [171, 15].

A laser(originally an acronym of Light Ampli�cation by Stimulated Emission

of Radiation) is a system capable of generating a coherent �eld of light at a high

intensity. The �rst patent for a laser was �led in 1957 with development starting in

the 1960s and its basic structural elements have remained the same. A laser consists

of three main components: amedium, that can be gaseous, solid or liquid, where the

light ampli�cation will take place, apumpto excite the molecules in the medium

and start the lasing process and a structure ofoptical feedbackthat determines the

number of times that the light passes through the cavity before being emitted. This

structure is analogous to that of an electronic oscillator [192, 193].

For the lasing effect to take place, the pumping process must excite the medium

to the point in which more of its atoms or molecules are in an excited state (in a

higher quantum energy level) than in a base state. This is known aspopulation

inversion. Once inversion is achieved, the radiation that passes through the medium

and matches a range of frequencies characteristic of the material is ampli�ed. From

this point the amplitude and timing of the output beam will follow the variations of

the input pumping source. By adding an optical feedback loop using mirrors and

lenses the interference inside the medium cavity can make the system oscillate. The

output of this system will be a highly directional, monochromatic beam.

There are two types of laser, depending on the nature of the oscillation: con-

tinuous wave lasers, where the emission is continuous, and pulsed lasers, where the

modulation in the input pump or the light interference inside the cavity (phenomena

like mode lockingandchirping) cause the output to be formed of narrow packets of

light. For TR-DOI applications pulsed lasers based on solid state technology, spe-

cially semiconductor lasers, are often used. As explained in the previous section, in

a PN junction the electron-hole dynamics can be stimulated by light. The reverse

phenomenon can also occur: the recombination of electrons and holes generates

the emission of a photon with the wavelength depending on the distance between

energy levels in the material. For laser emission to be ef�cient, the crystalline struc-

ture of the diode must allow for a precise placement of the electrons and holes. The
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diode crystals are usuallygrown in layers of silicon under a speci�c structure and

then cut to size.

The �rst time resolved systems used Ti:sapphire lasers, which are bulky sys-

tems consisting on a titanium-doped sapphire crystal pumped by another laser that

provided a high average power and MHz pulse frequencies. Portability require-

ments stimulated a move toward �bre lasers and diode lasers (side-emitting diodes

and VCSELs) [15].

In a �bre laser the non-linear effects introduced by an optical �bre, like disper-

sion and scattering are exploited to modify the amplitude and the frequency com-

ponents of the light, generating laser pulses at the desired frequency bands from a

pre-existing pump. One special type of �bre laser is the supercontinuum laser [194],

that utilises the interference phenomenon known asfour wave mixingto generate

short pulses of light (solitons). Over time, the solitons will cover a series of wave-

lengths spanning a wide range of the optical spectrum. These laser systems are more

portable than Ti:sapphire lasers, and allow easy wavelength tunability by means of

a �lter at high average power. Their main drawbacks are the poor uniformity of the

spectrum and the robustness and maintenance of the gain medium.

Diode lasers are generally side-emitting semiconductor crystals. They can be

electronically driven to produce a train of pulses at a high frequency of the order

of megahertz. Because of their small size and low cost they have been part of time

domain systems either as pumps for �bre lasers or applied directly to the sample.

However, they cannot be driven at a high power (tens of milliwatts or more) without

broadening the pulses and their size is often too large for high density systems.

A VCSEL (vertical cavity source-emitting laser) is a particular type of diode

laser that presents an alternative to side emitting diodes. Their structure enables

the light emission to occur in the top layer of the semiconductor crystal [193]. The

resulting beam has a narrow spectral width and is more focused, with a pro�le (cir-

cular, rather than elliptical) which can be more easily coupled to another device.

Although the average output power of a VCSEL is limited (up to a few milliwatts),

their structure lends itself to be incorporated in arrays or high density systems and
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is currently regarded as a key component for future portable time domain instru-

mentation.

The experiments presented in this thesis employed two different types of laser.

A single-wavelength �bre laser was used for initial system validation and character-

isation, while a supercontinuum laser was used for phantom imaging experiments,

which bene�ted from additional output power and the facility to select the wave-

length. Although the design of a miniaturised laser source was not an objective of

this project, it is important to note that the use of laser diodes would greatly improve

the portability of an imaging system and they are already being employed by some

experimental time domain systems. Thus, future work to achieve a wearable system

will inevitably involve the introduction of laser diode sources.

3.5 Time to digital converters

A Time-to-Digital Converter (TDC) is a circuit that assigns a digital code to the

time at which an event is detected [195, 155]. This type of circuit is used to measure

the time interval elapsed between two signals, usually known asstartandstop, with

very �ne resolution, such as the times of arrival of photons with respect to the source

laser reference. When the measured interval of time is very short (less than 1 ns) or

needs a �ne, sub-nanosecond precision, sampling the number of cycles of a simple

oscillator is not feasible or ef�cient, as the frequency would need to be of the order

of one terahertz. Several solutions have been developed to address this problem.

The �rst were based on a two-step conversion with a time-to-analogue converter that

translated a time interval into a charging voltage, followed by an analogue-to-digital

converter. More recently, advances in microelectronics design have given rise to

two faster TDC structures: one based on phase-locked loops (PLL) and another one

based on delay chains, valued for their ability to be implemented in �xed silicon

processes and in recon�gurable hardware.

TheVernier oscillatorarchitecture uses two free-running oscillators with dif-

ferent frequencies in a mechanism similar to a chronometer (see Figure 3.3). The
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start and stop signals activate one oscillator each. A phase locking circuit is used to

detect when the phase of the two oscillators has matched. By measuring the number

of oscillator cycles for both frequencies, a �ne and discretised time measurement

can be obtained as the difference between the two measurements (n1t1 � n2t2 in the

�gure). This architecture needs just a small number of components and the inter-

polation circuits are simple. However, the oscillators need to be reliable, stable,

and well characterised. When based on recon�gurable hardware, the oscillators and

PLLs are not trivial to implement or simulate in design software and a standard test

strategy does not exist [150, 3].

Figure 3.3: Timing diagram of a Vernier oscillator TDC, adapted from [155]. The events
are represented by the low to high transition in the level of the signal. The red
lines mark the moments the status of the delay line is sampled.

For the delay chain approach, called atapped delay line, the event or start sig-

nal is replicated through a chain of delaying elements (see Figure 3.4). The stop

signal is used as a clock to sample the delay elements. This way, the event signal is

sampled at many discrete points in time, with a resolution that depends on the delay

of the individual elements rather than the sampling clock. If each delay element

delays the signal by a constant timetd, the delay line discretises the time of arrival

asndetect= btevent=tdc, wherendetectis the number of measured delay elements. If a

periodic stop signal is used, the total delay of the delay elements will cover a frac-

tion of the clock period, which means that by employing the number of elements

with the equivalent delay of one period is enough to cover all possible start-to-stop
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times of arrival. This architecture is simple to implement and test, especially in

recon�gurable hardware, because the delay can be intrinsically provided by any sil-

icon component's propagation delay and the registered signals provide debugging

and test information. However, the delay provided by the individual elements varies

due to the manufacturing process, and is also usually dependent on temperature and

on the internal wiring. Thus, delay line TDCs are more prone to non-linearities.

Many strategies have been developed to calibrate for the timing variability, to cor-

rect the non-linearities, and to improve the timing resolution. The most common are

periodically measuring the resolution to adjust the digital codes, applying correc-

tion factors, as explained in Section 3.6, and adding elements to the base structure,

like �xed routes, logic gates between outputs or extra stages with registers.

Figure 3.4: Timing diagram of a 4-element delay line. The events are represented by the
low to high transition in the level of the signal.

A variation on the previous scheme, thedelay locked loopwas proposed in the

1990s [196], which uses a bias voltage regulated by a PLL to control the delay line.

However, this architecture is not usually seen in modern applications.

Chapter 5 presents some implementations of a tapped delay line TDC on an

FPGA with different architectures to detect and store photon events, and a descrip-

tion of experiments to evaluate their performance. Meanwhile, chapter 6 describes
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an imaging system based upon a commercial oscillator TDC.

3.6 Digital converter characteristics and error correc-

tion

The behaviour of the TDC is analogous to that of an analogue-to-digital converter

(ADC) in that a continuous physical quantity is discretised and then encoded. The

minimum variation of the input that produces a variation in the output adds one unit

(1 bit) to the code, so the precision and the conversion errors are often expressed

in terms of the least signi�cant bit (LSB). The ideal TDC works under two main

assumptions:

1. The codes or bins are monotonically increasing in time. This means that a

longer time should always be encoded after a shorter time and that there are

no crossings or changes of order.

2. Codes or bins are of the same width, or span the same range of arrival times.

For a uniform source of arrival times, all bins should add up to the same value.

The performance of the digital conversion for this kind of device can be char-

acterised in terms of three types of error [197, 198, 199]:

1. Offset errors: a static error that shifts the origin of the conversion curve. It is

uniform for all the codes.

2. Differential non-linearity (DNL) error: an error related to the step size for

each code, that is the variation of the input that causes each code to be gener-

ated in the output. It is de�ned as the difference between the actual step size

and the ideal size (1 LSB/step). For each step or bink starting at timetk� 1 and

ending at timetk, the bin width isDtk = tk � tk� 1 and the DNL is calculated as

DNL(k) =
Dtk � Dtideal

Dtideal
=

tk � tk� 1

Dtideal� 1
: (3.2)
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3. Integral non-linearity (INL) error: an error related to the DNL, caused by the

cumulative effect of uneven step sizes, and which describe the deviation of

the input/output curve from a straight line. It measures how monotonical is

the increase in bin time and how steep it is relative to the starting time,t0. It

is calculated as

INL(k) = tk �
t0 + kDtideal

kDtideal
=

k

å
r= 0

DNL(r)
k

: (3.3)

The errors related to the ful�llment of the second condition of ideal opera-

tion, the DNL and INL errors, derive from differences in the fabrication process or

imprecisions in the oscillators, that cause the bins obtained from the TDC to be of

uneven widths or intermediate detection steps to be absent (missing codes). Some of

these variations can also be caused by changes with time, temperature or electrical

conditions such as the input voltages.

The designers of TDCs often incorporate methods to monitor such variations

while measuring signals and actively adjust the code generation to reduce the errors.

In the case of the more static causes of DNL, an of�ine correction method may be

applied. Once the DNL is measured for each bin,k, some investigators (e.g. Dutton

et al [164] and Chen et al [165]) suggest that a correction factor can be calculated

per bin such as

C(k) =
1

1+ DNL(k)
: (3.4)

When applied, the differences in bin size are smoothed out. Acode density testcan

be used to measure the DNL. In this test, a series of input signals with a random

uniform distribution are applied to the converter [197]. For a TDC this distribution

can be obtained from two signals with uncorrelated frequencies or from a source of

noise, such as stray light on a photodetector. Ideally, and with a suf�ciently large

sample size, this results in a uniform histogram at the output. In reality, however,

the resulting histogram will show peaks oscillating around a mean (approximately

the gain of the ideal converter) due to the nonlinearities. This cumulative histogram

can be normalised by the mean to isolate the nonliear effects and ensure that the
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calculation is independent of the time range and of the LSB size. Ideal bins now

should have a value of 1, while non-ideal ones fall above or below. By subtracting 1,

the difference becomes apparent and the DNL falls between� 1 and in�nity [200]:

DNLnormalised=
hist

av(hist)
� 1: (3.5)

This correction method was implemented in the data acquisition software for

all the systems described in the following chapters.

3.7 FPGA and hardware design

An FPGA (Field Programmable Gate Array) [201, 202] is a re-con�gurable in-

tegrated circuit made up of many discrete hardware blocks, each one capable of

performing one of many different logic functions, that can be con�gured and inter-

connected to generate a more complex hardware design. This results in a system

that, while being outperformed by customised silicon integrated circuits, provides

access to parallel, fast and �exible electronics for development and testing of archi-

tecture designs.

An FPGA's internal structure orfabric is composed of hardware blocks called

logic cells(LCs) by Xilinx or logic elements(LEs) by Intel/Altera, grouped together

in a hierarchy. In each of these logic cells the following elements can be present:

• A look-up table (LUT) that stores the output values expected for any combi-

nation of inputs. This is the most basic block in the FPGA design logic, and

can be used to act as simple logic gates or similar stateless components. For

some FPGAs, LUTs can also serve as small memories or shift registers.

• A �ip-�op (FF), or a chain of �ip-�ops, to store data or the state of a circuit.

• Small combinatorial circuits. In Xilinx FPGAs, for instance, LCs include a

small chain of four one-bit adders with carry called CARRY4.

By con�guring the values in the LUTs and the connections between the ele-

ments inside an LC, a small logic block is created. Then, for more complex struc-
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tures LCs can be routed together. For fabrication, LCs are grouped in structures

called slices and CLBs in Xilinx terminology. This is meant to improve the perfor-

mance of cells that work together. Additionally, inside the FPGA fabric, manufac-

turers include other ready-to-use hardware circuits calledmacrossuch as arithmetic

units, communication and DSP blocks, clock PLLs, and fast block memory (block

RAMs or BRAMs).

Hardware design involves creating a logic scheme that solves a particular prob-

lem and then identifying a physical layout of components that behave like the logic

scheme. For complex designs, this becomes a time-consuming optimisation pro-

cess that is usually handled by a software package. The work�ow from problem

capture to physical implementation is standard across manufacturers and only the

terminology and optimisation algorithms change depending on the choice of FPGA.

The behaviour of the system is described either with a hardware description

language (HDL), like VHDL (used for this project) or Verilog, or using GUI cir-

cuit capture. The �rst approach is more �exible and commonplace, as a detailed,

device-speci�c design can be achieved without needing a complex editing program.

For HDLs, the behaviour of the system is described using logic interactions between

binary signals (or groups of signals), processes and state machines. Thus, the hard-

ware designer can specify both stateless behaviours – that is, functions that only

depend on the input values – and behaviours with state, where the logic function

changes with time or succession of events. Behavioural blocks, calledcomponents

or modulesdepending on the HDL, can be used as black boxes hierarchically to

facilitate easier design and debugging. This contrasts with software design in that

every behavioural block is supposed to be responsive at the same time. The �nal

design will be parallel, instead of sequential (although the internal behaviour of an

individual component could be sequential). HDLs also allow the designer to intro-

duce device speci�c constraints, so manipulation of LCs and some interconnections

is possible at this stage.

The high-level code is then analysed by asynthesisprogram that divides the

behavioural structure into individual logic gates and functions. This yields a still
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high-level design which consists of many interconnected logic blocks (such as mul-

tiplexers, memories, logic gates, etc.).

Thereafter, in a third stage calledimplementationor placement and routing, the

synthesised circuit is converted into an equivalent combination of logic cells and

macro cells and the software algorithms determine the optimum locations within

the FPGA fabric where the routing between elements is consistent with the timing

and performance constraints. From this result, a bitmap mapping the con�guration

can be generated and programmed into a �ash memory, from where the FPGA will

be programmed when turned on.

The work�ow described above, illustrated in Figure 3.5, is supported by simu-

lation tools that can be used at any stage in the process to verify/test the design with

various degrees of realism.

Figure 3.5: Work�ow for hardware design in FPGAs (adapted from [201]).

The �exibility of the FPGA allows for the implementation of cores capable of

executing arbitrary code, sometimes based on the behaviour of silicon microproces-

sors, often referred to assoft processorsor soft cores. A combination of sequential

code execution and dedicated hardware can reduce the complexity of a design and

ease the maintenance and debugging of thegluecomponents, those which provide

coordination between functional units, while retaining control over the parts of the

design that require processing ef�ciency. Some manufactures offer soft micropro-

cessors optimised for their own architectures, such as Intel/Altera's Nios II [203]
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and Xilinx's MicroBlaze [204] (more complex, C compatible but more resource

consuming) and PicoBlaze [205] (simpler, less powerful, but more lightweight) to-

gether with compilers, assemblers and detailed programming guides.

3.8 Thresholding and fraction discrimination

When attempting to determine the time at which an electronic pulse occurs, it is of-

ten inappropriate just to measure the time at which the signal crosses (i.e. exceeds or

falls below) a single threshold. As exempli�ed in Figure 3.6, if the pulse amplitude

varies over a wide dynamic range, the time at which a threshold is crossed could

correspond to any point within the pulse pro�le, or might not detect the pulse at all.

This phenomenon is known astime walkand is characteristic of some light detec-

tors like PMTs and SiPMs. However, if the threshold is set to a �xed fraction of the

pulse amplitude, as illustrated on the right diagram in Figure 3.6, the dependency

of the timing on the variation in pulse amplitude is almost eliminated.

Figure 3.6: Time walk in signal thresholding (left) and constant fraction thresholding
(right)

Designing a circuit around this concept is therefore more complicated than a

�xed threshold discriminator and a compromise should be made between histogram

spread due to time walk and circuit development time.

A constant fraction discriminator (CFD) is a circuit that adaptively thresholds

a signal and emits a pulse when the signal has crossed a threshold determined in

relation to its maximum value. The basic structure of a CFD, as shown in Figure
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3.7, consists of a comparator that detects the zero crossing between an inverted and

attenuated version of the signal and a delayed input signal. The comparator removes

the dependency on the signal amplitude, such that the time of crossing depends only

on the ratio between the two branches, the constant fraction,f and the delay,td.

Figure 3.7: Diagram of the base structure of a CFD, showing the signal shape on each
branch.

Let us suppose that the leading edge of the input signal is a linear ramp,Vin(t) =

At.The inverted and attenuated signal is therefore given byVa(t) = � f At, (where

f < 1) while the delayed signal is given byVd(t) = A(t � td). Thus the zero crossing

time, when the sum of both signals is zero, will be given by:

Va(tcrossing) + Vd(tcrossing) = � f Atcrossing+ A(tcrossing� td) = 0; (3.6)

tcrossing=
td

1� f
; (3.7)

which is independent of the amplitude.

The zero-crossing that activates the output of the comparator occurs when the

attenuated signal reaches its maximum level. For the desired fraction to be obtained,

the delay time has to be proportional to the maximum. Thus, for a signal with

a given characteristic rise timetrise, the optimal delay time to achieve a fraction

f is given bytd;opt = trise(1 � f ). This means that the design of a CFD depends

on the shape of the input signal and will work optimally only for such signals.

Time walk or timing errors can occur if the input signal has a shape different from

that expected, and also if there is signi�cant noise in the pulse train or DC shifts

on one of the branches. A broad dynamic range and the choice oftd have been
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demonstrated to in�uence the jitter in the signal in different ways. CFD design

considerations will be explored in Section 4.2.2.

3.9 Time bases and calibration

The output TPSF obtained by any TD system can be modelled as consisting of

an ideal TPSF, which contains information related to the optical properties of the

medium, modi�ed by the impulse response function of the system, which includes

the temporal characteristics of the source, the detector, and all intermediate com-

ponents of the system, such as the optical �bres [206]. For a system consisting

of multiple sources and detectors, a measured TPSFMn;m(t) using sourcen and

detectormcan be represented by:

Mn;m(t) = Dn;m(t) � In;m(t) + fn;m(t); (3.8)

whereDn;m(t) is the object TPSF that we intend to measure,In;m(t) is the impulse

response function or IRF of the system,fn;m(t) is the background stochastic noise,

and� represents a convolution. The IRF of the system includes all the effects men-

tioned earlier and is different for each source-detector pair. This means that the

mean times derived for different sources and/or detectors cannot be compared until

an appropriate calibration is performed. The effect of the additive background noise

can be minimised with techniques that are easy to implement, �rst by reducing its

in�uence (shielding the device, eliminating background and stray light) and second

by simple data processing techniques, such as windowing the TPSF. Removing the

in�uence of the convolution is more challenging. In principle, if the value ofIn;m(t)

is known, the measurement can be deconvolved to obtained the desired TPSF. A

method was developed for performing this calibration for the data acquired using

MONSTIR [207]. It requires additional measurements to be acquired as follows;

• A so-called source calibration,Sn, which accounts for the length and disper-

sion differences between sources �bres. To obtain it, the full set of source

�bres are placed in a ring around a transparent cylindrical block, in the centre
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of which is a small target coupled to a single detector. All the source �bres are

illuminated in sequence, and the detector measures a TPSF in each case. This

calibration measurement needs to be recorded just once, unless any changes

are made to the source �bres or laser optics.

• A so-called absolute calibration,An, which corresponds to a measurement ac-

quired when sourcen is coupled directly to detectorn. This can be achieved

by placing the ends of the �bres in contact. For the 32-channel MONSTIR

system, each optode consists of a co-axial source �bre surrounded by a de-

tector �bre bundle, and thus these measurements were approximated by mea-

suring the specular re�ection from the surface of the object. Because the

temporal characteristics of detectors change over time due to drift, etc., it is

necessary to acquire this absolute calibration measurement at regular inter-

vals, and as close in time to the object measurement as possible.

The calibrated TPSF,Dn;m, is obtained from these measurement using

Dn;m(t) = ( Mn;m(t) � Sm(t)) ~ (Am(t) � Sn(t)) ; (3.9)

where~ denotes deconvolution.

This method was inspired by an approach reported by Eda,et al [208], and has

been used and re�ned extensively for measurements using both MONSTIR systems

at UCL [57].

As observed by Elizabeth Hillman in a paper [209] and later her PhD thesis,

when calculating calibrated measurements of moments (e.g. mean time, variance,

skew, etc.) it is not necessary to perform a full deconvolution. The convolution be-

tween two functions results in the sum of their corresponding moments. Therefore

for mean time:

hti M(t) = hti D(t) + hti I (t): (3.10)

Thus, to obtain the mean time of the deconvolved signal, it is suf�cient to subtract
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the mean time of the calibration IRF from the that of the measured TPSF:

hti D(t) = hti M(t) � h ti I (t): (3.11)

For the experiments reported in this thesis, the IRF was measured for each

source-detector pair by physically placing the output �bre in contact with the de-

tector �bre, with a thin, highly-attenuating ND �lter sandwiched between them.

The �lter ensured that the detector was not saturated. However, it is noted that this

method only works ef�ciently when the number of pairs is low, and it would not be

appropriate for a system with a large number of sources and detectors.

3.10 High frequency design

When designing circuits aimed at operating at high frequencies (of the order of a

megahertz and above) certain effects that are typically ignored in low frequency

design need to be taken into consideration to guarantee that the output signals are

not distorted and will preserve their stability, ensuring their compatibility with other

circuits and their timing is preserved. Several design techniques exist to ensure these

requirements are met. The following summary of possible sources of distortion

draws information from personal experience and that of people I have collaborated

with to produce the designs for this project, books on electromagnetism and high

frequency analysis, such as Ulaby and Ravaioli [210] and Pozar [211] and design

websites with the personal and technical experience of the authors, including EDN

[212], Ian Poole's electronics notes [213] and Microwaves 101 [214].

One of the sources of distortion stems from the characteristics of the signal

routes. Mismatches in impedance along a transmission line, in this case a circuit

trace, cause the power delivered to a load to be below the optimum and cause frac-

tions of the signal to re�ect and travel in the opposite direction, producing distor-

tions. These effects become signi�cant when the length of the transmission line

and the wavelength of the signal being processed are of the same order. As a rule

of thumb, transmission line effects should be considered if the line length between
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source and load is 1/10 of the signal wavelength [212]. For instance, for a 40 MHz

signal,l = ccopper=f = ( 2� 108m/s)=(40� 1061=s) = 5 m, so lengths of the order of

0.5 m, a length easily reached by the combination of PCB traces and cables, can

already be considered transmission lines. The rise and fall times of the pulses ex-

pected in the current application are in the order of one nanosecond, bringing the

maximum frequencies to handle close to the gigahertz.

Three components determine the properties of a transmission line and its char-

acteristic impedance: a conductor plane, a ground or return plane, and a dielectric,

which is non-conductive. Depending on the relative position of these elements, dif-

ferent topologies exist, as shown in Figure 3.8. The most common types occurring

in PCB design are those involving one strip of metal against a back plane, mainly

the microstrip. Other factors that affect the characteristic impedance are the width

and thickness of the planes and the material of which they are made. The value of

the characteristic impedance of a line can be estimated using one of many numerical

models of the electromagnetic transmission. These are often available as software

calculation tools. The calculation tools consulted for this project were found to

differ up to 1Win their estimates, which was considered an acceptable error.

Image removed due to copyright re-
strictions

Figure 3.8: Diagrams of types of transmission types, taken from Ulaby and Ravaioli [210].

A second source of noise is inductive and capacitive coupling between ele-

ments of the circuit like pins, pads, traces and the ground plane. These parasitic

effects can increase the transition time of the signals or introduce extra pulses or

ringing. To avoid them, all the pads should be soldered �at on their traces, the
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circuit should be cleaned of any soldering �ux, and the ground plane should be

as continuous as possible, without large interruptions by any other trace. In cases

where there are more than one layer acting as a power plane, the vias connecting

the layers should be as close to the target component as possible.

A third source of noise which must be considered is electromagnetic interfer-

ence. Depending on the size of the traces and the range of frequencies it is expected

that parts of the circuits will act as antennae, either picking up signals from external

sources or emitting radiofrequency signals. For this reason, during this project all

of the circuits were isolated using aluminium boxes, acting as Faraday cages, and

the coaxial connections were kept as short as physically allowed.





Chapter 4

Design of Optical and Electronic

Signal Conditioning

4.1 Components and prototyping platforms

In this section, the characteristics and rationales behind the choice of components

and test elements will be explored.

4.1.1 Light source

During this project, the focus of the design was on the light detection, signal pro-

cessing and TPSF building, using reliable and stable light sources with known char-

acteristics. Three laser sources were employed, each providing picosecond pulses at

near-infrared wavelengths to illuminate the sample and a reference synchronisation

output at the laser's pulse repetition frequency.

Initial tests were conducted using a bespoke IMRA A-70 pulsed �bre laser,

emitting 780 nm pulses of picosecond duration at a repetition rate of 40 MHz. The

laser module provided access to an optical �bre output with maximum power 70

mW and a NIM synchronisation output that generated a narrow pulse for each opti-

cal pulse. This unit was used for the �rst tests using photodiodes, but it ultimately

failed during tests and had to be replaced with other laser sources.

The �rst of these was an IMRA Femtolite A-15 (780 nm) �bre laser, which
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provides 180 fs-wide pulses at a speci�ed mean power of 15 mW (experimentally,

closer to 20 mW) and with a repetition rate of 48 MHz. To obtain a synchronisation

signal, the output from the laser was split using a re�ective neutral density �lter

with a high attenuation ratio (103 or 3 OD). The transmitted component provided

an eye-safe laser beam for free-space tests, while the re�ected component is fed

into an external photodiode (Thorlabs DET025). An enclosure around the laser

constructed with blackout cardboard ensured that any stray or re�ected beams from

the laser are absorbed and only the eye-safe output exits via a small aperture. The

enclosure was later extended around the detector.

For later �bre-coupled testing on phantoms, the laser integrated within MON-

STIR II was used. This system provides switchable �bre couple outputs and a

synchronisation signal, all controllable via software installed on MONSTIR II's

console. The laser source is a NKT SC400 supercontinuum laser, which operates

with a central wavelength of 1100 nm and a spectral bandwidth from 410 to 2400

nm. The laser produces pulses of approximately 6 ps duration at a 40 MHz repe-

tition rate. The output from the laser is coupled via a polarizing beamsplitter into

two acousto-optic tuneable �lters (AOTFs, model 2986-01, Gooch and Housego),

each acting on one polarization state. The AOTFs have a tuneable wavelength range

of 640–1100 nm, and a transmission bandwidth of approximately 5 nm. After �l-

tering, the beams from the two AOTFs are recombined. Light lost via the higher

order Bragg diffractions from one AOTF is used to illuminate a photodiode which

provides a synchronisation signal. The output laser beam is optically switched into

any one of 32 �bres, con�gurable with the console's software. MONSTIR II also

includes PMT photodetectors and photon counting units, which were not used for

this project.

4.1.2 Light detectors

Three types of sensor have been investigated for the prototype systems: photodi-

odes, SPADs and SiPMs.

A Roithner Lasertechnik QL78F6S laser diode [215] was used to test the initial
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timing systems. This is a package that includes a laser diode and a monitoring

photodiode operating in the infrared, designed to check the operation of the laser

diode. If the laser pin is ignored and the monitoring photodiode is reverse biased, it

can also be used as a standalone detector with sensitivity in the infrared. This way

the QL78F6S can be used alternatively as a detector or as a laser source for quick

prototypes or early stage experiments.

An Excelitas Technologies SPCM-AQRH-10-FC SPAD [216] was chosen to

test the histogram functions in the FPGA system during the initial functionality

tests with the IMRA A-70 system. It is a SPAD module incorporating a detector,

an internal power supply and a TTL output, that simpli�es interfacing with other

electronic components. It generates a pulse every time a photon is detected. The

SPAD then needs to recover its base state, resulting in a dead time of 29.3 ns (as

reported in the calibration sheet) when no photon can be detected. Under normal

use for imaging, this should not present a problem, but for free-space testing this

means that the usual pulse rate of the laser (above 40 MHz, at least 25 ns) will most

likely saturate the SPAD and events will be missed, so a proper attenuation factor

should be added. The SPAD module was later replaced by a SiPM because the

SPAD showed an unexpectedly large variation in the output timing (FWHM of the

IRF much larger than 1 ns) that made time sensitive experiments more dif�cult to

perform. A SiPM was selected for the most complex timing experiments, because

it combined a good sensitivity to light intensity with low jitter and the potential to

be used in PCB designs.

The selected SiPM was an On Semiconductor/SensL MicroFC-10010 [217]

from the C-Series, available on a test board �tted with the necessary passive com-

ponents and SMA connectors. The test board provides two outputs: a fast output

(used for experiments) which provides unampli�ed fast pulses (rise time of 0.3 ns

and pulse with of 0.6 ns) through a capacitor and a standard output connected to

the anode. At the time of purchase, it was one of the newest additions to SensL's

catalogue and was later carried over to On Semiconductor's catalogue after it ac-

quired the company, and thus provides a state of the art performance. Although its
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central wavelength lies in the blue region, it maintains an adequate sensitivity in

the near-infrared range of around 5%, competitive with PMTs. Its maximum dark

count rate is 30–96 kHz at 2.5 V overvoltage and 21°C.

All detectors tend to saturate at high light intensities, when too many photons

arrive at the same time. If more than one photon is detected in one duty cycle, the

pile-up will cause a distortion in the resulting histogram. This is easily solved by

reducing the light intensity using optical �lters. A rule of thumb, explained in Flo-

rian Schmidt's doctoral thesis [28], is to adjust the intensity so that only one photon

event is detected for every 1% of the laser pulses. This makes the probability of

detecting two photons almost negligible,(1%)2 = 0:01%. Other limits may be im-

posed by the rest of the components. The safe limit in counts per second for the

lasers used in this project is 400,000 (for the 40 MHz laser) and 480,000 (for the 48

MHz laser). A set of neutral density (ND) �lters with �xed attenuation and a rotat-

ing variable ND �lter were used to regulate the intensity during experiments. The

attenuation in these �lters is expressed in a logarithmic scale asA = log10(F i=F o),

whereF i andF o are, respectively, the input and output �ux. The attenuation is

sometimes referred to asoptical densityor OD as well.

4.1.3 Event detection circuits

To achieve pulse discrimination for sensors with multi-level outputs, such as pho-

todiodes and SiPMs, a constant fraction discriminator (CFD) is desirable (although

a �xed threshold comparator was designed later in the project when the range of

variability in the SiPM output was known to be constrained). For the initial setup,

a commercial Ortec 9307 pico-Timing Discriminator [218] was used. This CFD

includes an adjustable threshold to distinguish event detections from noise, and

provides both TTL and NIM outputs. However, the TTL output is slow, so the

NIM output had to be manually converted into a signal compatible with the other

electronic components.

For my �nal experiments, a custom circuit board was built including both the

comparator and the voltage level correction to interface the synchronisation and
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detector to the TTL components.

Throughout this project, a TCSPC (time-correlated single photon counting)

card from Becker & Hickl GmbH, model SPC-130 [219], was used as a reference

to validate the timing characteristics of the measured histograms recorded with the

prototype devices. The card is connected to a PC via a PCI slot, and bundled soft-

ware enables time of �ight histograms to be acquired with picosecond resolution.

4.1.4 Development boards

The TDC and the histogram generation were implemented on a Nexys 4 DDR

board from Digilent [220]. This entry-level board includes a Xilinx Artix-7 FPGA

with access to features useful for educational purposes and testing, such as LEDs,

switches, a serial USB connection and generic input/output ports. It provides a

middle-end FPGA in an environment that is suitable for debugging and experimen-

tation. The board is programmed using the Xilinx Vivado IDE [221], which is

available free of charge for Artix-7 targets.

In addition to the FPGA-based TDC implementation, an off-the-shelf TDC

was also evaluated in the �nal system design. The Texas Instruments TDC7200

[146] was chosen for this purpose. It operates at standard TTL levels for the inputs

and outputs, so any design compatible with the FPGA will be valid for this chip as

well. The TDC is managed via an SPI interface, which allows the master system

to initiate measurements, con�gure parameters, and read out the measured times.

The manufacturer also provides a test board on which the chip is mounted, which

includes an oscillator to provide a time base for the TDC, impedance-matched SMA

connections for the inputs, and access to all pins from the chip using pin headers.

An adaptor PCB with PMOD connectors was printed to connect this board to the

Nexys 4 inputs.

Finally, the signal conditioning was implemented using a combination of Mini-

circuits RF blocks and a bespoke comparator PCB. The comparator design is de-

scribed in detail in Section 4.2.2.

The system including the initial conditioning RF blocks, the comparator and
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