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Abstract

There are three chapters in this work of which the first two contain differentiability results for continuous convex functions on Banach spaces. The final chapter contains differentiability results for Lipschitz isomorphisms of $\ell_2$.

The aim of chapter 1 is to improve on a result of I. Ekeland and G. Lebourg [EL] who show that a Banach space $E$ that admits a Lipschitz Fréchet smooth bump function is an Asplund space. It is shown that if $E$ admits a continuous lower Fréchet smooth bump function then $E$ is an Asplund space.

Chapter 2 contains partial results towards showing that there are Gâteaux differentiability spaces that are not weak Asplund spaces. Suppose that $K$ is a totally ordered first countable Hausdorff compact space. A topology $\tau_w$ is defined on $C(K)$ called the wedge topology, and it is shown that if every subdifferential of a continuous convex function $f$ on $C(K)$ contains a measure of finite support then $f$ is Gâteaux differentiable on a $\tau_w$ residual set.

Chapter 3 contains three examples of Lipschitz isomorphisms of $\ell_2$ to itself for which the derivative fails to be surjective; in the first example the Gâteaux derivative is not surjective at one point, in the second example the weak limit of $\lim_{t \to 0} (f(th) - f(0))/t$ is zero for all $h \in \ell_2$, and in the third example the Gâteaux derivative is not surjective at all points of the cube $\{x \in \ell_2 : |x_i| < 2^{-i} \text{ for all } i\}$ which is mapped affinely into a hyperplane.
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Basic notation

There follows a list of the notation used in the text, which, although basic, is not completely standard.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_L$</td>
<td>the set of left accumulation points</td>
</tr>
<tr>
<td>$A_R$</td>
<td>the set of right accumulation points</td>
</tr>
<tr>
<td>$B_o$</td>
<td>the set of basic neighbourhoods of 0 in the oscillation topology</td>
</tr>
<tr>
<td>$B_w$</td>
<td>the set of basic neighbourhoods of 0 in the wedge topology</td>
</tr>
<tr>
<td>$B(x,r)$</td>
<td>the open ball centred at $x$ with radius $r$</td>
</tr>
<tr>
<td>$\text{card } L$</td>
<td>the cardinality of the set $L$</td>
</tr>
<tr>
<td>$C(K)$</td>
<td>the Banach space of continuous functions on the compact space $K$</td>
</tr>
<tr>
<td>$d(g,V)$</td>
<td>the distance of $g$ from the subspace $V$</td>
</tr>
<tr>
<td>$\partial f(\phi)$</td>
<td>the subdifferential of $f$ at $\phi$</td>
</tr>
<tr>
<td>$\overline{G}$</td>
<td>the closure of the set $G$</td>
</tr>
<tr>
<td>$1_A$</td>
<td>the characteristic function of the set $A$</td>
</tr>
<tr>
<td>$\mathcal{M}(K)$</td>
<td>the set of Radon measures on $C(K)$</td>
</tr>
<tr>
<td>$\mathcal{M}(F)$</td>
<td>the set of Radon measures on $C(K)$ with support contained in $F \subset K$</td>
</tr>
<tr>
<td>$\text{Lip } (f)$</td>
<td>the Lipschitz constant of $f$</td>
</tr>
<tr>
<td>$\mathbb{R}$</td>
<td>the real numbers</td>
</tr>
<tr>
<td>$\mathbb{R}^+$</td>
<td>the non-negative real numbers</td>
</tr>
<tr>
<td>$\tau_o$</td>
<td>the oscillation topology</td>
</tr>
<tr>
<td>$\tau_w$</td>
<td>the wedge topology</td>
</tr>
<tr>
<td>$U_o(0,\epsilon,\omega)$</td>
<td>a basic neighbourhood of 0 in the oscillation topology (definition 2.3.1)</td>
</tr>
<tr>
<td>$U_w(0,\epsilon,{\phi_t} \in L, {\psi_r} \in R)$</td>
<td>a basic neighbourhood of 0 in the wedge topology (definition 2.3.2).</td>
</tr>
</tbody>
</table>
Introduction

The two notions of derivative used in this work are the Gâteaux derivative, and the Fréchet derivative. If $X$ and $Y$ are Banach spaces then the Gâteaux derivative of a mapping $\phi : X \mapsto Y$ at $x \in X$, is defined as a continuous linear map $\phi'(x) : X \mapsto Y$ such that

$$\phi'(x)u = \lim_{t \to 0} \frac{\phi(x + tu) - \phi(x)}{t}$$

for every $u \in X$. For the Fréchet derivative we require in addition that the above limit be uniform for $\|u\| \leq 1$.

We refer to [DGZ3], [Fa], [Gi], and [Ph1] for a comprehensive treatment of Asplund spaces and related concepts. A Banach space $E$ is said to be an Asplund space if every continuous convex function on $E$ is Fréchet differentiable on a residual set. If every continuous convex function on $E$ is Gâteaux differentiable on a residual set then $E$ is called a weak Asplund space, and if every continuous convex function on $E$ is Gâteaux differentiable on a dense set then $E$ is called a Gâteaux differentiability space (GDS).

In chapter 1 we show that if $E$ admits a continuous lower Fréchet smooth bump function then $E$ is an Asplund space. This improves on a result of I. Ekeland and G. Lebourg [EL] that provided $E$ admits a Fréchet smooth bump function then $E$ is an Asplund space. To obtain differentiability points of a continuous convex function on a Banach space one method is to apply a variational principle of which we note Ekeland’s variational principle [Ek], the Borwein-Preiss variational principle [BP], and a general variational principle by R. Deville, G. Godefroy, and V. Zizler [DGZ2] from which most results obtained previously by Ekeland’s variational principle or the Borwein-Preiss variational principle easily follow. Recently M. Fabian, G. Godefroy, and J. Vanderwerff [FHV] have obtained a smooth variational principle in the case of a Banach space that admits a Fréchet differentiable bump function. All these results imply that a Banach space that admits a Fréchet differentiable bump function is an Asplund space.
For results on Gâteaux differentiability, Deville’s version of the Borwein-Preiss variational principle implies that, if $E$ admits a Lipschitz Gâteaux smooth bump function then $E$ is a GDS; it is even a weak Asplund space as shown by a slight adjustment in a result of D. Preiss, R. R. Phelps, and I. Namioka in [PPN] (it is shown that a Banach space with Gâteaux smooth norm is a weak Asplund space) done in M. Fosgerau’s thesis. In the Gâteaux case we do not know whether relaxing the condition on the bump function to continuous Gâteaux lower smooth implies that $E$ is a GDS. For the converse it is not known whether an Asplund space admits a lower Fréchet smooth bump function; Richard Haydon [Ha] exhibits an Asplund space that admits no Gâteaux smooth (differentiable at non-zero vectors) equivalent norm, which strongly refutes the converse of the results in [PPN].

We can show, using our method, that if $E$ admits a continuous Gâteaux lower smooth bump function then $E$ is an $\varepsilon$-GDS in the sense that for any continuous convex function $f$ and any $y \in E$ the smooth limit

$$\lim_{t \to 0} \frac{f(x + ty) + f(x + ty) - 2f(x)}{t}$$

is less than $\varepsilon$ for all points $x$ in a dense subset of $E$.

In the second chapter we obtain partial results towards showing that there is a GDS that is not weak Asplund. In particular letting $K$ be an ordered first countable Hausdorff space that is compact in the order topology, we define a topology $\tau_w$ (the wedge topology) on $C(K)$, for which all continuous convex functions $f$ on $C(K)$ such that each subdifferential contains a Radon measure of finite support, are Gâteaux differentiable on a $\tau_w$-residual subset of $C(K)$. In this connection M. Talagrand [Ta1] has shown that the set of points of Gâteaux differentiability of a convex continuous function $f$ need not be $G_δ$. M. M. Coban and P. S. Kenderov [CK] have observed that the set of points of Gâteaux differentiability of the sup-norm on the double arrow space $D$, which may be described as the space of functions on the unit interval with a right limit at 0, a left limit at 1, and left and right limits at every point), is dense but not residual. M. Talagrand [Ta2] gives a proof that there does not exist an equivalent Gâteaux smooth norm on $D$. More generally it is known from a result of D. Preiss, R. R. Phelps, and I. Namioka in [PPN] that a Banach space that admits a Gâteaux smooth norm is a weak Asplund space; in view of the Coban-Kenderov statement this gives another proof of Talagrand’s result.

Chapter three contains three examples of Lipschitz isomorphisms of $\ell_2$ for which the derivative fails to be surjective: in the first example the Gâteaux derivative is not surjective at one point, in the second example the weak
of \( \lim_{t \to 0} (f(th) - f(0))/t \) is zero for all \( h \in \ell_2 \), and in the third example the Gâteaux derivative is not surjective at all points of the cube \( \{ x \in \ell_2 : |x_i| < 2^{-i} \text{ for all } i \} \) which is mapped affinely into a hyperplane.

All these examples have some connection with the linear isomorphism problem for Banach spaces which asks whether Lipschitz isomorphic Banach spaces are necessarily linearly isomorphic. One method of solution is to look for points at which the derivative of a given Lipschitz isomorphism \( f : X \to Y \) exists and is surjective. For Lipschitz maps between finite dimensional Banach spaces Rademacher's theorem states that on \( \mathbb{R}^n \) any Lipschitz map into \( \mathbb{R}^m \) is differentiable everywhere except on a set of Lebesgue measure zero. Extensions of Rademacher's theorem to infinite dimensions have been found by N. Aronszajn [Ar] using Aronszajn null sets, and by R. R. Phelps [Ph2] using Gaussian null sets; that Gaussian null and Aronszajn null sets are equivalent has been shown by M. Csörnyei [Cs]. With different (weaker) versions of null sets similar results have been proved by P. Mankiewicz ([Mn]) and J. P. R. Christensen ([Cr]). If it were known that Lipschitz homeomorphisms carry null sets to null sets we could obtain a differentiability point \( x \) of \( f \) for which \( f^{-1} \) is differentiable at \( f(x) \). It would then follow that \( f'(x) \) is an isomorphism. That Aronszajn null sets are not preserved under Lipschitz isomorphisms was shown by V. I Bogachev [Bo]. There is a recent example by E. Matoušková [Mt], of a Lipschitz isomorphism of a separable Banach space to itself that maps a non Haar null set (see [Cr]) to an Aronszajn null set. Our third example is another example which shows that Aronszajn null sets are not preserved.

N. Aronszajn [Ar] obtains the following extension of Rademacher's theorem.

Let \( f \) be a Lipschitz map from a separable Banach space \( X \) into a space \( Y \) with the Radon-Nykodim property (RNP). Then \( f \) is Gâteaux differentiable everywhere except on an Aronszajn null set.

We refer to [DU] for the RNP; a Banach space \( Y \) has the RNP if every Lipschitz map \( g : \mathbb{R} \to Y \) is differentiable almost everywhere. Examples of spaces that do not have the RNP include \( c_0 \) and \( L_1(0,1) \). Reflexive spaces do have the RNP. The set of Aronszajn null sets \( \mathcal{U} \) is constructed as follows (see [Ar]). Let \( E \) be a Banach space and let \( a \in E \) be non-zero then we let

- \( \mathcal{U}(a) = \{ A \subset E : \text{For all } x \in E \text{ the set } A \cap (x + Ra) \text{ is of Lebesgue measure zero on the line } x + Ra \} \),
• for every sequence \((a_n)_{n=1}^{\infty} \subset E\) with \(a_n \neq 0\) we let 
\(\mathcal{U}((a_n)_{n=1}^{\infty}) = \{ A \subset E : A = \bigcup A_n, A_n \in \mathcal{U}(a_n) \} \), and

• \(\mathcal{U} = \bigcap \mathcal{U}((a_n)_{n=1}^{\infty})\) where the intersection is over all complete sequences in \(E\). (A complete sequence is one whose closed linear span is \(E\).)

Any hyperplane in \(\ell_2\) is Aronszajn null since in any complete sequence in \(\ell_2\) there is a line \(Ra\) such that any translate of \(Ra\) intersects the hyperplane in a one-element set, which is of Lebesgue measure zero.
Chapter 1
Bump Functions

1.1 Introduction

We aim to prove Theorem 1.3.1 which is the following statement.

Let $E$ be a Banach space which admits a continuous lower Fréchet smooth bump function then $E$ is an Asplund space.

We recall some definitions. Let $E$ be a Banach space. A bump function on $E$ is a function $b : E \to \mathbb{R}$ that has bounded non-empty support and attains a positive value. We say that a function $\phi \to \mathbb{R}$ is Fréchet differentiable at $x \in E$ if there is a continuous linear functional $\phi'(x)$, called the Fréchet derivative of $\phi$ at $x$, such that

$$\lim_{\|h\| \to 0} \frac{\phi(x + h) - \phi(x) - \langle \phi'(x), h \rangle}{\|h\|} = 0.$$ 

A function $\phi : E \to \mathbb{R}$ is lower Fréchet smooth at $x$ if

$$\liminf_{h \to 0} \frac{\phi(x + h) + \phi(x - h) - 2\phi(x)}{\|h\|} \geq 0.$$ 

A set $S \subset E$ is residual if it is the complement of a first category set in $E$. A Banach space $E$ is an Asplund space if every continuous convex function on $E$ is Fréchet differentiable on a residual set.

1.2 Lemmata

We aim to establish the four Lemmata needed to prove Theorem 1.3.1. Lemma 1.2.1 is a version of Ekeland’s variational principle which has found many applications in non-linear analysis.
Lemma 1.2.1 Let \((T, d)\) be a complete metric space and let \(f : T \to \mathbb{R}\) be continuous and bounded above, then given \(\epsilon > 0\) there is a \(z \in T\) such that

\[
f(x) \leq f(z) + \epsilon d(x, z)
\]

for all \(x \in T\).

Proof. The point \(z\) is the limit of a sequence \((x_n)_{n=1}^{\infty}\), which we construct inductively as follows. Let \(x_0\) be any point in \(T\). Suppose that for \(n \geq 0\) we have constructed the point \(x_n\). We define a subset \(M_n\) by

\[
M_n = \{ x \in T \mid f(x) - f(x_n) \geq \epsilon d(x, x_n) \}.
\]

Since \(x_n \in M_n\), we may let \(S_n = \sup_{x \in M_n} f(x)\) and choose a point \(x_{n+1} \in M_n\) such that \(f(x_n) - S_n \geq 2^{-n}\). We claim that

1. the sequence \((f(x_n))_{n=1}^{\infty}\) is increasing,
2. the sequence \((x_n)_{n=1}^{\infty}\) is a Cauchy sequence which converges to a point \(z\),
3. If \(m > n\) then \(x_m \in M_n\), and
4. \(f(x) \leq f(z) + \epsilon d(x, z)\) for all \(x \in T\).

For (1), using the definition of \(M_n\) and that \(x_{n+1} \in M_n\), we have

\[
f(x_{n+1}) - f(x_n) \geq \epsilon d(x_{n+1}, x_n) \geq 0.
\]

For (2), since \((f(x_n))_{n=1}^{\infty}\) is increasing and bounded above, it is convergent and therefore a Cauchy sequence. Given \(\kappa > 0\) we may choose a positive integer \(N\) such that for all \(m > n \geq N\) we have \(f(x_m) - f(x_n) < \kappa\). For all \(m > n \geq N\), we have

\[
\epsilon d(x_m, x_n) \leq \sum_{i=n}^{m-1} \epsilon d(x_{i+1}, x_i)
\]

\[
\leq \sum_{i=n}^{m-1} [f(x_{i+1}) - f(x_i)]
\]

\[
= f(x_m) - f(x_n)
\]

(1.1)

\[
< \kappa.
\]
Therefore \((x_n)_{n=1}^{\infty}\) is a Cauchy sequence which must converge to some point \(z\).

For (3) we see from (1.1) that \(f(x_m) - f(x_n) \geq \epsilon d(x_m, x_n)\). Therefore \(x_m \in M_n\).

For (4), supposing that it is not true that \(f(x) \leq f(z) + \epsilon d(x, z)\) for all \(x \in T\), we may find \(x\) such that \(f(x) > f(z) + \epsilon d(x, z) + \alpha\) for some \(\alpha > 0\). We note that

- \(f\) is continuous,
- \(M_n\) is closed for all \(n \geq 0\),
- \(\lim_{m \to \infty} x_m = z\), and
- \(x_m \in M_n\) for all \(m > n\).

Therefore \(x \in M_n\) for all \(n\). We obtain

\[
\begin{align*}
  f(x) - f(x_n) &> f(z) - f(x_n) + \epsilon d(x, z) + \alpha \\
  &\geq \epsilon (d(z, x_n) + d(x, z)) + \alpha \\
  &\geq \epsilon d(x, x_n) + \alpha
\end{align*}
\]

(1.2)

implying that \(x \in M_n\) for all \(n\). Since \(\epsilon d(x, x_n) \geq 0\) we have from (1.2) that \(f(x) - f(x_n) \geq \alpha\). But if \(x \in M_{n-1}\) then \(f(x) \leq S_{n-1}\) so that

\[
2^{n-1} \geq S_{n-1} - f(x_n) \geq \alpha.
\]

\[\square\]

Lemma 1.2.2 is a version of the Hahn-Banach theorem which we state without proof.

**Lemma 1.2.2** Let \(E\) be a Banach space and \(M\) a linear subspace of \(E\) and suppose that there is a linear functional \(x^*_M \in M^*\) such that \(\|x^*_M\| = 1\). Then there is a linear functional \(x^*\) on \(E\) such that \(\|x^*\| = 1\) and

\[
\langle x^*, x \rangle = \langle x^*_M, x \rangle
\]

for all \(x \in M\).
Let $\epsilon > 0$, then we define a norm $\| \cdot \|$ to be $\epsilon$-rough at $z$ if

\[
\lim_{h \to 0} \sup_{h \neq 0} \frac{\|z + h\| + \|z - h\| - 2\|z\|}{\|h\|} \geq \epsilon.
\]

(1.3)

We note that, by the triangle inequality, the value of $\epsilon$ cannot exceed 2. A norm is said to be $\epsilon$-rough if it is $\epsilon$-rough at all $z$. Lemma 1.2.3 is a result of E. B. Leach and J. H. M. Whitfield [LW].

**Lemma 1.2.3** A Banach space $E$ is not an Asplund space if and only if for some $\epsilon > 0$ $E$ admits an equivalent $\epsilon$-rough norm.

In Lemma 1.2.4 we show that if a norm is $\epsilon$-rough at $z$ then for any $\delta > 0$ we can find $\|h\| < 2\delta$ for which $\frac{\|z + h\| - \|z\|}{\|h\|} \geq \epsilon/8$ and $\frac{\|z-h\| - \|z\|}{\|h\|} \geq \epsilon/8$.

**Lemma 1.2.4** Let $\| \cdot \|$ be a norm on a Banach space $E$ that is $\epsilon$-rough at $z$. Then for all $\delta$ for which $\frac{\|z\|}{4} > \delta > 0$ there is a $h$ such that

(i) $\|z + h\| = \|z - h\|$,

(ii) $\|h\| < 2\delta$, and

(iii) $\frac{\|z + h\| - \|z\|}{\|h\|} \geq \frac{\epsilon}{8}$.

**Proof.** The point $\hat{h}$ is obtained from $h$ by subtracting a small $z$ component. Applying the Hahn-Banach theorem we find a functional $x^*$ which attains its norm in the $z$ direction and subtracting $x^*$ from the norm we obtain a convex function $f$ with which we may estimate $\frac{\|z + h\| - \|z\|}{\|h\|}$.

Suppose that $h$ and $\delta$ are such that $\frac{\|z\|}{4} > \delta > 0$, $\|h\| < \delta$, $\frac{\|z + h\| - \|z\|}{\|h\|} \geq \epsilon$ and that $\|z + h\| > \|z - h\|$. To construct $\hat{h}$ we first define $a : \mathbb{R} \to E$ by $a(t) = h - tz$. Defining $a : \mathbb{R} \to \mathbb{R}$ by $a(t) = \|z + a(t)\| - \|z - a(t)\|$, and noting that

- $a(0) > 0$, and
- $a(1) = \|h\| - \|2z - h\| < 0$,

we may use the intermediate value theorem to obtain a real number $t_0 \in (0, 1)$ with $a(t_0) = 0$. We let $\hat{h} = a(t_0)$ so that

\[
\|z - \hat{h}\| = \|z + \hat{h}\|
\]

(1.4)
which is property (i) of \( \hat{h} \). Substituting \( \hat{h} = a(t_0) = h - t_0z \) in equation (1.4) gives \( \|z - h + t_0z\| = \|z + h - t_0z\| \) and applying the triangle inequality we obtain \( (1 + t_0)\|z\| - \|\hat{h}\| \leq (1 - t_0)\|z\| + \|h\| \) which simplifies as

\[
t_0\|z\| \leq \|\hat{h}\|. \tag{1.5}
\]

Therefore

\[
\|\hat{h}\| = \|h - t_0z\| \\
\leq \|h\| + t_0\|z\| \\
\leq 2\|h\| \\
< 2\delta.
\]

property (ii) of \( \hat{h} \).

Applying the Hahn-Banach theorem in the form of Lemma 1.2.2 with \( M = \text{span} \{z\} \), and \( x^*_M \) defined by \( \langle x^*_M, tz \rangle = t\|z\| \) for all \( tz \in \text{span} \{z\} \), we find a functional \( x^* \) with \( \|x^*\| = 1 \) and \( \langle x^*, z \rangle = \|z\| \). Defining \( f : E \to \mathbb{R} \) by \( f(x) = \|x\| - \langle x^*, x \rangle \) we claim that \( f \) has the following properties:

1. \( f \) is convex and non-negative,
2. \( \text{Lip} (f) \leq 2, \)
3. \( f(\lambda z) = 0 \) for all \( \lambda \geq 0, \)
4. \( f(\lambda x) = \lambda f(x) \) for all \( \lambda \geq 0, \)
5. \( f(z + h) \leq f(z + \hat{h}), \) and
6. \( \frac{f(z + \hat{h}) + f(z - \hat{h})}{\|A\|} \geq \varepsilon/4. \)

For (1), \( f \) is the sum of \( \| \cdot \| \) and \( -x^* \) and is therefore convex. Since \( \|x^*\| \leq 1 \), then \( f \) is non-negative.

For (2),

\[
\text{Lip} (f) \leq \text{Lip} (\| \cdot \|) + \text{Lip} (x^*) \\
\leq 2.
\]

For (3) we have for any \( \lambda \geq 0 \) that

\[
f(\lambda z) = \|\lambda z\| - \langle x^*, \lambda z \rangle \\
= \lambda(\|z\| - \langle x^*, z \rangle) \\
= 0.
\]
For (4) we have for any $\lambda \geq 0$ that
\[
f(\lambda x) = \|\lambda x\| - \langle x^*, \lambda x \rangle \\
= \lambda (\|x\| - \langle x^*, x \rangle) \\
= \lambda f(x).
\]
For (5), since $h - \hat{h} = t_0 z$, we have $\langle x^*, h - \hat{h} \rangle = \|h - \hat{h}\|$. Hence
\[
f(z + \hat{h}) - f(z + h) = \|z + \hat{h}\| - \|z + h\| + \langle x^*, h - \hat{h} \rangle \\
= \|z + \hat{h}\| - \|z + h\| + \|h - \hat{h}\| \\
\geq 0.
\]
For (6) we let $\beta = 1/(1 + t_0)$ so that $0 < \beta \leq 1$ and recalling that $h = \hat{h} + t_0 z$, we obtain
\[
z - \beta h = \frac{z(1 + t_0) - h}{1 + t_0} \\
= \beta(z - \hat{h}).
\]
Applying property (4) of $f$ to $f(z - \beta h)$ with $f$ non-negative gives
\[
f(z - \beta h) = \beta f(z - \hat{h}) \\
\leq f(z - \hat{h}). \tag{1.6}
\]
Using (1.6), and properties (5) and (2) of $f$, we estimate
\[
f(z + h) + f(z - h) \leq f(z + \hat{h}) + f(z - \hat{h}) \\
\leq f(z + \hat{h}) + f(z - \hat{h}) + (f(z - \hat{h}) - f(z - \beta h)) \\
\leq f(z + \hat{h}) + f(z - \hat{h}) + 2(1 - \beta)\|h\|. \tag{1.7}
\]
From (1.5) we have:
\[
1 - \beta = t_0/(1 + t_0) \\
\leq t_0 \\
\leq \|h\|/\|z\|. \tag{1.8}
\]
Therefore substituting (1.8) and $\|\hat{h}\| \leq 2\|h\|$ in (1.7) gives
\[
\frac{f(z + \hat{h}) + f(z - \hat{h})}{\|\hat{h}\|} \geq \frac{f(z + h) + f(z - h)}{2\|h\|} \\
\geq \frac{f(z + h) + f(z - h)}{2\|h\|} - (1 - \beta) \\
\geq \frac{f(z + h) + f(z - h)}{2\|h\|} - \frac{\|h\|}{\|z\|}. \tag{1.9}
\]
By hypothesis \( \|h\| < \delta < \frac{\varepsilon}{4} \) so that

\[
\frac{f(z + h) + f(z - h)}{\|2h\|} = \frac{\|z + h\| + \|z - h\| - 2\|z\|}{\|2h\|} \geq \frac{\varepsilon}{2}.
\]

From (1.9) we have \( \frac{f(z + h) + f(z - h)}{\|h\|} \geq \frac{\varepsilon}{4} \) and using \( \|z + \hat{h}\| = \|z - \hat{h}\| \) we deduce that

\[
\frac{\|z + \hat{h}\| - \|z\|}{\|\hat{h}\|} \geq \frac{\varepsilon}{8}.
\]

\[\square\]

1.3 An improvement on Ekeland-Lebourg

The following Theorem improves on the result of Ekeland and Lebourg that a Banach space that admits a Fréchet differentiable bump function is an Asplund space.

**Theorem 1.3.1** Let \( E \) be a Banach space which admits an upper semicontinuous lower Fréchet smooth bump function, then \( E \) is an Asplund space.

**Proof.** We argue by contradiction. Suppose that \( E \) is not an Asplund space so that, by Lemma 1.2.3, \( E \) admits an equivalent \( \varepsilon \)-rough norm for some \( \varepsilon > 0 \). Letting \( S = \{ x : 4b(x) + \|x\| \geq 3 \} \) where we may suppose that \( b \) is a lower Fréchet smooth bump function such that \( b(0) = 1 \) and \( \text{spt} (b) \subset B(0,1) \), and applying Ekeland's variational principle (Lemma 1.2.1) to \( T = S \cap B(0,2) \) we obtain an Ekeland maximum point of the norm at which the bump function \( b \) is not lower Fréchet smooth.

The set \( T \) is non-empty since \( 0 \in T \). We show that \( T \subset B(0,1) \). Indeed if \( x \in T \setminus \text{spt} (b) \) then, since \( b(x) = 0 \) and \( x \in S \), we must have \( \|x\| \geq 3 \). But \( T \subset B(0,2) \). Therefore \( T \setminus \text{spt} (b) = \emptyset \). Hence \( T \subset \text{spt} (b) \subset B(0,1) \).

Define a metric on \( T \) by \( d(x, y) = \|x - y\| \). Since \( b \) is upper semicontinuous \( S \) is closed; so \( T \) is complete and Ekeland's variational principle (Lemma 1.2.1) is applicable in \( T \). For the continuous function \( \|\cdot\| \), which is bounded above, we obtain a point \( z \) such that

\[
\|x\| \leq \|z\| + \frac{\varepsilon \|x - z\|}{16}
\]

for all \( x \in T \). Since \( b \) is lower smooth \( T \neq \{0\} \) so that \( z \neq 0 \).
Let $0 < \delta < \frac{\epsilon \|h\|}{4}$ be such that
\[
\frac{b(z + h) + b(z - h) - 2b(z)}{\|h\|} > \frac{\epsilon}{16}
\]
for $0 < \|h\| < 2\delta$. Since the norm is $\epsilon$-rough at $z$ we may apply Lemma 1.2.4 to obtain a point $\hat{h} \in E$ with the following properties:

- $\|\hat{h}\| \leq 2\delta < 1$,
- $\frac{\|z + \hat{h}\| - \|z\|}{\|\hat{h}\|} \geq \frac{\epsilon}{8}$, and
- $\|z + \hat{h}\| = \|z - \hat{h}\|$.

We claim that $z + \hat{h} \notin T$, and $z - \hat{h} \notin T$.

If $z + \hat{h} \in T$ then Ekeland’s variational principle implies that $\|z + \hat{h}\| \leq \|z\| + \frac{\epsilon \|\hat{h}\|}{16}$ which contradicts the roughness of the norm, that is, $\|z\| + \frac{\epsilon \|\hat{h}\|}{8} \leq \|z + \hat{h}\|$. Similarly $z - \hat{h} \in T$ would imply that
\[
\|z\| + \frac{\epsilon \|\hat{h}\|}{8} \leq \|z - \hat{h}\| \leq \|z\| + \frac{\epsilon \|\hat{h}\|}{16}.
\]

Since $\|z\| \leq 1$ and as $\|\hat{h}\| \leq 1$ we have $z + \hat{h} \in B(0, 2)$ and $z - \hat{h} \in B(0, 2)$. From the definition of $T$ we deduce that $z + \hat{h} \notin S$ and $z - \hat{h} \notin S$. From the definition of the set $S$ we obtain $4b(z + \hat{h}) + \|z + \hat{h}\| < 3$ and $4b(z - \hat{h}) + \|z - \hat{h}\| < 3$. It follows that
\[
0 < 4 \frac{b(z + \hat{h}) + b(z - \hat{h}) - 2b(z)}{\|\hat{h}\|} + \|z + \hat{h}\| + \|z - \hat{h}\| - 2\|z\| < 0
\]
which is a contradiction. Hence $E$ is an Asplund space. \qed
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Gâteaux Differentiability on C(K) Spaces

2.1 Introduction

We are working on (totally) ordered spaces $K$ which we always consider in their order topology. We will assume that $K$ is compact and first countable. We refer to [Na] for a comprehensive treatment of the order topology. For arbitrary $a, b$ we write

$$(a, b) = \{ x : \min\{a, b\} < x < \max\{a, b\} \},$$

$$[a, b] = \{ x : \min\{a, b\} \leq x \leq \max\{a, b\} \}.$$ 

The open interval $(a, b)$ is an open set. Our assumption that $K$ is compact implies that $K$ is order complete, that is every monotone sequence is convergent; also every nonempty subset of $K$ has a supremum and infimum. A non-trivial example of an ordered space is given in the text on page 65 where we define the space $I_s$ of signed points $(x, 1), (x, -1)$ on the unit interval $[0, 1]$. $C(K)$ denotes the set of continuous functions on $K$ with the usual norm on $C(K)$ defined by $\|g\| = \sup_{x \in K} |g(x)|$.

In section 2.3 we introduce the oscillation and wedge topologies, $\tau_o$ and $\tau_w$ on $C(K)$, we show that they are equivalent and we deduce the main properties of $\tau_o$. In section 2.4 we obtain a differentiability result for continuous convex functions on a Banach space $E$ for which there is a topology $\tau$ finer than the norm topology in which the neighbourhoods of 0 satisfy a geometric condition. This result is used in section 2.7 to show that a continuous convex function $f$ on $C(I_s)$ (which is essentially the space $D$ of functions on $[0, 1]$ with a right limit at 0, a left limit at 1, and left and right limits at all
other points) for which each subdifferential \( \partial f(\varphi) \) contains only non-atomic measures is Gâteaux differentiable on a \( \tau_0 \) residual set. Section 2.5 contains results for continuous convex functions \( f \) on \( C(K) \) for which each subdifferential \( \partial f(\varphi) \) contains a Dirac measure. In section 2.6 we extend the results of section 2.5 to the case of subdifferentials that always contain a measure with finite support. In the final section we prove our main result, Theorem 2.6.7, which states that a continuous convex function \( f \) on \( C(K) \) for which each subdifferential \( \partial f(\varphi) \) contains a measure with finite support is Gâteaux differentiable on a \( \tau_0 \) residual set. Our results are far short showing that \( C(I_\varnothing) \) is a Gâteaux differentiability space since we have only considered the two extreme cases.

Recalling the definitions of some topological concepts, we have that a compact Hausdorff space \( K \) is first countable if for every \( x \in K \) there is a sequence \( (U_n(x))_{n=1}^\infty \) of neighbourhoods of \( x \) such that if \( U \) is any neighbourhood of \( x \) then there is a neighbourhood \( U_k \) in the sequence such that \( U_k \subset U \).

A topological space \( E \) is called a Baire space if for any set \( X \subset E \), that is a countable union of nowhere dense sets, the complement \( E \setminus X \) is dense in \( E \). The Banach-Mazur game [Ox] is a two person game with players \( A \) and \( B \) as follows. Let \( S \) be a subset of a topological space \( E \). A play is a decreasing sequence

\[ U_1 \supset V_1 \supset U_2 \supset \cdots \]

of non-empty open subsets of \( E \) which have been chosen alternately by \( A \) and \( B \). Player \( A \) chooses \( U_1 \), \( B \) chooses \( V_1 \), \( A \) chooses \( U_2 \), etc. A strategy for \( B \) is a sequence \( f_B = (f_n)_{n=1}^\infty \) of maps \( f_n \) where each \( f_n \) is defined on the set

\[ \{U_1, V_1, U_2, \ldots, U_n\} \]

of first \( 2n - 1 \) elements of a play and

\[ f_n(U_1, V_1, U_2, \ldots, U_n) \]

is a non-empty open subset of \( U_n \). A play is consistent with \( f_B \) if

\[ f_n(U_1, V_1, U_2, \ldots, U_n) = V_n \]

for all \( n \). We say that \( f_B \) is a winning strategy for \( B \) if

\[ \bigcap_{i=1}^\infty V_i \subset S \]

for every play consistent with \( f_B \). We note the following properties of the Banach-Mazur game.
• A subset $S$ of a topological space $E$ is residual if and only if there is a winning strategy for $B$ [Ox].

• A topological space $E$ is a Baire space if player $B$ has a strategy $f_B$ such that
  \[ \cap_{i=1}^{\infty} V_i \neq \emptyset \]
  for all plays consistent with $f_B$ [Ch].

2.2 Functions on ordered spaces

We study the oscillation of a function on $K$ and include two existence lemmata for $C(K)$ functions.

Definition 2.2.1 Let $f : K \to \mathbb{R}$ be a real valued function defined on $K$. Let $[a, b] \subseteq K$ be a closed interval with end points $a$ and $b$ with $a$ not necessarily less than $b$. We define the oscillation of $f$ on $[a, b]$ as
  \[ \text{osc} (f, [a, b]) = \sup_{u, v \in [a, b]} |f(u) - f(v)|. \]

Lemma 2.2.2 Let $[a, b] \subseteq K$ be a closed interval and $g, h \in C(K)$, then
  (i) $\text{osc} (f + g, [a, b]) \leq \text{osc} (f, [a, b]) + \text{osc} (g, [a, b])$ and
  (ii) $\text{osc} (fg, [a, b]) \leq \text{osc} (f, [a, b]) \sup |g| + \text{osc} (g, [a, b]) \sup |f|$
  where the supremum is taken over $[a, b]$.

Proof. Apply the triangle inequality for the modulus of the sum of two functions. This fact coupled with the fact that the supremum of the sum of two functions on a set is less than the sum of their suprema is sufficient to prove both statements. \qed

Lemma 2.2.3 Let $(g_n)^{\infty}_{n=1}$ be a sequence of functions in $C(K)$ that converges pointwise to a function $g \in C(K)$. Then for any interval $[a, b] \subseteq K$
  (i) $\liminf_{n \to \infty} \text{osc} (g_n, [a, b]) \geq \text{osc} (g, [a, b])$ and
  (ii) if $(g_n)^{\infty}_{n=1}$ converges uniformly to $g$ then
  $\lim_{n \to \infty} \text{osc} (g_n, [a, b]) = \text{osc} (g, [a, b]).$
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PROOF. For (i) suppose that \((g_n)_{n=1}^\infty\) converges pointwise to \(g\) and \([a, b]\) is any interval. Since \([a, b]\) is compact there are points \(u, v \in [a, b]\) such that

\[
\text{osc } (g, [a, b]) = |g(u) - g(v)|.
\]

But for all \(n \geq 1\)

\[
\text{osc } (g_n, [a, b]) \geq |g_n(u) - g_n(v)|.
\]

Therefore

\[
\lim_{n \to \infty} \inf \text{osc } (g_n, [a, b]) \geq \lim_{n \to \infty} |g_n(u) - g_n(v)| = \text{osc } (g, [a, b]).
\]

For (ii) we apply the triangle inequality,

\[
\left| \text{osc } (g_n, [a, b]) - \text{osc } (g, [a, b]) \right| \leq \text{osc } (g_n - g, [a, b]) \leq 2\|g_n - g\|.
\]

\(\square\)

Lemma 2.2.4 is a monotonic version of Urysohn’s lemma. This result is well known and proved in [Na] (page 30) under much more general conditions.

**Lemma 2.2.4** Let \(a, b \in K\) and \(a < b\) then there is a non-decreasing function \(g \in C(K)\) such that

\[
g(x) = \begin{cases} 
0 & \text{if } x \leq a \\
1 & \text{if } x \geq b.
\end{cases}
\]

**Proof.** We say that an interval \([a, b]\) has a gap if there are points \(x\) and \(y\) in \([a, b]\) such that \((x, y) = \emptyset\).

Suppose that the interval \([a, b]\) has a gap \((x, y)\). It suffices to let \(g\) be the function defined by

\[
g(z) = \begin{cases} 
0 & \text{if } z \leq x \\
1 & \text{if } z \geq y.
\end{cases}
\]

Suppose that there are no gaps in \([a, b]\). We construct \(g\) as follows. Let \(Q \cap [0,1] = (r_i)_{i=0}^\infty\) be an enumeration of the rationals in the closed unit interval such that \(r_0 = 0\) and \(r_1 = 1\).

We find a sequence, \((b_i)_{i=0}^\infty\), in \(K\) such that

- \(b_i < b_j\) whenever \(r_i < r_j\),
- \(b_0 = a\), and
- \(b_1 = b\).
The sequence $b_i$ may be constructed inductively as follows. Suppose that $k > 1$ and we have constructed $(b_i)_{i=0}^k$. Let

$$r_i = \max\{r_i : 0 \leq i \leq k \text{ and } r_i < r_{k+1}\}$$

and

$$r_m = \min\{r_i : 0 \leq i \leq k \text{ and } r_i > r_{k+1}\}.$$ 

Since $r_l < r_m$ and there are no gaps in $[a, b]$ then we may choose a point $x \in (b_l, b_m)$ and let $b_{k+1} = x$.

We claim that the function $g$ defined by

$$g(z) = \begin{cases} 
\inf_{b_i > z} r_i & \text{if } z < b \\
1 & \text{if } z \geq b
\end{cases}$$

is continuous, non-decreasing, $g(z) = 0$ for $z < a$, and $g(z) = 1$ for $z \geq b$.

We have $g(a) = \inf_{b_i > a} r_i = r_0 = 0$ and $g(b) = \inf_{b_i > b} r_i = r_1 = 1$. If $y_1 < y_2$, noting that \(\{ b_i : y_1 \leq b_i \} \supset \{ b_i : y_2 \leq b_i \}\), then $g(y_1) \leq g(y_2)$.

It remains to show that $g$ is continuous. Let $L_i = \{ x \in K : x < b_i \}$ and $R_i = \{ x \in K : x > b_i \}$. Then $L_i$ and $R_i$ are open sets. Given any $z \in [0, 1]$ the function $g$ satisfies the relations

- $g^{-1}([0, z)) = \bigcup_{r_i < z} L_i$ and
- $g^{-1}((z, 1]) = \bigcup_{r_i > z} R_i$.

Therefore the inverse image of any open set under $g$ is open and therefore $g$ is continuous. \(\square\)

Lemma 2.2.5 asserts that there is a continuous function that dominates a given bounded function.

Lemma 2.2.5 Let $\hat{\eta} : K \to \mathbb{R}$ be a bounded function on $K$ such that

$$\lim_{s \to t} \hat{\eta}(s) = 0$$

for some $t \in K$. Then there is a function $\eta \in C(K)$ such that

(i) $\eta(s) > \hat{\eta}(s)$ if $s \neq t$ and

(ii) $\eta(t) = 0$. 
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Proof. We define \( \eta(t) = 0 \). To define \( \eta(s) \) for \( s > t \) we distinguish two cases: when \( t \) is isolated from the right for which we let

\[
\eta(s) = 1 + \sup_{u > t} |\dot{\eta}(u)|
\]

for all \( s > t \); and when \( t \) is not isolated from the right for which we find a sequence \( t_1 > t_2 > \ldots > t \) such that \( \dot{\eta}(u) < 2^{-i-1} \) for each \( t < u \leq t_i \) and \( i \geq 1 \). Letting \( \eta(s) = \sup |\dot{\eta}| + 1 \) if \( s \geq t_1 \) and on each interval \([t_{i+1}, t_i]\), \( i \geq 2 \) using Lemma 2.2.4 we obtain a non-decreasing function \( g_i \) such that

\[
g_i(z) = \begin{cases} 
2^{-i} & \text{if } z = t_i \\
2^{-i-1} & \text{if } z = t_{i+1}.
\end{cases}
\]

On \([t_2, t_1]\) similarly find \( g_2 \) such that

\[
g_2(z) = \begin{cases} 
\sup |\dot{\eta}| + 1 & \text{if } z = t_1 \\
2^{-2} & \text{if } z = t_2.
\end{cases}
\]

We let \( \eta(s) = g_i(s) \) whenever \( s \in [t_{i+1}, t_i] \). The definition of \( \eta(s) \) for \( s < t \) is similar. \( \square \)

2.3 The oscillation and wedge topology

We introduce the oscillation topology and the wedge topology for \( C(K) \). In Lemma 2.3.3 we show that these topologies are equivalent and in Lemma 2.3.5 we list their main properties.

Definition 2.3.1 Suppose that \( \epsilon > 0 \) and \( \omega \in C(K) \) is a non-negative function such that card \( \{ x \in K : \omega(x) = 0 \} \) is finite. Then we denote by \( B_\omega \) the set of subsets \( U_\omega(0, \epsilon, \omega) \subset C(K) \) where \( g \in U_\omega(0, \epsilon, \omega) \) if and only if

- \( |g(x)| < \epsilon \) for all \( x \in K \) and
- for all \( [a, b] \subset K \) such that \( a \) is an accumulation point of \([a, b]\), and \( \omega(a) = 0 \) we have

\[
\text{osc } (g, [a, b]) < \sup_{z \in [a, b]} \omega(z).
\]

Let \( A \) denote the set of accumulation points of \( K \). We let \( A_L \) denote the set of left accumulation points of \( K \) defined as

\[
A_L = \{ l \in K : (l, a) \neq \emptyset \text{ for all } a > l \},
\]

and \( A_R \) denote the set of right accumulation points of \( K \) defined as

\[
A_R = \{ r \in K : (b, r) \neq \emptyset \text{ for all } b < r \}.
\]
Definition 2.3.2 Suppose that

- $\epsilon > 0$,
- $L \subset A_L$ and card $L$ is finite,
- $R \subset A_R$ and card $R$ is finite,
- $\{\phi_i\}_{i \in L} \subset C(K)$ is a family of monotonic non-decreasing non-negative functions such that $\phi_i(y) = 0$ if $y \leq l$ and $\phi_i(y) > 0$ if $y > l$, and
- $\{\psi_r\}_{r \in R} \subset C(K)$ is a family of monotonic non-increasing non-negative functions such that $\psi_r(y) = 0$ if $y \geq r$ and $\psi_r(y) > 0$ if $y < r$.

Then we denote by $B_w$ the set of subsets $U_w(0, \epsilon, \{\phi_i\}_{i \in L}, \{\psi_r\}_{r \in R}) \subset C(K)$ where $g \in U_w(0, \epsilon, \{\phi_i\}_{i \in L}, \{\psi_r\}_{r \in R})$ if and only if

- $|g(x)| < \epsilon$, for all $x \in K$,
- for all $l \in L$ and all $a > l$ we have $|g(a) - g(l)| < \phi_i(a)$, and
- for all $r \in R$ and all $b < r$ we have $|g(b) - g(r)| < \psi_r(b)$.

For convenience we will refer to $\{\phi_i\}_{i \in L}$ as the left wedge functions of $U_w$ and $\{\psi_r\}_{r \in R}$ as the right wedge functions of $U_w$.

We may use the sets $B_0$ and $B_w$ to define the oscillation topology and the wedge topology respectively. A subset $G \subset C(K)$ is defined to be $\tau_0$-open if for all $g \in G$ there is a $U_g \in B_0$ such that

$$g + U_g \subset G.$$ 

To simplify this notation, we shall write $U_o(g, \epsilon, \omega)$ for $g + U_o(0, \epsilon, \omega)$. We define $\tau_w$-open sets similarly. In Lemma 2.3.3 we show that $\tau_o$ and $\tau_w$ are equivalent.

Lemma 2.3.3 Every $U \in B_o$ contains a $V \in B_w$ and vice versa.

Proof. We first show that every non-empty $V \in B_w$ contains a non-empty $U \in B_o$. Suppose that $V = U_w(0, \epsilon, \{\phi_i\}_{i \in L}, \{\psi_r\}_{r \in R})$. We let

$$\omega_L(s) = \min_{l \leq s} \phi_i(s)$$

and

$$\omega_R(s) = \min_{r \geq s} \psi_r(s).$$
For each \( x \in L \cup R \) we use Lemma 2.2.5 with \( \dot{\eta} = 0 \) to find \( \eta_x \in C(K) \) such that \( \eta_x(x) = 0 \) and \( \eta_x(y) > 0 \) for \( y \neq x \). We let \( \eta(s) = \min_{x \in L \cup R} \eta_x(s) \) and \( \omega = 1/2 \min\{\omega_L, \omega_R, \eta\} \). Then \( \omega \) is continuous, since the only discontinuities of \( \min\{\omega_L, \omega_R\} \) occur at points in \( x \in L \cup R \) at which \( \lim_{y \to x} \eta(y) = 0 \); since \( 0 \leq \omega \leq \eta \) then \( \lim_{y \to x} \omega(y) = \omega(x) \). Moreover, \( \{ x \in K : \omega(x) = 0 \} = L \cup R \) is finite.

With this definition of \( \omega \) we find that if \( g \in U_0(0, \epsilon, \omega) \) then for \( l \in L \) and \( a > l \) we have

\[
|g(a) - g(l)| \leq \text{osc}(g, [l, a]) < \sup_{z \in [l, a]} \omega(z) < \phi_{l}(a).
\]

Similarly for \( r \in R \) and \( b < r \) we have \( |g(b) - g(r)| < \psi_{r}(b) \) and hence \( g \in V \).

Conversely we must show that every non-empty \( U \in B_\omega \) contains a non-empty \( V \in B_\omega \). Given \( U_0(0, \epsilon, \omega) \) we require finite families of wedge functions \( \{\phi_l\}_{l \in L} \) and \( \{\psi_r\}_{r \in R} \) such that, for any \( g \in C(K) \) satisfying,

- \( |g(a) - g(l)| < \phi_l(a) \) for all \( l \in L \) and all \( a > l \) and
- \( |g(b) - g(r)| < \psi_r(b) \) for all \( r \in R \) and all \( b < r \),

then \( g \) must satisfy \( \text{osc}(g, [a, b]) < \sup_{z \in [a, b]} \omega(z) \) for all \( [a, b] \subset K \) such that \( a \) is an accumulation point of \( [a, b] \), and \( \omega(a) = 0 \).

To construct our wedge functions we use monotonic functions of the form \( \phi_l(x) = \sup_{l \leq z \leq x} \omega(z) \). Suppose that \( F = \{a_1, \ldots, a_k\} \) is the set of accumulation points of \( K \) at which the function \( \omega \) is zero, with \( L \subset F \) the set of left accumulation points and \( R \subset F \) the set of right accumulation points. The construction is as follows.

(i) In each interval \([a_i, a_{i+1}]\) we find the point \( t_i \) such that

\[
t_i = \max\{ t : \omega(t) = \max_{x \in [a_i, a_{i+1}]} \omega(x) \}.
\]

Then either \( t_i \in (a_i, a_{i+1}) \) with \( \omega(t_i) > 0 \) or \( t_i = a_i \) and \( \omega(t_i) = 0 \).

(ii) Find \( t_0 \leq a_1 \) such that \( \omega(t_0) = \max_{z \leq a_1} \omega(z) \) and we find \( t_k \geq a_k \) such that \( \omega(t_k) = \max_{z \geq a_k} \omega(z) \).
(iii) For $a_i \in L$ we define
\[
\phi_{a_i}(x) = \begin{cases} 
\sup_{a_i \leq z \leq x} \omega(z)/4 & \text{if } a_i \leq x \leq t_i \\
\omega(t_i)/4 & \text{if } x > t_i \\
0 & \text{if } x < a_i.
\end{cases}
\]

(iv) For $a_i \in R$ we define
\[
\psi_{a_i}(x) = \begin{cases} 
\sup_{a_i \geq z \geq x} \omega(z)/4 & \text{if } a_i \geq x \geq t_{i-1} \\
\omega(t_{i-1})/4 & \text{if } x \leq t_{i-1} \\
0 & \text{if } x > a_i.
\end{cases}
\]

We must verify that each $\phi_l$ and $\psi_r$ are indeed wedge functions. Since $\omega$ is continuous, they are continuous. Suppose that $a_i$ is a right accumulation point of $K$ and that $a_i \geq x_1 \geq x_2 \geq t_{i-1}$. Then $[a_i, x_1] \subset [a_i, x_2]$ so that $\sup\{ \omega(z) | a_i \geq z \geq x_1 \} \leq \sup\{ \omega(z) | a_i \geq z \geq x_2 \}$. Therefore $\psi_{a_i}$ is monotonic non-increasing on $[t_{i-1}, a_i]$. Also $\psi_{a_i}(x)$ is constant on the remaining two intervals, with maximum value $\omega(t_{i-1})/4$ when $x \leq t_{i-1}$ and zero when $x \geq a_i$, so that $\psi_{a_i}$ is a right wedge function. Applying a similar argument we may show that if $a_i$ is a left accumulation point then $\phi_{a_i}(x)$ is a left wedge function. Therefore $U_w(0, \epsilon_1, \{\phi_l\}_{l \in L}, \{\psi_r\}_{r \in R})$ is in $B_w$.

We claim that $V = U_w(0, \epsilon, \{\phi_l\}_{l \in L}, \{\psi_r\}_{r \in R}) \subset U_w(0, \epsilon, \omega)$. Suppose that $g \in V$, then clearly $|g(x)| < \epsilon$ for all $x \in K$. Let $[a, b] \subset K$, $\omega(a) = 0$, and let $\alpha$ be an accumulation point of $[a, b]$. If $\alpha < b$, then $\alpha = a_i \in L$. We choose $x, y \in [a, b]$ realising the oscillation of $g$ on $[a, b]$ and estimate that
\[
\osc (g, [a, b]) = |g(x) - g(y)| \\
\leq |g(a) - g(x)| + |g(a) - g(y)| \\
\leq \phi_a(x) + \phi_a(y) \\
\leq 2\phi_a(b) \\
\leq \sup_{a \leq z \leq b} \omega(z)/2 \\
\leq \sup_{a \leq z \leq b} \omega(z).
\]

A similar estimate applies when $a > b$. This concludes the proof. □

L. 2.3.4

Let $E$ be an abelian group and $B$ a collection subsets of $E$, each element of $B$ containing 0. Suppose further that
(i) the intersection of any two elements of \( \mathcal{B} \) contains an element of \( \mathcal{B} \),

(ii) \( U = -U \) for \( U \in \mathcal{B} \),

(iii) given \( U \in \mathcal{B} \), there is a \( V \in \mathcal{B} \) such that \( V + V \subset U \), and that

(iv) the intersection of all elements of \( \mathcal{B} \) is \( \{0\} \).

We say that \( \tau \) is the topology defined by \( \mathcal{B} \) if \( G \) is in \( \tau \) if and only if for all \( g \in G \) that there is a \( U_g \in \mathcal{B} \) such that

\[
g + U_g \subset G.
\]

This definition of \( \tau \) together with (i)-(iv) makes \( (E, \tau) \) a Hausdorff topological space and that addition and inverse are continuous (see [Di] page 35); hence \( (E, \tau) \) is an abelian topological group.

We make use of the following standard result for abelian topological groups.

**Lemma 2.3.4** Let \( \tau \) be the topology defined by a collection of sets \( \mathcal{B} \) with properties (i)-(iv) above, then

1. every element of \( \mathcal{B} \) is a neighbourhood of 0,

2. \( \mathcal{B} \) is a basis of neighbourhoods of 0,

3. \( (E, \tau) \) is a Hausdorff topological space, and

4. \( (E, \tau) \) is a topological group.

**Lemma 2.3.5** The topology \( \tau_0 \) has the following properties:

(i) the intersection of two elements of \( \mathcal{B}_0 \) contains an element of \( \mathcal{B}_0 \),

(ii) every element of \( \mathcal{B}_0 \) is convex and symmetric,

(iii) given \( U \in \mathcal{B} \), there is a \( V \in \mathcal{B} \) such that \( V + V \subset U \),

(iv) every element of \( \mathcal{B}_0 \) is a \( \tau_0 \) neighbourhood of 0,

(v) \( \mathcal{B}_0 \) is a basis of neighbourhoods of 0 in \( \tau_0 \),

(vi) \( (C(K), \tau_0) \) is a Hausdorff topological space,
(vii) \((C(K),\tau_o)\) is a topological group,

(viii) if \(f \in C(K)\) then the mapping defined by \(\lambda \mapsto \lambda f\) from \(\mathbb{R}\) to \(C(K)\) is continuous if and only if \(f\) attains only finitely many values, in particular \((C(K),\tau_o)\) is not a topological vector space unless \(K\) is finite,

(ix) the topology \(\tau_o\) is finer than the norm topology,

(x) if \(U \in B_o\), \(u \in C(K)\), and \(\epsilon > 0\), then \(U \cap \bigcup_{0 < t < \epsilon} B(tu, te) \neq \emptyset\), and

(xi) \((C(K),\tau_o)\) is a Baire space.

**Proof.** To show (i), that the intersection of any two elements of \(B_o\) contains an element of \(B_o\), suppose that \(U_o(0, \epsilon_1, \omega_1)\) and \(U_o(0, \epsilon_2, \omega_2)\) are given. It suffices to let \(\epsilon_3 = \min\{\epsilon_1, \epsilon_2\}\), and \(\omega_3 = \min\{\omega_1, \omega_2\}\), then \(\omega_3\) is non-negative with finitely many zeros and we have

\[U_o(0, \epsilon_3, \omega_3) \subset U_o(0, \epsilon_1, \omega_1) \cap U_o(0, \epsilon_2, \omega_2).\]

For (ii), that every element of \(B_o\) is convex and symmetric, let \(g_1, g_2 \in U_o(0, \epsilon, \omega) \in B_o\). For each \(\alpha\) such that \(0 \leq \alpha \leq 1\) we must show that \(\alpha g_1 + (1 - \alpha)g_2 \in U_o(0, \epsilon, \omega)\). We have that

\[\|\alpha g_1 + (1 - \alpha)g_2\| \leq \alpha\|g_1\| + (1 - \alpha)\|g_2\| < \epsilon\]

and for any closed interval \([a, b] \subset K\) such that \(a\) is an accumulation point of \([a, b]\), and \(\omega(a) = 0\), we have (applying Lemma 2.2.2) that

\[\text{osc } (\alpha g_1 + (1 - \alpha)g_2, [a, b]) \leq \alpha \text{osc } (g_1, [a, b]) + (1 - \alpha)\text{osc } (g_2, [a, b]) < \sup_{x \in [a, b]} \omega(x)\].

Therefore \(U_o(0, \epsilon, \omega)\) is convex. It is symmetric since if \(h \in U_o(0, \epsilon, \omega)\) then \(-h \in U_o(0, \epsilon, \omega)\).

For (iii), given \(U = U_o(0, \epsilon, \omega)\) we let \(V = U_o(0, \epsilon/2, \omega/2)\). Then \(V + V \subset U\).

For (iv)-(vii) we apply Lemma 2.3.4 using properties (i)-(iii) of Lemma 2.3.5 and noting that the intersection of all \(U_o(0, \epsilon, \omega)\) is clearly just \(\{0\}\).

For (viii), suppose first that the function \(f\) attains only finitely many values \((c_i)_{i=1}^n\). It is sufficient to show continuity of \(\lambda \mapsto \lambda f\) at \(\lambda = 0\). Given any non-empty neighbourhood of the origin \(U_o(0, \epsilon, \omega)\), we must find \(\delta > 0\) such that if \(|\mu| < \delta\) then we have
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- \(|\mu||f|| < \epsilon\)

- for any interval \([a, b]\) such that \(a\) is an accumulation point of \([a, b]\), and \(\omega(a) = 0\) we have \(|\mu|\text{osc}(f, [a, b]) < \sup_{z \in [a, b]} \omega(z)\).

Let \(F\) be the set of zeros of \(\omega\) and let \(L = F \cap A_L\) and \(R = F \cap A_R\). Since \(F\) is finite and \(f\) is continuous, for each \(a \in L\) there is \(a^+ > a\) such that \(f\) is constant on \([a, a^+]\) and \(\omega(a^+) > 0\). Similarly for each \(a \in R\) there is \(a^-\) such that \(f\) is constant on \([a^-, a]\) and \(\omega(a^-) > 0\). Let \(d = \min\{\omega(a^+), \omega(a^-)\}\), \(e = \max_{1 \leq i,j \leq n} |c_i - c_j|\). Let \(\delta = \min\{\frac{\epsilon}{1+||f||}, \frac{d}{1+\epsilon}\}\) and \(|\mu| < \delta\) so that \(|\mu||f|| < \epsilon\). We must show that for any interval \([a, b]\) such that \(a \in F\), and \(a\) is an accumulation point of \([a, b]\) we have \(|\mu|\text{osc}(f, [a, b]) < \sup_{z \in [a, b]} \omega(z)\).

We assume that \(b > a\); the remaining case \(b < a\) is similar. If \(b \leq a^+\), then \(|\mu|\text{osc}(f, [a, b]) = 0 < \sup_{z \in [a, b]} \omega(z)\). If \(b > a^+\), then

\[
|\mu|\text{osc}(f, [a, b]) < \delta e < d \leq \omega(a^+) \leq \sup_{z \in [a, b]} \omega(z).
\]

This proves the sufficiency of \(f\) having finitely many values for continuity of scalar multiplication of \(f\).

We must show the necessity of the condition, that if \(\lambda \mapsto \lambda f\) is continuous then the function \(f\) has only finitely many values. Suppose to the contrary that \(f\) does not have finitely many values. Then there are \((f(t_i))_{i=1}^\infty\) such that \(f(t_i) \neq f(t_j)\) if \(i \neq j\). Passing to a subsequence we may suppose that the sequence is \(t_i\) is strictly monotonic and \(\lim_{i \to \infty} t_i = t\). Assume that \(t_i\) is strictly increasing. Because of Lemma 2.3.3 it suffices to find \(U(0, \epsilon, \{\phi_i\}_{i \in L}, \{\psi_r\}_{r \in R})\) such that for any \(\delta > 0\) we have \(\delta f \notin U(0, \epsilon, \{\phi_i\}_{i \in L}, \{\psi_r\}_{r \in R})\). With this in view we let \(L = \emptyset\), \(R = \{t\}\) and we construct a function \(\psi_t : K \to R\) with a unique zero at \(t\) as follows. Let \(\psi_t(t_i) = 2^{-i}\text{osc}(f, [t_i, t])\) for all \(i \geq 1\). For \(z \leq t_1\) let \(\psi_t(z) = \omega(t_1)\). We may choose, by Lemma 2.2.4, continuous functions \(g_i : [t_i, t_{i+1}] \to R\) such that

\[
g_i(z) = \begin{cases} 
\omega(t_{i+1}) & \text{if } z = t_{i+1} \\
\omega(t_i) & \text{if } z = t_i.
\end{cases}
\]

Then we define \(\psi_t(z) = g_i(z)\) if \(z \in [t_i, t_{i+1}]\). For \(z \geq t\) we let \(\psi_t(z) = 0\). For any \(\delta > 0\) there is an interval \([t, d]\) such that \(\delta \text{osc}(f, [t, d]) \geq \sup_{z \in [t, d]} \psi_t(z)\). We need only choose \(d = t_i\) for some \(i\) such that \(2^{-i} < \delta\). So \(\delta f\) does not
belong to our neighbourhood. Therefore \( \lambda \mapsto \lambda f \) is not continuous at \( \lambda = 0. \) The case when \( t_i \) is decreasing is similar.

For \((ix)\), that the topology \( \tau_0 \) is finer than the norm topology, we note that for any \( \omega \), non-negative with finitely many zeros, we have \( U_0(0, \delta, \omega) \subset B(0, \delta) \) for any open ball \( B(0, \delta) \), centre \( 0 \) and radius \( \delta > 0 \).

For \((x)\), that if \( U \in B_\omega, u \in C(K), \) and \( \varepsilon > 0 \), then \( U \cap \cup_{0 < \varepsilon} B(tu, \varepsilon) \neq \emptyset \). We suppose that \( U = U_0(0, \kappa, \omega) \) and \( F_0 \) is the set of zeros of \( \omega \). We must find \( t \in \mathbb{R}, u' \in C(K') \) such that \( 0 < \iota < \varepsilon \) and

1. \( \|u' - tu\| < \varepsilon \),
2. \( \|u'\| < \kappa \), and
3. if \( a \in F_0 \), and \( a \) is an accumulation point of \([a, b]\), then we have
   \[ \text{osc} (u', [a, b]) < \sup_{z \in [a, b]} \omega(z). \]

Let \( F_0 = \{ x \in K : \omega(x) = 0 \} = \{ x_1, \ldots, x_k \} \) where \( x_1 < x_2 < \cdots < x_k \). We construct \( u' \) as follows. Choose disjoint intervals \( ([c_i, d_i])_{i=1}^k \) and a real number \( c > 0 \) as follows. Let \( x_0 = \min K \) and \( x_{k+1} = \max K \). For \( i = 1, 2, \ldots, k \) if \( x_i \in A_R \) we define \( c_i, d_i \) as follows. Choose \( c_i \in (x_{i-1}, x_i) \) and put \( A_i = [x_{i-1}, c_i] \). If \( x_i \notin A_R \) let \( c_i = x_i \), and \( A_i = [x_{i-1}, c_i] \). Also let \( c_{k+1} = x_{k+1} \) so that if \( x_i \in A_L \) choose \( d_i \in (x_i, c_{i+1}) \) and let \( B_i = [d_i, c_{i+1}] \). If \( x_i \notin A_L \) let \( d_i = x_i \), and \( B_i = (d_i, c_{i+1}] \).

Denote \( A = A_1 \cup (B_1 \cap A_2) \cup ((B_2 \cap A_3) \cup \cdots \cup (B_{k-1} \cap A_k)) \cup B_k \). Then \( A \) is a compact set and \( A \cap F_0 = \emptyset \). Hence \( c = \inf_{x \in A} \omega(x)/2 > 0 \).

Choose \( t \) such that \( 0 < t < \min \{ \frac{\kappa}{2\varepsilon}, \frac{\kappa}{2\|u\|+1}, \frac{\kappa}{2\|u\|+2}, \frac{\kappa}{2\varepsilon}, 1 \} \). Choosing a function \( b \in C(K) \) by Tietze’s theorem such that

- \( ||b|| < \varepsilon \) and
- \( b(x) = -u(x) + u(x_i) \) for \( x \in [c_i, d_i] \) for each \( i \) such that \( 1 \leq i \leq k \),

we define \( u' \in C(K) \) as \( u' = tu + tb \). Having defined \( u' \) and \( t \) we verify relations \((1), (2)\) and \((3)\). For relation \((1)\) we note that \( \|u' - tu\| = t||b|| < \varepsilon t \).

For relation \((2)\) using the estimates \( \|u'\| \leq \|tu\| + \|tb\|, \|b\| < \varepsilon, \) and \( 0 < t < \min \{ \frac{\kappa}{2\|u\|+1}, \frac{\kappa}{2\varepsilon} \} \), we obtain \( \|u'\| < \kappa \).

To verify relation \((3)\) it suffices to show that for any \( x_i \), if \( x_i \) is an accumulation point of \([x_i, b]\), then \( \text{osc} (u', [x_i, b]) < \sup_{z \in [x_i, b]} \omega(z) \). There are two cases for \( b \).
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Case (i) \([x, b] \subset [c_i, d_i]\). Noting that \(u'\) takes the constant value \(tu(x_i)\) on \([c_i, d_i]\), we obtain \(\text{osc} (u', [x, b]) = 0\). Since \(\sup_{z \in [x, b]} \omega(z) > 0\), then
\[
\text{osc} (u', [x, b]) < \sup_{z \in [x, b]} \omega(z).
\]

Case (ii) \([x, b] \not\subset [c_i, d_i]\). Using that \(\text{osc} (u', K) \leq 2t\|u\| + 2t\|b\| < 2c\), that \(d_i \in [x, b]\), and \(\omega(d_i) \geq 2c\), we obtain
\[
\text{osc} (u', [x_j, b] \setminus \bigcup_{i=1}^{k} [c_i, d_i]) \leq \text{osc} (u', K) < 2c \leq \omega(d_i) \leq \sup_{z \in [x, b]} \omega(z).
\]

This ends the proof of property (x).

For \((x_i)\), that \((C(K), \tau_0)\) is a Baire space, we play the Banach-Mazur game. We recall that in any play, player A chooses a sequence of \(\tau_0\) open sets \((U_n)_{n=1}^{\infty}\) and player B chooses a sequence of \(\tau_0\) open sets \((V_n)_{n=1}^{\infty}\) so that \(U_1 \supset V_1 \supset U_2 \supset \cdots \supset U_n \supset V_n \cdots\). We intend to show that there is a strategy for player B such that \(\cap_{n=1}^{\infty} V_i\) is non-empty. Suppose that player A chooses a non-empty open subset \(U_1 \subset C(K)\). Then player B may choose any basic neighbourhood \(U(g_1, \kappa_1, \lambda_1) \subset U_1\) and further chooses \(V_1 = U(g_1, \epsilon_1, \omega_1) \subset U(g_1, \kappa_1, \lambda_1)\) where

1. \(\epsilon_1 = \min\{\kappa_1, 1\}\) and
2. \(\omega_1 = \lambda_1/2\).

Suppose that after \(n\) turns player A has chosen subsets \((U_i)_{i=1}^{n}\) and player B has chosen \((V_i)_{i=1}^{n}\) so that \(U_1 \supset V_1 \supset U_2 \supset \cdots \supset U_{n-1} \supset V_{n-1} \supset U_n\). Player B, choosing any basic neighbourhood \(U(g_{n+1}, \kappa_{n+1}, \lambda_{n+1}) \subset U_n\), chooses further \(V_{n+1} = U(g_{n+1}, \epsilon_{n+1}, \omega_{n+1}) \subset U(g_{n+1}, \kappa_{n+1}, \lambda_{n+1})\) where

- \(\epsilon_{n+1} = \frac{\kappa_{n+1}}{2}\) and
- \(\omega_{n+1} = \lambda_{n+1}/2\).

We claim that

1. \((g_i)_{i=1}^{\infty}\) is a norm Cauchy sequence with limit \(h \in C(K)\) and
2. \(h \in \cap_{i=1}^{\infty} V_i\).
Verifying claim (1), we have the estimate \( \|g_{i+1} - g_i\| < \frac{\varepsilon_i}{2} < \frac{\kappa_{i+1}}{2} < \frac{1}{2^i} \). Thus \((g_i)_{i=1}^\infty\) is a Cauchy sequence with limit \( h \in C(K) \).

For claim (2) let \( F_i \) be the set of zeros of \( \omega_i \). We show that for each \( i \) we have \( \|h - g_{i+1}\| \leq \varepsilon_{i+1} < \kappa_{i+1} \), and for any \( a \in F_{i+1} \) such that \( a \) is an accumulation point of \([a, b] \) that

\[
\text{osc} (h - g_{i+1}, [a, b]) \leq \sup_{z \in [a, b]} \omega_{i+1}(z) < \sup_{z \in [a, b]} \lambda_{i+1}(z).
\]

It follows that \( h \in U_{i+1} \subset V_i \) for each \( i \) and hence that \( h \in \cap_{i=1}^\infty V_i \). For the former inequality, using the triangle inequality, we obtain for all positive integers \( j \) that \( \|h - g_{i+1}\| \leq \|h - g_j\| + \|g_j - g_{i+1}\| \). Choosing \( M \) sufficiently large so that for all \( j > M \) we have \( \|h - g_j\| < \frac{\kappa_{i+1}}{2} \) and \( g_j \in V_{i+1} \), we obtain

\[
\|h - g_{i+1}\| < \frac{\kappa_{i+1}}{2} + \varepsilon_{i+1} = \kappa_{i+1}.
\]

Similarly for the latter inequality, using relation (i) of Lemma 2.2.2 we obtain for each positive integer \( j \) that \( \text{osc} (h - g_{i+1}, [a, b]) \leq \text{osc} (h - g_j, [a, b]) + \text{osc} (g_j - g_{i+1}, [a, b]) \). By relation (ii) of Lemma 2.2.3, the uniform convergence of \( g_j \) to \( h \), and that \( h \in V_{i+1} \), we may choose \( M \) sufficiently large that for all \( j \geq M \) we have \( \text{osc} (h - g_j, [a, b]) < \sup_{z \in [a, b]} \omega_{i+1}(z) \). Then since \( g_j \in V_{i+1} \),

\[
\text{osc} (h - g_{i+1}, [a, b]) < \sup_{z \in [a, b]} \omega_{i+1}(z) + \sup_{z \in [x, y]} \omega_{i+1}(z) = \sup_{z \in [a, b]} \lambda_{i+1}(z).
\]

In section 2.5 we use the following Lemma to construct \( \tau_0 \)-open sets.

**Lemma 2.3.6** Let \( G \) be an open subset of \( K \), let \( t \in G \), let \( a \in \mathbb{R} \), and let \( \lambda \in C(K) \) be such that \( \lambda(t) = 0 \). Then the sets

\[
V_1 = \{ \phi \in C(K) : \phi(s) < \phi(t) + \lambda(s) \text{ if } s \in \overline{G} \setminus \{t\} \}
\]

and

\[
V_2 = \{ \phi \in C(K) : \|\phi(s)\| < a\phi(t) \text{ if } s \notin G \}
\]

of \( C(K) \) are \( \tau_0 \)-open.
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**Proof.** We prove the simplest case first, $V_2$, which is in fact open in the norm topology. If $G = K$ then $V_2 = C(K)$, and so, supposing that $K \setminus G \neq \emptyset$, we let $\phi_1 \in V_2$ and, by compactness of $K \setminus G$, we find a point $s_1 \notin G$ such that $\sup_{s \in G} |\phi_1(s)| = |\phi_1(s_1)|$. If we choose $0 < \varepsilon < \frac{\phi_1(t) - |\phi_1(s_1)|}{|a+1|}$ then the open ball $B(\phi_1, \varepsilon)$ is a subset of $V_2$ since, if $s \notin G$ and $\varphi \in B(\phi_1, \varepsilon)$ then we estimate that

$$|\varphi(s)| = |\phi_1(s)| + ||\varphi - \phi_1|| < |\phi_1(s_1)| + \varepsilon < a\phi_1(t) - \varepsilon|a| < a\phi(t).$$

Hence $\varphi \in V_2$.

For $V_1$, supposing that $\phi_0 \in V_1$, we require $U(0, \varepsilon_0, \omega_0)$ such that $\phi_0 + U(0, \varepsilon_0, \omega_0) \subset V_1$. If $t$ is a left and right accumulation point of $K$ then we choose an interval $(a, b) \ni t$ such that $(a, b) \subset \overline{G}$. To find $\omega_0$ we first define $\theta : (a, b) \to \mathbb{R}$ by

$$\theta(s) = \begin{cases} \inf_{z \in (a, b)} \lambda(z) + \phi_0(t) - \phi_0(z) & \text{if } s \geq t \\ \inf_{z \in (a, b)} \lambda(z) + \phi_0(t) - \phi_0(z) & \text{if } s \leq t. \end{cases}$$

We now define $\omega_0 : K \to \mathbb{R}$ by

$$\omega_0(s) = \begin{cases} \theta(s) & \text{if } s \in (a, b) \\ \theta(b) & \text{if } s \geq b \\ \theta(a) & \text{if } s \leq a \end{cases}$$

and let

$$\varepsilon_0 = \frac{1}{2} \inf_{z \in (a, b)} \lambda(z) + \phi_0(t) - \phi_0(z) > 0.$$ 

Then $\omega_0$ is non-negative with exactly one zero at $t$. Supposing that $\phi \in \phi_0 + U(0, \varepsilon_0, \omega_0)$ we have

- $||\phi - \phi_0|| < \varepsilon_0$ and
- for all $s \neq t$ that $\text{osc} (\phi - \phi_0, [t, s]) < \sup_{z \in [t, s]} \omega_0(z)$.

We show that $\phi \in V_1$. There are two cases for $s$, either $s \in (a, b)$ or $s \in \overline{G} \setminus (a, b)$. If $s \notin \overline{G} \setminus (a, b)$ we have

$$\phi(s) - \phi(t) - (\phi_0(s) - \phi_0(t)) \leq \text{osc} (\phi - \phi_0, [t, s]) \leq 2||\phi - \phi_0|| < 2\varepsilon_0 \leq \lambda(s) + \phi_0(t) - \phi_0(s).$$
Hence \( \phi(s) - \phi(t) < \lambda(s) \).

For the remaining case, that is when \( s \in (a, b) \), using the definition of \( \theta(s) \) we estimate that

\[
\phi(s) - \phi(t) - (\phi_0(s) - \phi_0(t)) \leq \text{osc} (\phi - \phi_0, [t, s]) \\
< \sup_{z \in [t, s]} \omega_0(z) \\
\leq \lambda(s) + \phi_0(t) - \phi_0(s).
\]

Hence \( \phi(s) - \phi(t) < \lambda(s) \).

In both cases we obtain \( \phi(s) < \phi(t) + \lambda(s) \) implying that \( \phi \in V_1 \) when \( t \) is both a right and a left accumulation point.

The remaining cases are:

- \( t \) is a right accumulation point but not a left accumulation point;
- \( t \) is a left accumulation point but not a right accumulation point;
- \( t \) is an isolated point.

If \( t \) is a right accumulation point but not a left accumulation point then we can use the preceding argument, replacing the interval \((a, b)\) with an interval of the form \((a, t]\). The case when \( t \) is a left accumulation point but not a right accumulation point is dealt with similarly. If \( t \) is an isolated point then we have \( \inf_{s \in \partial s \neq t} (\lambda(s) + \phi_0(t) - \phi_0(s)) = \kappa > 0 \). Defining \( \omega_0 : K \to \mathbb{R} \) by

\[
\omega_0(s) = \begin{cases} 
0 & \text{if } s = t \\
\kappa & \text{if } s \neq t
\end{cases}
\]

and \( \epsilon_0 = \kappa/2 \) gives \( \phi_0 + U(0, \epsilon_0, \omega_0) \subset V_1 \).

\[\square\]

### 2.4 Directional derivatives

Recalling statement (x) of Lemma 2.3.3 we have that any non-empty \( \tau_\sigma \) open set \( U \in B_\sigma \) intersects any cone of arbitrarily small diameter in at least one point. In Lemma 2.4.1 we deduce from this property that a continuous convex function \( f \) on \( C(K) \) has directional derivatives in any fixed direction on a \( \tau_\sigma \)-residual set.

**Lemma 2.4.1** Suppose that a translational invariant topology \( \tau \) of a Banach space \( E \) is finer than the norm topology and is such that

\[
U \cap \bigcup_{0 < t < \epsilon} B(tu, te) \neq \emptyset
\]
whenever \( u \in E, \epsilon > 0 \) and \( U \) is \( \tau \)-open and contains 0. Then for every continuous convex function \( f \) on \( E \) and every \( e \in E \) the set of points \( x \in E \) at which the directional derivative \( f'(x, e) \) exists is \( \tau \)-residual.

**Proof.** We first define the notion of \( \Delta \)-differentiability of a continuous convex function \( f \) on \( E \). For all \( \Delta > 0 \) and a fixed element \( e \in E \) we say that a point \( x \in E \) is a \( \Delta \)-differentiability point of a continuous convex function \( f : E \to \mathbb{R} \) if

\[
\lim_{t \to 0} \frac{f(x + te) + f(x - te) - 2f(x)}{t} < \Delta.
\]

We observe that, since the function \( f \) is convex, the function

\[
t \mapsto \frac{f(x + te) + f(x - te) - 2f(x)}{t}
\]

for \( t \in \mathbb{R}^+ \) is non-negative and non-decreasing. Therefore a point \( x \in E \) is a \( \Delta \)-differentiability point of \( f \) if and only if there is a \( t > 0 \) such that

\[
\frac{f(x + te) + f(x - te) - 2f(x)}{t} < \Delta.
\]

We show that, given any \( \Delta > 0 \) and any non-empty \( \tau \)-open set \( U \) there is a non-empty \( \tau \)-open \( V \subset U \) such that every point of \( V \) is a \( \Delta \)-differentiability point of \( f \). Then, by letting \( \Delta = 1/n \) for any positive integer \( n \), the set of \( 1/n \)-differentiability points of \( f \) is \( \tau \)-open and \( \tau \)-dense. Hence, the set of points \( x \in E \) at which the directional derivative \( f'(x, e) \) exists is \( \tau \)-residual in \( E \).

In what follows we assume that \( \|e\| = 1 \) and that \( \Delta \) is any positive constant. Supposing that \( x \in U \) and using the convexity of \( f \), we have the existence of the limit

\[
L = \lim_{t \to 0^+} \frac{f(x + te) - f(x)}{t}.
\]

Then choosing \( \delta_1 > 0 \) so that for all \( t \in (0, 3\delta_1) \), we have

\[
0 \leq \frac{f(x + te) - f(x)}{t} - L \leq \frac{\Delta}{8}
\]

and for all \( t \in (0, \delta_1) \) we estimate that
where we use \( \frac{(4tL+2f(x)-2f(x+2te))}{t} \leq 0 \). Since \( f \) is locally Lipschitz there is a constant \( K > 0 \) and a \( \delta_2 > 0 \) such that if \( z, y \in B(x, \delta_2) \) then \( |f(z) - f(y)| \leq K \|z - y\| \). We let \( \epsilon = \min\{2\delta_1, \frac{2\delta_2}{3}, \frac{1}{4}, \frac{\Delta}{16K}\} \) and show that the set

\[ W = \bigcup_{0<s<\epsilon} B(x + se, se) \]

contains only \( \Delta \)-differentiability points of \( f \). Let \( y \in W \), then \( y \in B(x + se, se) \) for some \( 0 < s < \epsilon \). We denote by \( s = 2t \) and estimate that

\[
\frac{f(y + te) + f(y - te) - 2f(y)}{t} \leq \frac{f(x + 3te) + f(x + te) - 2f(x + 2te)}{t} + \frac{4K \|x + 2te - y\|}{t} < \frac{\Delta}{2} + 8K\epsilon \leq \Delta
\]

which, by (2.1), implies that \( y \) is a \( \Delta \)-differentiability point of \( f \). So \( W \) contains only \( \Delta \)-differentiability points. Letting \( V = W \cap U \) and using the hypothesis of the Lemma we conclude that \( V \) is non-empty. Since \( W \) is norm open and \( \tau \) is finer than the norm topology then the set \( V \) is \( \tau \) open. The set \( V \) is a non-empty \( \tau \) open subset of \( U \) that contains only \( \Delta \)-differentiability points. \( \square \)

### 2.5 Dirac measures

Let \( \mathcal{F}_D \), denote the set of continuous convex functions on \( C(K) \) that contain a Dirac measure in each subdifferential. We obtain in Proposition 2.5.3 the following statement.
Suppose that \( f \in \mathcal{F}_D \), then given any non-empty \( \tau_0 \)-open set \( U \) there is a non-empty \( \tau_0 \)-open set \( V \subset U \) and a finite set \( F \subset K \) such that for every \( \phi \in V \) the subdifferential \( \partial f(\phi) \) contains a measure with at most one element support in \( F \).

In section 2.6 we extend this result to the set of continuous convex functions on \( C(K) \), \( \mathcal{F}_F \), that contain a measure with finite support in each subdifferential. This result implies that for \( \varphi \in V \) the values of \( f(\varphi) \) depend only on the values of \( \varphi \) on \( F \) so that in section 2.7, using the Fréchet differentiability of convex functions on \( \mathbb{R}^n \), we derive generic Gâteaux differentiability of continuous convex functions \( C(K) \) in \( \mathcal{F}_F \).

We recall some definitions. The order relation on \( C(K) \) is defined by \( f \geq 0 \) if and only if for all \( x \in K \) we have \( f(x) \geq 0 \). A Radon measure on \( K \) is an element of the dual \( C(K)^* \). A Radon measure \( \mu \in C(K)^* \) is positive, \( \mu \geq 0 \), if and only if whenever \( f \geq 0 \) then \( \mu(f) \geq 0 \). Let \( \mu \) and \( \nu \) be Radon measures, then we define the relation \( \nu \leq \mu \) if \( \mu - \nu \) is positive. The relation \( \nu \leq \mu \) defines an order relation on \( C(K)^* \). For any Radon measure \( \mu \in C(K)^* \) there is a least positive Radon measure \( |\mu| \in C(K)^* \) such that

\[ |\mu(f)| \leq |\mu|(|f|) \]

for all \( f \in C(K) \). The Radon measure \( |\mu| \) is called the variation of \( \mu \). We will denote the set of Radon measures \( C(K)^* \) by \( \mathcal{M}(K) \) and the set of positive Radon measures by \( \mathcal{M}^+(K) \). For each Radon measure \( \mu \) there is a Radon measure \( \mu^+ \) such that \( \mu^+ \) is the least Radon measure \( \rho \) such that \( \rho \geq \mu \) and \( \rho \geq 0 \). Similarly \( \mu^- \) is the least Radon measure \( \rho \) such that \( \rho \geq -\mu \) and \( \rho \geq 0 \). Then we have

\[ \mu = \mu^+ - \mu^- , \]

and

\[ |\mu| = \mu^+ + \mu^- . \]

Let \( 1_G \) denote the characteristic function of \( G \). A set \( E \subset K \) is called \( \mu \)-negligible if for all \( \epsilon > 0 \) there is an open set \( G \supset E \) such that \( |\mu|(f) < \epsilon \) for all \( f \in C(K) \) such that

\[ 0 \leq f \leq 1_G . \]

A Radon measure \( \mu \in \mathcal{M}(K) \) is concentrated on a set \( A \) if \( K \setminus A \) is \( \mu \)-negligible.

If \( x \in K \) the measure \( \delta_x \) defined by

\[ \delta_x(f) = f(x) \]
for all \( f \in C(K) \) is called the *Dirac measure concentrated at* \( x \in K \); it is, of course, concentrated at \( \{x\} \).

We denote by \( M_n(K) \), for \( n \geq 0 \), the subset of \( M(K) \) whose elements are concentrated on an at most \( n \) element subset of \( K \). Let \( F \) be a subset of \( K \), then we denote by \( M_n(F) \) the subspace of \( M(K) \) whose elements are concentrated on an at most \( n \) element subset of \( F \).

Let \( f \) be a continuous convex real valued function on \( C(K) \) and \( \phi_0 \in C(K) \), then the *subdifferential* \( \partial f(\phi_0) \) of \( f \) at \( \phi_0 \) is defined to be the set

\[
\partial f(\phi_0) = \{ \mu \in C(K)^* : f(\xi) \geq f(\phi_0) + \mu(\xi) - \mu(\phi_0) \text{ for all } \xi \in C(K) \}.
\]

The subdifferential of \( f \) at \( \phi_0 \) is non-empty, convex, and weak* compact for all \( \phi_0 \in C(K) \). (See [Ph1].)

The proof of Proposition 2.5.3 relies on two Lemmata for which some notation is required. We first define subsets \( M_s \) of the square \([-1, 1]^2 \subset \mathbb{R}^2\), that are related to the subdifferentials of \( f \). Let \( f \) be a continuous convex function on \( C(K) \), then for each \( s \in K \), define \( M_s \) to be the subset of the square \([-1, 1]^2 \subset \mathbb{R}^2 \) given by

\[
M_s = \{ (a, b) \in [-1, 1]^2 : f(\xi) \geq a + b\xi(s) \text{ for all } \xi \in C(K) \}.
\]

The sets \( M_s \) have the property that if \( b\delta_s \in \partial f(\phi) \) then \((f(\phi) - b\delta_s(\phi), b) \in M_s \). We also require a function \( \hat{\eta} \) that behaves as a distance between \( M_s \) and \( M_t \) for some given point \( t \). Suppose that \( M_t \) is non-empty. If \( M_s \) is non-empty let

\[
\hat{\theta}(s) = \sup_{(a,b) \in M_s} \inf_{(a',b') \in M_t} |a - a'| + |b - b'|.
\]

Define \( \hat{\eta}(s) : K \to \mathbb{R} \) by

\[
\hat{\eta}(s) = \begin{cases} 
\hat{\theta}(s) & \text{if } M_s \neq 0 \\
0 & \text{if } M_s = 0.
\end{cases}
\]

**Lemma 2.5.1** Let \( f \) be a continuous convex function on \( C(K) \). Then

\[
\lim_{s \to t} \hat{\eta}(s) = 0.
\]

**Proof.** The proof is by contradiction.

Suppose it is not true that the limit \( \lim_{s \to t} \hat{\eta}(s) \) is zero. Then there is an \( \epsilon > 0 \), points \( s_n \) of \( K \) such that \( \lim_{n \to \infty} s_n = t \), and points \((a_n, b_n) \in M_{s_n}\), such that

\[
\inf_{(a',b') \in M_t} |a_n - a'| + |b_n - b'| > \epsilon.
\]  \( (2.2) \)
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The square $[-1,1]^2$ is compact, so every sequence in $[-1,1]^2$ has a convergent subsequence and we may suppose that

$$\lim_{n \to \infty} (a_n, b_n) = (a, b).$$

We claim that $(a, b) \in M_t$. Choose any $\xi \in C(K)$ then since $(a_n, b_n) \in M_{t_n}$, we have

$$f(\xi) \geq a_n + b_n \xi(s_n)$$

and in the limit as $n \to \infty$

$$f(\xi) \geq a + b(\xi(t)).$$

Therefore $(a, b) \in M_t$. Clearly if $n$ is chosen so that $|a_n - a| < \frac{\varepsilon}{4}$ and $|b_n - b| < \frac{\varepsilon}{4}$ then

$$\inf_{(a', b') \in M_t} |a_n - a'| + |b_n - b'| \leq |a_n - a| + |b_n - b| < \varepsilon$$

which contradicts equation (2.2) and completes the proof. □

Lemma 2.5.2 Suppose that $f$ is a continuous convex function on $C(K)$, that $U$ is a $\tau_0$-open set containing $U_0(\psi, \epsilon, \omega)$ for which $F_0$ is the finite set of zeros of $\omega$, that $\phi_0 \in U_0(\psi, \frac{\varepsilon}{4}, \frac{\omega}{4})$, and that there is a non-zero multiple of a Dirac measure in $\partial f(\phi_0)$ with support $t \notin F_0$. Then there is a non-empty $\tau_0$-open subset $V \subset U$ such that, for every $\phi \in V$, every multiple of a Dirac measure in $\partial f(\phi)$ is non-zero and has support at $t$.

Proof. The first step in our proof is to define the set $V$. In order to define it we require some estimates on the range of values of $f$ on $U$. We may assume that

- $f(U) \subset [-\frac{1}{2}, \frac{1}{2}]$ and that
- $\|\mu\| \leq \frac{1}{2}$ for all $\mu \in \partial f(\xi)$ and for all $\xi \in U$.

The first assumption follows from $f$ being locally Lipschitz, implying that for a $\tau$ open set of sufficiently small norm diameter we can assume that the values of $f$ on $U$ lie within an interval of length $1$. We need only translate $f$ by a suitable constant to attain the range $[-\frac{1}{2}, \frac{1}{2}]$. For the second assumption, since $\|\mu\| \leq C$ where $C$ is the Lipschitz constant of $f$ restricted to $U$, then multiplying $f$ by a sufficiently small constant ensures that $\|\mu\| \leq \frac{1}{2}$.

Supposing that $b_0 \delta_t \in \partial f(\phi_0)$ where $b_0 \neq 0$, we have from our assumptions on $f$ that $|b_0| \leq 1$ and $(f(\phi_0) - \phi_0(t), b_0) \in M_t$, so that $M_t \neq \emptyset$. Using Lemma 2.5.1 we obtain that $\lim_{s \to t} \tilde{n}(s) = 0$. Letting $\alpha = \frac{10(1 + \|b_0\| + \varepsilon)}{|b_0|}$, we choose by Lemma 2.2.5 a function $\eta \in C(K)$ with the following properties.
• \( \eta(s) > \hat{\eta}(s) \) for \( s \neq t \),

• \( \eta(t) = 0 \), and

• \( \eta(s) > \frac{2|\phi_0(s) - \phi_0(t)|}{\alpha} \) for all \( s \neq t \in K \).

Since \( K \) is a Hausdorff space and \( F_0 \) is finite we may choose an open set \( H \ni t \) and a positive number \( c \) such that

• \( \overline{H} \cap F_0 = \emptyset \),

• \( \inf_{x \in \overline{H}} \omega(x) > c \), and

• \( \eta(s) < \min\{ \frac{|b_0|}{2}, \frac{\min\{\xi, \delta\}}{\alpha} \} \) for all \( s \in \overline{H} \).

Let \( \kappa = \min\{\frac{\xi}{4}, \frac{\delta}{4}\} \).

We find by Lemma 2.2.4 a function \( g \in C(K) \) with the properties that \( g(s) = 0 \) if \( s \notin H \), that \( g(s) = 1 \) if and only if \( s = t \), and that \( 0 \leq g \leq 1 \). Let \( G = \{ s \in K : g(s)(\kappa - \alpha \eta(s)) > |b_0|\kappa/2 \} \). Note that \( t \in G \), \( G \) is open, and \( \overline{G} \subset H \). Finally we define the set \( V \) as

\[
V = \{ \phi \in U : 0 < \sign(b_0)(\phi(s) - \phi_0(s)) \text{ if } s \in \overline{G}, \quad \text{sign} \left( b_0 \right) (\phi(s) - \phi_0(s)) < \text{sign} \left( b_0 \right) (\phi(t) - \phi_0(t)) - \alpha \eta(s) \]
\[
\text{if } s \in \overline{G} \text{ and } s \neq t, \quad \text{and } |\phi(s) - \phi_0(s)| < b_0(\phi(t) - \phi_0(t)) \text{ if } s \notin G \}.
\]

Noting that \( \{ \phi \in C(K) : \text{sign} \left( b_0 \right) (\phi(s) - \phi_0(s)) > 0 \text{ if } s \in \overline{G} \} \) is norm open and applying Lemma 2.3.6 we conclude that the set \( V \) is \( \tau_0 \)-open. We show that \( \phi \in C(K) \) defined by \( \phi(s) = \phi_0(s) + \text{sign} \left( b_0 \right) g(s)(\kappa - \alpha \eta(s)) \) is an element of \( V \). To verify this claim we must show that

(i) \( \| \phi - \psi \| < \epsilon \),

(ii) if \( a \in F_0 \), and \( a \) is an accumulation point of \( [a, b] \), then \( \text{osc} (\phi - \psi, [a, b]) < \sup_{x \in [a, b]} \omega(x) \),

(iii) \( 0 < \text{sign} \left( b_0 \right) (\phi(s) - \phi_0(s)) \) if \( s \in \overline{G} \),

(iv) \( \text{sign} \left( b_0 \right) (\phi(s) - \phi_0(s)) < \text{sign} \left( b_0 \right) (\phi(t) - \phi_0(t)) - \alpha \eta(s) \) if \( s \in \overline{G} \) and \( s \neq t \), and

(v) \( |\phi(s) - \phi_0(s)| < b_0(\phi(t) - \phi_0(t)) \) if \( s \notin G \).
For (i) we have
\[ ||\phi - \psi|| \leq ||\phi_0 - \psi|| + \sup_{s \in \mathcal{K}} |g(s)(\kappa - \alpha \eta(s))| \]
\[ \leq \frac{\varepsilon}{4} + \kappa < \varepsilon. \]

For (ii), in the case \([a, b] \cap G = \emptyset\), and noting that \(\phi_0 \in U(\psi, \frac{\varepsilon}{4}, \frac{\omega}{4})\), we obtain the estimate
\[ \text{osc} (\phi - \psi, [a, b]) = \text{osc} (\phi_0 - \psi, [a, b]) \]
\[ \leq \sup_{z \in [a, b]} \frac{\omega}{4} < \sup_{z \in [a, b]} \omega(z). \]

For the case \([a, b] \cap G \neq \emptyset\) we obtain
\[ \text{osc} (\phi - \psi, [a, b]) \leq \text{osc} (\phi_0 - \psi, [a, b]) + \text{osc} (\text{sign} (b_0)g(\kappa - \alpha \eta), [a, b]) \]
\[ \leq \frac{\sup_{z \in [a, b]} \omega(z)}{4} + 2\kappa \]
\[ \leq \frac{\sup_{z \in [a, b]} \omega(z)}{4} + \frac{c}{2} \]
\[ < \frac{\sup_{z \in [a, b]} \omega(z)}{4} + \inf_{z \in H} \frac{\omega(z)}{2} \]
\[ < \sup_{z \in [a, b]} \omega(z). \]

For (iii), we have from the definition of \(G\) and \(\phi\) that
\[ \text{sign} (b_0)(\phi(s) - \phi_0(s)) \geq |b_0|\kappa/2 > 0 \]
for all \(s \in \overline{G}\).

For (iv), when \(s \in \overline{G}\) and \(s \neq t\) noting that \(\phi(t) = \phi_0(t) + \text{sign} (b_0)\kappa\), we obtain
\[ \text{sign} (b_0)(\phi(s) - \phi_0(s)) = \text{sign} (b_0)g(s)(\kappa - \alpha \eta(s)) \]
\[ < \kappa - \alpha \eta(s) \]
\[ = \text{sign} (b_0)(\phi(t) - \phi_0(t)) - \alpha \eta(s). \]

For (v), when \(s \notin G\) we have from the definition of \(G\) that
\[ |\phi(s) - \phi_0(s)| \leq |b_0|\kappa/2 < |b_0|\kappa = b_0(\phi(t) - \phi_0(t)). \]
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To complete the proof we show that for all \( s \neq t \), for all \((a, b) \in M_s\), and for all \( \phi \in V \) we have \( a + b\phi(s) < f(\phi) \). We deduce that for all \( s \neq t \), for all \( b \) such that \( |b| \leq 1 \), and for all \( \phi \in V \), that

\[
b\delta_s \notin \partial f(\phi). \tag{2.3}
\]

Otherwise \( b\delta_s \in \partial f(\phi) \) for some \( b \) with \( |b| \leq 1 \) and some \( \phi \in V \) and therefore \( (f(\phi) - b\delta_s(\phi), b) \in M_s \), so that with \( a = f(\phi) - b\delta_s(\phi) \) we obtain a pair \((a, b) \in M_s\) such that \( a + b\phi(s) \leq f(\phi) \) which is a contradiction. Using the hypothesis that each subdifferential of \( f \) contains a multiple of a Dirac measure we conclude that for all \( \phi \in V \) there is a \( b \) such that \( b\delta_s \in \partial f(\phi) \).

Further we must have \( b \neq 0 \) since if \( 0\delta_t \in \partial f(\phi) \) for some \( \phi \in V \) then \( 0\delta_s \in \partial f(\phi) \) for all \( s \neq t \) and this contradicts (2.3). For the proof of our statement there are six cases.

Case (I). \( s \notin G \).

We estimate \( a + b\phi(s) \) with \( |b| \leq 1 \), \( |(\phi(s) - \phi_0(s))| < b_0(\phi(t) - \phi_0(t)) \), and \( b_0\delta_s \in \partial f(\phi_0) \), to obtain

\[
a + b\phi(s) = a + b\phi_0(s) + b(\phi(s) - \phi_0(s))
\]

\[
\leq f(\phi_0) + b(\phi(s) - \phi_0(s))
\]

\[
< f(\phi_0) + b_0(\phi(t) - \phi_0(t))
\]

\[
< f(\phi).
\]

Case (II). \( s \in \overline{G} \), \( s \neq t \), and \( b \geq b_0 > 0 \).

We may find \((a', b') \in M_t\) such that \( |a - a'| + |b - b'| < \eta(s) \). Then we make the following list of estimates to substitute in

\[
a + b\phi(s) = (a - a') + (b - b')\phi(s) + b'(\phi(s) - \phi(t)) + a' + b'\phi(t).
\]

We have \( a - a' \leq \eta(s) \), \( ||\phi|| \leq ||\phi_0|| + \epsilon \), (since \( \phi \in U \)) and \((b - b')\phi(s) \leq \eta(s)||\phi|| \). Using \( b' \geq \frac{b_0}{2} \), (since \( |b - b'| < \eta(s) < \frac{b_0}{2} \) and \( b \geq b_0 > 0 \)) we have \( b'(\phi(s) - \phi(t)) < b'(\phi_0(s) - \phi_0(t) - \alpha\eta(s)) < -b'\frac{\alpha\eta(s)}{2} < -b_0\frac{\alpha\eta(s)}{4} \), and \( a' + b'\phi(t) \leq f(\phi) \) (since \((a', b') \in M_t\)).

The result is

\[
a + b\phi(s) < (1 + ||\phi_0|| + \epsilon)\eta(s) - \frac{b_0|\alpha\eta(s)|}{4} + f(\phi)
\]

\[
= -\frac{3}{2}(1 + ||\phi_0|| + \epsilon)\eta(s) + f(\phi)
\]

\[
< f(\phi)
\]

where we use that \( \alpha = \frac{10(1 + ||\phi_0|| + \epsilon)}{|b_0|} \).
Case (III). \( s \in \overline{G}, s \neq t, \) and \( b \leq -b_0 < 0. \)

Using \( b\phi(s) < b\phi_0(s) \) (since \( b_0 > 0 \) gives \( 0 < \phi(s) - \phi_0(s) \)) and \( b_0(\phi(t) - \phi_0(t)) > 0 \) we estimate that,
\[
\begin{align*}
a + b\phi(s) &< a + b\phi_0(s) \\
&\leq f(\phi_0) \\
&< f(\phi_0) + b_0(\phi(t) - \phi_0(t)) \\
&\leq f(\phi).
\end{align*}
\]

Case (IV). \( s \in \overline{G}, s \neq t, \) and \( b \geq -b_0 > 0. \)

Using \( b\phi(s) < b\phi_0(s) \) (since \( b_0 < 0 \) gives \( \phi(s) - \phi_0(s) < 0 \)) and \( b_0(\phi(t) - \phi_0(t)) > 0 \) we estimate that
\[
\begin{align*}
a + b\phi(s) &< a + b\phi_0(s) \\
&\leq f(\phi_0) \\
&< f(\phi_0) + b_0(\phi(t) - \phi_0(t)) \\
&\leq f(\phi).
\end{align*}
\]

Case (V). \( s \in \overline{G}, s \neq t, \) and \( b \leq b_0 < 0. \)

This case is similar to case (III). There are, however, some differences due to changes of sign. We find \( (a', b') \in M_t \) such that \(|a - a'| + |b - b'| < \eta(s)\) and we substitute the following list of estimates in
\[
a + b\phi(s) = (a - a') + (b - b')\phi(s) + b'\phi(s) - \phi(t)) + a' + b'\phi(t).
\]
We have \( a - a' \leq \eta(s), \|\phi\| \leq \|\phi_0\| + \varepsilon \) (since \( \phi \in U \)), \( (b - b')\phi(s) \leq \eta(s)\|\phi\|, b'(\phi(s) - \phi(t)) \leq b'\frac{\alpha \eta(s)}{2} \leq b_0\frac{\alpha \eta(s)}{4} < 0 \) (noting that for all \( \phi \in V \) we have, \( (\phi(s) - \phi_0(s)) > (\phi(t) - \phi_0(t)) + \alpha \eta(s) \) giving \( \phi(s) - \phi(t) - \frac{\alpha \eta(s)}{2} > \phi(s) - \phi_0(s) + \frac{\alpha \eta(s)}{2} > 0 \), that \( b' \leq \frac{b_0}{2} < 0 \) since \( |b - b'| < \eta(s) < -\frac{b_0}{2} \) and \( b \leq b_0 < 0 \), and that \( \eta \) is chosen so that \( \eta(s) > \frac{2|b\phi_0(s) - \phi_0(t)|}{\alpha} \), and finally \( a' + b'\phi(t) \leq f(\phi) \) (since \( (a', b') \in M_t \)). We estimate that
\[
\begin{align*}
a + b\phi(s) &< (1 + \|\phi_0\| + \varepsilon)\eta(s) - \frac{|b_0|\alpha \eta(s)}{4} + f(\phi) \\
&= -\frac{3}{2}(1 + \|\phi_0\| + \varepsilon)\eta(s) + f(\phi) \\
&< f(\phi)
\end{align*}
\]
where \( \alpha = \frac{10(1 + \|\phi_0\| + \varepsilon)}{|b_0|}. \)
Case (VI). $s \in \overline{G}$, and $|b| < |b_0|$.

For all $\phi \in V$ we have

$$0 < \text{sign} (b_0)(\phi(s) - \phi_0(s)) < \text{sign} (b_0)(\phi(t) - \phi_0(t)) - \alpha \eta(s)$$

so that $b(\phi(s) - \phi_0(s)) < b_0(\phi(t) - \phi_0(t))$. Hence

$$a + b\phi(s) = a + b\phi_0(s) + b(\phi(s) - \phi_0(s))$$
$$< f(\phi_0) + b_0(\phi(t) - \phi_0(t))$$
$$\leq f(\phi).$$

Proposition 2.5.3 Suppose that $f \in \mathcal{F}_D$, then given any non-empty $\tau_0$-open set $U$ there is a non-empty $\tau_0$-open set $V \subset U$ and a finite set $F \subset K$ such that

$$\partial f(\phi) \cap \mathcal{M}_1(F) \neq \emptyset$$

for every $\phi \in V$.

Proof. Suppose that $U = U(\psi, \epsilon, \omega)$ and that $F_0 = \{ z \in K : \omega(z) = 0 \}$. In the case that $\partial f(\phi) \cap \mathcal{M}_1(F_0) \neq \emptyset$ for every $\phi \in U(\psi, \frac{\epsilon}{4}, \frac{\omega}{4})$ we let $V = U(\psi, \frac{\epsilon}{4}, \frac{\omega}{4})$ and $F = F_0$. Otherwise we find $\phi_0 \in U(\psi, \frac{\epsilon}{4}, \frac{\omega}{4})$ such that $\partial f(\phi_0) \cap \mathcal{M}_1(F_0) = \emptyset$. Then since $f \in \mathcal{F}_D$ we must have $b_0 \delta_t \in \partial f(\phi_0)$ for some $b_0 \in \mathbb{R}$ and some $t \notin F_0$. Further we can assume that $b_0 \neq 0$ since this is handled by the first case with $0 \in \mathcal{M}_1(F_0)$. Applying Lemma 2.5.2 we obtain a $\tau_0$-open subset $V \subset U_0$ such that for all $\phi \in V$ there is a $b \neq 0$ such that $b \delta_t \in \partial f(\phi)$. Letting $F = \{ t \}$ gives us $\partial f(\phi) \cap \mathcal{M}_1(F) \neq \emptyset$ for all $\phi \in V$. \qed

In Lemma 2.5.4 we give a well known example of a function in the set $\mathcal{F}_D$ (see [DGZ3]).

Lemma 2.5.4 For all $\phi \in C(K)$ the subdifferential at $\phi$ of the supremum norm on $C(K)$, $\partial \| \phi \|$, contains a measure with at most one element support.

Proof. We have that $\delta_{x_0} \in \partial \| \varphi \|$ if $\varphi(x_0) = \| \varphi \|$ and that $-\delta_{x_0} \in \partial \| \varphi \|$ if $\varphi(x_0) = -\| \varphi \|$. \qed
2.6 Measures with finite support

We first reformulate the definition of the wedge topology in somewhat simpler notation. Whenever $F \subseteq K$ is finite, $\{\eta_x : x \in F\}$ are non-negative functions such that $\eta_x(z) = 0$ if and only if $z = x$, and $\varepsilon > 0$. We denote by $U_w(0, \varepsilon, \{\eta_x : x \in F\})$ the set of those $\phi \in C(K)$ such that $|\phi(y)| < \varepsilon$ for all $y \in K$ and $|\phi(y) - \phi(x)| < \eta_x(y)$ for all $y \neq x$. It is easy to see that these neighbourhoods of the origin define our original wedge topology. Indeed, if $\varepsilon, L, R, \{\phi_l\} \{\psi_r\}$ are as in Definition 2.3.2, we let $F = L \cup R$, use for each $x \in F$ Lemma 2.2.5 with $r_j = 0$ to find $\tilde{f}_x$ such that $\tilde{f}_x(x) = 0$ and $\tilde{f}_x(y) > 0$ for $y \neq x$, and define

- $\eta_x(z) = \max\{\phi_x(z), \psi_x(z)\}$ if $x \in L \cap R$,
- $\eta_x(z) = \phi_x(z)$ for $z \geq x$, $\eta_x(z) = \tilde{f}_x(z)$ for $z < x$ if $x \in L \setminus R$, and
- $\eta_x(z) = \psi_x(z)$ for $z \leq x$, $\eta_x(z) = \tilde{f}_x(z)$ for $z > x$ if $x \in R \setminus L$.

Then $U_w(0, \varepsilon, \{\eta_x : x \in F\}) \subseteq U_w(0, \varepsilon, \{\phi_l\}_{l \in L}, \{\psi_r\}_{r \in R})$. Conversely, if $\varepsilon > 0$ and $\{\eta_x : x \in F\}$ are given, we find $0 < \varepsilon_1 < \varepsilon$ such that

- $\eta_x(z) \geq \varepsilon_1$ if $z < x \in F$ and $x \notin A_R$, and
- $\eta_x(z) \geq \varepsilon_1$ if $z > x \in F$ and $x \notin A_L$.

Letting $L = F \cap A_L$ and $R = F \cap A_R$, and defining

- $\phi_x(s) = \inf_{z \leq s} \eta_x(z)$ and
- $\psi_x(s) = \inf_{z \geq s} \eta_x(z)$,

we get that

$$U_w(0, \varepsilon_1, \{\phi_l\}_{l \in L}, \{\psi_r\}_{r \in R}) \subseteq U_w(0, \varepsilon, \{\eta_x : x \in F\}).$$

We also note that the sets $U_w(0, \varepsilon, \{\eta_x : x \in F\})$ are open in the wedge topology: if $\phi \in U_w(0, \varepsilon, \{\eta_x : x \in F\})$, let $\hat{\varepsilon} = \varepsilon - ||\phi||$, $\tilde{\eta}_x(y) = \eta_x(y) - |\phi(y) - \phi(x)|$, and observe that $\phi \in U_w(0, \hat{\varepsilon}, \{\tilde{\eta}_x : x \in F\}) \subseteq U_w(0, \varepsilon, \{\eta_x : x \in F\})$. Again, we will use the notation $U_w(\phi, \varepsilon, \{\eta_x : x \in F\})$ for $\phi + U_w(0, \varepsilon, \{\eta_x : x \in F\})$. We show that norm relatively open subsets of $U_w(\phi, \varepsilon, \{\eta_x : x \in F\})$ are second category in themselves; this statement is needed in the proof of Lemma 2.6.3.

Lemma 2.6.1 The sets $U_w(\phi, \varepsilon, \{\eta_x : x \in F\})$ have the following properties.
(i) $U_w(\varphi, \epsilon, \{ \eta_x : x \in F \})$ is of type $G_\delta$ in the norm topology.

(ii) Norm relatively open subsets of $U_w(\varphi, \epsilon, \{ \eta_x : x \in F \})$ are second category in themselves.

Proof. For (i) we note that a wedge neighbourhood is an intersection of a norm ball (which is $G_\delta$) and of a finite number of sets of the form

$$U = \{ g : |g(y) - g(x)| < \eta(y) \text{ for all } y \neq x \}$$

where $x \in K$, $\eta : K \to [0, \infty)$ is continuous and such that $\eta(z) = 0$ iff $z = x$. So it is enough to show that $U$ is $G_\delta$. For this observe that

$$U_n = \{ g : |g(y) - g(x)| < \eta(y) \text{ for all } y \text{ such that } \eta(y) \geq 1/n \}$$

is norm open (if $g \in U_n$, the function $y \to \eta(y) - |g(y) - g(x)|$ attains its minimum, say $m$, on $\{ y : \eta(y) \geq 1/n \}$, so $m > 0$ and the norm ball around $g$ with radius $m/2$ lies in $U_n$). Since

$$U = \bigcap_{n=1}^\infty U_n,$$

$U$ is $G_\delta$.

Assertion (ii) is a corollary of the first statement. Each norm relatively open subset $V$ of a basic wedge open set $U_w(0, \epsilon, \{ \eta_x : x \in F \})$ is a $G_\delta$ subset of $C(K)$. So $V$ is completely metrisable (see [Ch]) and, as such, is second category in itself. □

The remainder of this section is devoted to generalising the results of the previous section to the case of continuous convex functions for which there is a measure with finite support in each subdifferential. We state Proposition 2.6.6 which is the main result of this section. Let $\mathcal{M}(F)$ be the set of measures that have support contained in a given set $F$.

Suppose that $U_0$ is non-empty and $\tau$ open, that $f$ is convex and norm Lipschitz on $U_0$. Then there is a non-empty $\tau$ open subset $U \subset U_0$, and a finite set $F \subset K$, such that for every $\varphi \in U$,

$$\partial f(\varphi) \cap \mathcal{M}(F) \neq \emptyset.$$
CHAPTER 2. GÂTEAUX DIFFERENTIABILITY ON C(K) SPACES

The proof of Proposition 2.6.6 relies on Lemmata 2.6.2 to 2.6.5. First we fix a positive integer $n$ and a norm relatively open subset $W$ of $U_0$ for which each subdifferential contains a measure with at most $n$ element support. Finally in Lemma 2.6.5, we find a wedge open subset $U$ of $W$ for which all the measures of $n$ element support have support contained in $F$.

The following notation is used throughout this section.

- $U_0$ is the wedge open set $U_0 = U_w(\varphi_0, \epsilon_0, \{\eta_x : x \in F_0\})$.
- The function $f$ is convex, norm Lipschitz on $U_0$, and such that for every $\varphi \in U_0$ the set $\partial f(\varphi)$ contains a measure with finite support.
- For any non-negative integer $k$, $\mathcal{M}_k$ is the set of measures of at most $k$ element support.
- For any integer $k \geq 0$ and any finite set $F \subset K$, $\mathcal{N}_{k,F}$ is the set of measures $\nu$ whose support contains at most $k$ points outside $F$.
- For each integer $0 \leq j \leq k$, $\mathcal{M}_{k,j}$ is the set of measures $\nu$ whose support contains exactly $k$ points out of which exactly $j$ points lie outside $F_0$, $\mathcal{M}_{k,j,F}$ is the set of measures $\nu$ whose support is contained in $F$ and contains exactly $k$ points out of which exactly $j$ points lie outside $F_0$, and $\mathcal{M}_{k,F}$ is the set of measures $\nu$ whose support is contained in $F$ and contains exactly $k$ points.
- If $W \subset U_0$ then $\mathcal{M}_{k,j}(W)$ is the set of measures that belong to $\mathcal{M}_{k,j} \cap \partial f(\varphi)$ for some $\varphi \in W$.
- $\overline{\mathcal{M}_{k,j}(W)}$ is the closure of $\mathcal{M}_{k,j}(W)$ in the weak* topology.

The purpose of Lemma 2.6.2 is to fix an integer $n$ and a subset $W \subset C(K)$ such that measures of finite support in the subdifferentials of $f$ on $W$ have $n$ elements in their support outside of a given finite set $F$.

**Lemma 2.6.2** Suppose that

- $F \subset K$ is a finite set,
- $\mathcal{M} \subset \mathcal{M}(K)$ is weak* closed,
- $V \subset U_0$ is non-empty and second category in itself in the norm topology, and
- for each $\varphi \in V$, $\mathcal{M} \cap \bigcup_{m=0}^{\infty} \mathcal{N}_{m,F} \cap \partial f(\varphi) \neq \emptyset$. 

Then there is a non-negative integer $n$ and a non-empty norm relatively open subset $W$ of $V$ such that
\[ \mathcal{M} \cap \mathcal{N}_{n,F} \cap \partial f(\varphi) \neq \emptyset \]
for every $\varphi \in W$ and
\[ \bigcup_{\varphi \in W} \mathcal{M} \cap \mathcal{N}_{n,F} \cap \partial f(\varphi) \subset \mathcal{N}_{n,F} \setminus \mathcal{N}_{n-1,F}. \]

**Proof.** We claim that for each non-negative integer $m$ the set
\[ A_m = \{ \varphi \in V : \mathcal{M} \cap \partial f(\varphi) \cap \mathcal{N}_{m,F} \neq \emptyset \} \]
is norm relatively closed in $V$. We first show that $\mathcal{M} \cap \partial f(\varphi) \cap \mathcal{N}_{m,F}$ is weak* closed. To show that each $\mathcal{N}_{m,F}$ is weak* closed let $\mu$ be a weak* limit point of a sequence $\mu_j$ in $\mathcal{N}_{k,F}$. If $\mu \notin \mathcal{N}_{k,F}$ then there are $m + 1$ points in the support of $\mu$ outside $F$, so that for all sufficiently large $j$, $\text{spt}(\mu_j)$ has $m + 1$ points outside $F$ which contradicts $\mu_j$ in $\mathcal{N}_{k,F}$. Therefore $\mu \in \mathcal{N}_{k,F}$.

From $\mathcal{M}$ and $\partial f(\varphi)$ being weak* closed we get that $\mathcal{M} \cap \partial f(\varphi) \cap \mathcal{N}_{m,F}$ is weak* closed. Suppose that $\varphi_n \in A_m$ converges in norm to $\varphi \in C(K)$. The subdifferential map $\varphi \mapsto \partial f(\varphi)$ is norm to weak* upper semicontinuous on $C(K)$ and therefore each weak* open set $V^* \supset \partial f(\varphi)$ also contains $\partial f(\varphi_n)$ for all sufficiently large $n$. Suppose that $\mathcal{M} \cap \partial f(\varphi) \cap \mathcal{N}_{m,F} = \emptyset$. Then the weak* open set $C(K)^* \setminus (\mathcal{M} \cap \mathcal{N}_{m,F})$ contains $\partial f(\varphi)$ and therefore contains $\partial f(\varphi_n)$ for all sufficiently large $n$ which contradicts that $\varphi_n \in A_m$. Therefore $\varphi \in A_m$ and hence $A_m$ is norm relatively closed in $V$. This proves the claim.

We deduce that there is a non-negative integer $k$ and a non-empty norm relatively open subset $\hat{V} \subset V$ such that $\hat{V} \subset A_k$. If not then, since $V = \bigcup_{i=1}^{\infty} A_i$, we deduce that $V$ is first category in itself; but this contradicts the hypothesis that $V$ is not first category in itself.

Let $k$ be the least integer such that there is a non-empty norm relatively open subset $\hat{V} \subset V$ with $\hat{V} \subset A_k$. We claim that there is a non-empty norm relatively open subset $W$ of $\hat{V}$ such that
\[ \bigcup_{\varphi \in W} \mathcal{M} \cap \partial f(\varphi) \cap \mathcal{N}_{k,F} \subset \mathcal{N}_{k,F} \setminus \mathcal{N}_{k-1,F}. \]

Since $\mathcal{N}_{k,F}$ is weak* closed, for all norm relatively open subsets $W$ of $\hat{V}$ we have $\bigcup_{\varphi \in W} \mathcal{M} \cap \partial f(\varphi) \cap \mathcal{N}_{k,F} \subset \mathcal{N}_{k,F}$. We must find a norm relatively open subset $W$ of $\hat{V}$ such that
\[ \bigcup_{\varphi \in W} \mathcal{M} \cap \partial f(\varphi) \cap \mathcal{N}_{k,F} \cap \mathcal{N}_{k-1,F} = \emptyset. \]
Assuming that no such set $W$ exists, we choose for each norm relatively open subset $H$ of $\hat{V}$, a measure $\mu_H \in \bigcup_{\varphi \in H} M \cap \partial f(\varphi) \cap N_{k,F} \cap N_{k-1,F}$, and we let $\Delta$ denote the weak* closure of the set of such measures.

Since $N_{k-1,F}$ is weak* closed we deduce that $\Delta \subset N_{k-1,F}$. We show that $\partial f(\varphi) \cap \Delta \neq \emptyset$ for all $\varphi \in \hat{V}$ concluding that $M \cap \partial f(\varphi) \cap N_{k-1,F} \neq \emptyset$ for all $\varphi \in \hat{V}$, which contradicts $k$ being minimal with this property. We seek a contradiction by assuming that $\partial f(\varphi) \cap \Delta = \emptyset$ for some $\varphi \in \hat{V}$. Choosing a weak* open neighbourhood $O$ of $\partial f(\varphi)$ whose weak* closure does not meet $\Delta$, and noting that the subdifferential map $\varphi \mapsto \partial f(\varphi)$ is norm to weak* upper semicontinuous on $C(K)$, we may find a norm open neighbourhood $H_0$ of $\varphi$ such that $\partial f(H_0) \subset O$. Therefore the weak* closure of $\bigcup_{\psi \in H_0} \partial f(\psi)$ does not meet $\Delta$. By assumption there is a measure $\mu_{H_0} \in (\bigcup_{\psi \in H_0} \partial f(\psi)) \cap \Delta$ giving a contradiction and proving the claim. □

In Lemma 2.6.3 we find integers $k$ and $j$ for which the subdifferentials of $f$ on a non-empty norm relatively open subset $W$ of $U_0$ contain measures of $k$ element support out of which $j$ are not in $F_0$.

**Lemma 2.6.3** There are integers $0 \leq j \leq k$ and a non-empty norm relatively open subset $W$ of $U_0$ such that

$$M_{k,j} \cap \partial f(\varphi) \neq \emptyset$$

for all $\varphi \in W$, and furthermore

$$\overline{M_{k,j}(W)} \subset M_{k,j}.$$ 

In particular there are numbers $0 < c < C < \infty$ such that each measure $\nu \in \overline{M_{k,j}(W)}$ has support consisting of exactly $k$ elements out of which exactly $j$ are outside $F_0$, and $c \leq |\nu(x)| \leq C$ for each element $x$ in $\text{spt} \ (\nu)$.

**Proof.** Applying Lemma 2.6.2 with $F = \emptyset$ so that $N_{k,F} = M_k$, with $M = M(K)$, and with $V = U_0$, we find a non-empty norm relatively open subset $W_0$ of $U_0$ and a non-negative integer $k$ such that

$$\partial f(\varphi) \cap M_k \neq \emptyset$$

for all $\varphi \in W_0$ and

$$\bigcup_{\varphi \in W_0} M_k \cap \partial f(\varphi) \subset M_k \setminus M_{k-1}.$$
Applying Lemma 2.6.2 a second time with $F = F_0$, with $\mathcal{M} = \mathcal{M}_k$, and with $V = W_0$ we find a non-empty norm relatively open subset $W$ of $W_0$ and a non-negative integer $j$ such that

$$\mathcal{M}_k \cap \partial f(\varphi) \cap N_{j,F_0} \neq \emptyset$$

for all $\varphi \in W$, and

$$\bigcup_{\varphi \in W} \mathcal{M}_k \cap \partial f(\varphi) \cap N_{j,F_0} \subset N_{j,F_0} \setminus N_{j-1,F_0}.$$

This proves the first part of the statement since $(\mathcal{M}_k \setminus \mathcal{M}_{k-1}) \cap (N_{j,F_0} \setminus N_{j-1,F_0}) = \mathcal{M}_{k,j}$.

That each measure $\nu \in \mathcal{M}_{k,j}(W)$ has support consisting of exactly $k$ elements out of which exactly $j$ are outside $F_0$, is a reformulation of the inclusion $\mathcal{M}_{k,j}(W) \subset \mathcal{M}_{k,j}$.

The existence of $\mathcal{C}$ such that $|\nu(x)| \leq \mathcal{C}$ for all $\nu \in \partial f(\varphi)$ for all $\varphi \in U_0$ and all $x \in \text{spt} (\nu)$ follows from the assumption that $f$ is Lipschitz on $U_0$. Suppose that there is no positive $c$ such that for all $\nu \in \mathcal{M}_{k,j}(W)$ we have $c \leq |\nu(x)|$ for each element $x \in \text{spt} (\nu)$. Then for each positive integer $p$ we may find a measure $\nu_p \in \mathcal{M}_{k,j}(W)$ such that $|\nu_p(x_p)| < 1/p$ for some $x_p \in \text{spt} (\nu_p)$. Since the $\nu_p$ have exactly $k$ element support and $K$ is compact we obtain a contradiction with a weak$^*$ accumulation point of the sequence $\nu_p$ that belongs to $\mathcal{M}_{k,j}(W)$ and has less than $k$ element support. \hfill $\square$

For Proposition 2.6.6 we need to find a wedge neighbourhood $U = U_w(\varphi_0, \varepsilon, \{ \eta_x : x \in F \})$ such that, if $\varphi \in U$ then every measure in $\partial f(\varphi)$ of finite support necessarily has support in $F$. We choose some $\varphi_0 \in W$ and some measure $\mu_0 \in \mathcal{M}_{k,j} \cap \partial f(\varphi_0)$, and let $F = \text{spt} (\mu_0)$. The functions $\eta_x$ are defined on decreasing sequence of open sets $G_p$ whose intersection is $F$. The sequence $G_p$ is given in the following Lemma.

**Lemma 2.6.4** Suppose that $W$ is the wedge open set of Lemma 2.6.3, that $\varphi_0 \in W$, and that

- $x_1, \ldots, x_k$ are distinct points of $K$, such that for some integer $j \geq 1$ we have $x_i \notin F_0$ for $1 \leq i \leq j$, and $x_i \in F_0$ for $i > j$,

- $G \ni x_1, \ldots, x_j$ is an open set such that $G \cap F_0 = \emptyset$, and

- $d_p$ is an arbitrary fixed sequence of positive real numbers,
Then there are open sets $G_{i,p} \subset K$ ($i = 1, \ldots, k$, $p = 1, \ldots$) with the following properties:

(i) $x_i \in G_{i,p+1} \subset \overline{G_{i,p+1}} \subset G_{i,p}$,

(ii) $G_{i,p} \subset G$ if $i \leq j$,

(iii) $G_{i,p} \cap F_0 = \{ x_i \}$ if $i > j$,

(iv) $G_{i_1,p} \cap G_{i_2,p} = \emptyset$ for $i_1 \neq i_2$,

(v) $|\varphi_0(x) - \varphi_0(x_i)| < d_p$ for every $x \in G_{i,p}$,

(vi) the intersection of the sets $G_p = \bigcup_{i=1}^k G_{i,p}$ is $\{ x_1, \ldots, x_k \}$,

(vii) if $\nu \in \mathcal{M}_{k,j}(W)$ is concentrated in $G_p$, then $\text{spt}(\nu) = \{ y_1, \ldots, y_k \}$, where $y_i \in G_{i,p}$ for all $i$ and $y_i = x_i$ if $i > j$, and

(viii) if $\varphi \in W$ and $\nu \in \mathcal{M}_{k,j} \cap \partial f(\varphi)$ is concentrated in $G_p$, then there is $\mu \in \mathcal{M}_{k,j}(W) \cap \mathcal{M}(\{ x_1, \ldots, x_k \})$ such that $\sum_{i=1}^k |\mu(G_{i,p}) - \nu(G_{i,p})| < d_p$ and $\nu(\varphi - \varphi_0) > \mu(\varphi - \varphi_0) - d_p$.

**Proof.** Since $K$ is first countable for each $i = 1, \ldots, k$ we may choose a basis $G_{i,p}$ of open neighbourhoods of $x_i$ such that properties (i) – (vi) hold.

For (vii) suppose that $\nu \in \mathcal{M}_{k,j}$. We claim that there is an integer $p_0$ such that for $p \geq p_0$ the support of every measure concentrated on $G_p$ has non-empty intersection with every $G_{i,p}$. Indeed, if this were not the case there would be arbitrarily large $p$ for which we could find $\nu_p \in \mathcal{M}_{k,j}(W)$ concentrated on $G_p$ such that $|\nu_p|(G_{i,p}) = 0$ for suitable $i_p$. We can pass to a subsequence on which $i_p$ is constant, say $i_p = i$. Using (i), (vi), and that $\text{spt}(\nu_p) \subset G_p$ we infer that there is a weak* accumulation point $\nu$ of $\nu_p$ with $\text{spt}(\nu) \subset \{ x_1, \ldots, x_k \} \setminus \{ x_i \}$. We have a contradiction since $\nu \in \mathcal{M}_{k,j}(W)$ and it has exactly $k$ element support.

Replacing $G_{i,p}$ by $G_{i,p+p_0}$ if necessary, we may assume that $p_0 = 1$. By the previous claim we have that every measure $\nu \in \mathcal{M}_{k,j}(W)$ concentrated on $G_p$ has $\text{spt}(\nu) = \{ y_1, \ldots, y_k \}$ where $y_i \in G_{i,p}$ for $i = 1, \ldots, k$. By Lemma 2.6.3 exactly $j$ of $\{ y_1, \ldots, y_k \}$ are outside $F_0$, but $y_1, \ldots, y_j \notin F_0$ because of (ii). We infer that $y_i \in F_0$ for $i > j$. By (iii) we must have that $y_i = x_i$ for $i > j$, which concludes the proof of (vii).

For (viii) let $A_p \subset \mathbb{R}^{k+2}$ be defined by

$$A_p = \{ (\nu(G_{1,p}), \ldots, \nu(G_{k,p}), f(\varphi) - \nu(\varphi), \nu(\varphi_0)) : \varphi \in W, \nu \in \partial f(\varphi) \cap \mathcal{M}_{k,j}, \text{spt}(\nu) \subset G_p \}.$$
Then $A_p$ is a decreasing sequence of bounded non-empty subsets of $\mathbb{R}^{k+2}$ and therefore the set

$$A = \bigcap_{p=1}^{\infty} \overline{A}_p$$

is non-empty and compact. Moreover, the sequence

$$\gamma_p = \sup_{a \in A_p} \inf \left\{ \sum_{j=1}^{k+2} |a_j - b_j| : b \in A \right\}$$

tends to zero. We may assume that $\gamma_p < d_p/3$, since, if necessary, we may replace each $G_{i,p}$ with $G_{i,q_p}$, for some $q_p$ so large that $\gamma_{q_p} < d_p/3$. The validity of (i) -- (vii) would be unaffected after such a replacement.

Suppose that $\varphi \in W$ and that $\nu \in M_{k,j} \cap \partial f(\varphi)$ is concentrated in $G_p$, then since $\gamma_p < d_p/3$, there is $b = (b_1, \ldots, b_{k+2}) \in A$ such that

$$|f(\varphi) - \nu(\varphi) - b_{k+1}| + |\nu(\varphi_0) - b_{k+2}| + \sum_{j=1}^{k} |\nu(G_{j,p}) - b_j| < d_p/3.$$

Since $A = \bigcap_{p=1}^{\infty} \overline{A}_p$, for each $q = 1, 2, \ldots$ we may find $\varphi_q \in W$ and $\mu_q \in M_{k,j} \cap \partial f(\varphi_q)$ such that spt $(\mu_q) \subset G_q$ and $|f(\varphi_q) - \nu(\varphi_q) - b_{k+1}| + |\mu_q(\varphi_0) - b_{k+2}| + \sum_{j=1}^{k} |\mu_q(G_{j,q}) - b_j| < d_p/3$. We infer from (i), (vii), and (vii) that all weak* accumulation points $\mu$ of the sequence $\mu_q$, (which exist by compactness of $K$) belong to $M_{k,j}(W) \cap M(\{ x_1, \ldots, x_k \})$, and satisfy

$$|\nu(\varphi_0) - \mu(\varphi_0)| \leq d_p/3$$

and

$$\sum_{j=1}^{k} |\nu(G_{j,p}) - \mu(G_{j,q})| \leq d_p/3 < d_p.$$

Using also that $f(\varphi_q) - \mu_q(\varphi_q) > f(\varphi) - \nu(\varphi) - d_p/3$ and that $\mu_q \in \partial f(\varphi_q)$, we infer that

$$f(\varphi) \geq f(\varphi_q) - \mu_q(\varphi_q) + \mu_q(\varphi) \geq f(\varphi) - \nu(\varphi) - d_p/3 + \mu_q(\varphi).$$

So letting $q \to \infty$ we obtain $\nu(\varphi) \geq \mu(\varphi) - d_p/3$. Recalling that $|\nu(\varphi_0) - \mu(\varphi_0)| \leq d_p/3$ we conclude that

$$\nu(\varphi - \varphi_0) \geq \mu(\varphi - \varphi_0) - 2d_p/3 > \mu(\varphi - \varphi_0) - d_p.$$

$\square$
In the following Lemma, we obtain the wedge open set $U$ on which each subdifferentials of $f$ contains a measure with fixed finite element support.

**Lemma 2.6.5** There are integers $0 \leq j \leq k$, a non-empty $\tau$ open subset $U \subset U_0$, and a finite set $F \subset K$ such that

$$\partial f(\varphi) \cap \mathcal{M}_{k,j,F} \neq \emptyset$$

for every $\varphi \in U$.

**Proof.** The proof has two parts. In the first part we construct the functions $\{\eta_x\}_{x \in F}$ that we require to define $U$. In the last part we verify that the measures of finite support in the subdifferentials of $f$ on $U$ do indeed have support contained in the finite set $F$.

We may apply Lemma 2.6.3 to obtain a non-empty norm relatively open subset $W$ of $U_0$ and integers $0 \leq j \leq k$ such that

$$\partial f(\varphi) \cap \mathcal{M}_{k,j} \neq \emptyset$$

for all $\varphi \in W$. If $j = 0$ then all of the $k$ element support of $\nu \in \partial f(\varphi) \cap \mathcal{M}_{k,j}$ are in $F_0$ and therefore we can set $U = W$ and $F = F_0$.

For $j \geq 1$ we use the second part of Lemma 2.6.3 to obtain $\mathcal{M}_{k,j}(W) \subset \mathcal{M}_{k,j}$ and constants $0 < c < C < \infty$ such that each measure $\nu \in \mathcal{M}_{k,j}(W)$ has support consisting of exactly $k$ elements out of which exactly $j$ are outside $F_0$, and $c \leq |\nu(x)| \leq C$ for each element $x$ in $\text{spt}(\nu)$.

Since for all measures $\mu \in \mathcal{M}_{k,j}(W)$ we have that $|\mu(x)| \leq C$ for each element $x$ in $\text{spt}(\mu)$ then letting $s = \sup_{\mu \in \mathcal{M}_{k,j}(W)} |\mu|(K \setminus F_0)$, we have $s < \infty$ and, since $K \setminus F_0$ is open, $s = \sup_{\mu \in \mathcal{M}_{k,j}(W)} |\mu|(K \setminus F_0)$. So there are $\varphi_0 \in W$ and $\mu_0 \in \mathcal{M}_{k,j} \cap \partial f(\varphi_0)$ such that $|\mu_0|(K \setminus F_0) > s - c/4$.

We may suppose that

- $\text{spt}(\mu_0) = \{x_1, \ldots, x_k\}$ where $x_1, \ldots, x_k$ are distinct points such that $x_i$ is not in $F_0$ for $1 \leq i \leq j$ and $x_i$ is in $F_0$ for $i > j$,
- $G \ni x_1, \ldots, x_j$ is an open set such that $G \cap F_0 = \emptyset$,
- functions $\eta_x$ are chosen so that $\eta_x(y) = \frac{1}{2}(\eta_x(y) - |(\varphi_0(y) - \varphi_0(x))| - (\psi_0(y) - \varphi_0(x)))$, for $x \in F_0$,
- $\kappa = \frac{1}{2} \min\{\delta, \epsilon_0 - ||\varphi_0 - \varphi_0||, \inf\{\eta_x(y) : x \in F_0, y \in G\}\}$ is positive where $\delta > 0$ is chosen so that $\{\psi \in U_0 : ||\psi - \varphi_0|| < \delta\} \subset W$,
- $d_p = 2^{-p-1} \frac{\kappa}{1 + 2\kappa}$, and
\begin{itemize}
  \item $G_{i,p} \subset K \ (i = 1, \ldots, k, \ p = 1, \ldots)$ and $G_p$ are the open sets of Lemma 2.6.4.
\end{itemize}

Then applying Lemma 2.2.4 we may find for each integer $1 \leq i \leq k$ and each integer $p \geq 1$ a function $g_{i,p} \in C(K)$ such that,
\begin{itemize}
  \item $g_{i,p}(x) = 0$ for $x \in K \setminus G_{i,p}$,
  \item $g_{i,p}(x) = \text{sign} \ (\mu_0(x_i))$ for $x \in G_{i,p+1}$, and
  \item $0 \leq |g_{i,p}| \leq 1$.
\end{itemize}

We make the following claims.

\textbf{Claim (i)} Let $g = \kappa \sum_{p=1}^{\infty} 2^{-p} \sum_{i=1}^{j} g_{i,p}$ then
\begin{itemize}
  \item $g(x_i) = \kappa \text{sign} \ (\mu_0(x_i))$ for $1 \leq i \leq j$,
  \item $\kappa(1 - 2^{-p+1}) \leq |g(x)| \leq \kappa(1 - 2^{-p})$ for $x \in \cup_{i=1}^{j} G_{i,p} \setminus \cup_{i=1}^{j} G_{i,p+1}$, and
  \item $g = 0$ outside $\cup_{i=1}^{j} G_{i,1}$, in particular $g(x_i) = 0$ for $i > j$.
\end{itemize}

\textbf{Claim (ii)} For $1 \leq i \leq j$ let $\eta_{x_i}(y) = \sup_{p \geq 1} 2^{-p-1} \kappa(1 - |g_{i,p}|(y))$, then
\begin{itemize}
  \item $\eta_{x_i} \in C(K)$,
  \item $\eta_{x_i}(x_i) = 0$ and $\eta_{x_i}(y) > 0$ if $y \neq x_i$, and
  \item $\eta_{x_i}(y) \leq 2^{-p-1} \kappa$ if $y \in G_p$.
\end{itemize}

\textbf{Claim (iii)} Choosing $0 < \epsilon < 1/4$ such that
\begin{equation}
(1 - \epsilon)(s - c/4) > (1 + \epsilon)s - c/2 + 2k\epsilon C,
\end{equation}
and $F = F_0 \cup \{x_1, \ldots, x_j\}$, we let $U = U(\varphi_0 + g, \epsilon \kappa, \{\eta_x \mid x \in F\})$.
Then $U \subset W$ and if $\varphi_0 + h \in U$ then,
\begin{itemize}
  \item $|h(y)| < \kappa(1 + \epsilon)$ for all $y$,
  \item $|h(y)| < \kappa(1/2 + \epsilon)$ for $y \notin G_2$,
  \item $|h(x)| < \kappa \epsilon$ for $x \in F_0$, and
  \item if $1 \leq i \leq j$ then $\text{sign} \ h(y) = \text{sign} \ (\mu_0(x_i))$ for all $y \in G_{i,2}$.
\end{itemize}
For claim (i), noting that $g_{i,p}(x_i) = \text{sign}(\mu_0(x_i))$ for all $i$ and $p$, and that $g_{m,p}(x_i) = 0$ if $m \neq i$, we obtain

$$g(x_i) = \kappa \sum_{p=1}^{\infty} 2^{-p} \text{sign}(\mu_0(x_i)) = \kappa \text{sign}(\mu_0(x_i)).$$

Let $x \in \bigcup_{i=1}^{j} G_{i,p} \setminus \bigcup_{i=1}^{j} G_{i,p+1}$, then $g_{i,q}(x) = 0$ for $q \geq p + 1$ and since there is exactly one $i_x$ such that $1 \leq i_x \leq j$ and that $x \in G_{i_x,p} \setminus G_{i_x,p+1}$ we have that $g_{i_x,q}(x) = \text{sign}(\mu_0(x_{i_x}))$ for $q \leq p - 1$ and $g_{m,q}(x) = 0$ if $m \neq i_x$. Therefore

$$g(x) = \kappa \sum_{q=1}^{p-1} 2^{-q} \text{sign}(\mu_0(x_{i_x})) + \kappa 2^{-p} g_{i_x,p}(x) = \kappa (1 - 2^{-p+1}) \text{sign}(\mu_0(x_{i_x})) + \kappa 2^{-p} g_{i_x,p}(x).$$

Since $g_{i_x,p}(x)$ takes values between 0 and $\text{sign}(\mu_0(x_{i_x}))$ we have that

$$\kappa (1 - 2^{-p+1}) \leq |g(x)| \leq \kappa (1 - 2^{-p}).$$

If $x \notin \bigcup_{i=1}^{j} G_{i,1}$ then $g_{i,p}(x) = 0$ for all $i$ and $p$. Therefore $g = 0$ outside $\bigcup_{i=1}^{j} G_{i,1}$, in particular $g(x_i) = 0$ for $i > j$.

For claim (ii), if $y \in G_{i,p}$, then $|g_{i,q}(y)| = 1$ for $q < p$. So $\eta_{x_i}(y) = \sup_{q \geq p} 2^{-p+1} \kappa (1 - |g_{i,q}(y)|) \leq 2^{-p+1} \kappa$, which is the last statement of (ii). It also shows that $\eta_{x_i}(x_i) = 0$ and that $\eta_{x_i}$ is continuous at $x_i$. If $y \notin G_{i,p}$, then $|g_{i,q}(y)| = 0$, so $\eta_{x_i}(y) \geq 2^{-p+1} \kappa$. Hence

$$\eta_{x_i}(y) = \sup_{1 \leq q \leq p} 2^{-p+1} \kappa (1 - |g_{i,q}(y)|)$$

and so $\eta_{x_i}$ is positive and continuous at $y$. Finally, we recall that $\bigcap_{p=1}^{\infty} G_{i,p} = \{x_i\}$ to infer that $\eta_{x_i}$ is positive and continuous at every point of $K \setminus \{x_i\}$.

For claim (iii), we first show that $U \subset W$. If $\varphi \in U$ then using

- $\|\varphi - (\varphi_0 + g)\| < \epsilon \kappa$,
- $\|g\| \leq \kappa$, and
- $\kappa \leq \frac{1}{2} \min\{\delta, \epsilon_0 - \|\varphi_0 - \varphi_0\|\}$,

we estimate that

$$\|\varphi - \varphi_0\| \leq \epsilon \kappa + \kappa < 2 \kappa \leq \delta.$$
It remains to show that \( \varphi \in U_0 = U(\varphi_0, \epsilon_0, \{ \eta_x : x \in F_0 \}) \). For the norm of \( \varphi - \hat{\varphi}_0 \) we have

\[
\| \varphi - \hat{\varphi}_0 \| \leq \| \varphi - \varphi_0 \| + \| \varphi_0 - \hat{\varphi}_0 \| < 2\kappa + \| \varphi_0 - \hat{\varphi}_0 \| < \epsilon_0.
\]

For the oscillation of \( \varphi - \hat{\varphi}_0 \) we need only consider \( x \in F_0 \). Recall that \( \eta_x(y) = \frac{1}{2}(\eta_x(y) - |(\varphi_0(y) - \varphi_0(x)) - (\hat{\varphi}_0(y) - \hat{\varphi}_0(x))|) \). In the case when \( y \notin G_1 \) then \( g(y) = g(x) = 0 \), and we estimate that,

\[
|\varphi(y) - \varphi(x)| - (\hat{\varphi}_0(y) - \hat{\varphi}_0(x))| < \eta_x(y) + |g(y) - g(x)| + |\varphi_0(y) - \varphi_0(x)) - (\hat{\varphi}_0(y) - \hat{\varphi}_0(x))| < \eta_x(y).
\]

In the case that \( y \in G_1 \), using \( g(x) = 0 \) so that \( |g(y) - g(x)| \leq \kappa \), and using \( \kappa \leq \frac{1}{2} \inf \{ \eta_x(y) : x \in F_0, y \in G \} \), we estimate that

\[
|\varphi(y) - \varphi(x)) - (\hat{\varphi}_0(y) - \hat{\varphi}_0(x))| < \eta_x(y) + 2\eta_x(y) + |\varphi_0(y) - \varphi_0(x)) - (\hat{\varphi}_0(y) - \hat{\varphi}_0(x))| = \eta_x(y).
\]

Therefore \( \varphi \in W \). Hence \( U \subset B(\varphi_0, \delta) \cap U_0 \subset W \).

Finally, suppose that \( \varphi_0 + h \in U \). Since \( U = U(\varphi_0 + g, \epsilon \kappa, \{ \eta_x : x \in F \}) \), we have that \( |h(y)| < |g(y)| + \epsilon \kappa \leq \kappa(1 + \epsilon) \) for all \( y \). If \( y \notin G_2 \), then \( |g(y)| \leq \kappa/2 \) so that \( |h(y)| < \kappa(1/2 + \epsilon) \). If \( x \in F_0 \) then \( g(x) = 0 \) so that \( |h(x)| \leq \kappa \epsilon \). Suppose that \( y \in G_{i,2} \) and \( 1 \leq i \leq j \). Noting that \( |h - g| \leq \kappa \epsilon \), that \( \epsilon < 1/4 \), and that \( |g(y)| \geq \kappa/2 \), we deduce that \( |h(y) - g(y)| < \kappa/4 \) and hence that \( \text{sign}(h(y)) = \text{sign}(g(y)) = \text{sign}(\mu_0(x_i)) \).

We now finish the proof of the Lemma by showing that, whenever \( \varphi \in U \) and \( \nu \in M_{k,j} \cap \partial f(\varphi) \) then \( \nu \) is concentrated on the set \( F_0 \cup \{ x_1, \ldots, x_j \} \). Assuming, in order to find a contradiction, that this is not the case, we use that \( K \setminus (F_0 \cup \{ x_1, \ldots, x_j \}) = \cup_{q=1}^{\infty}(K \setminus G_{q+1}) \) to find the least \( q \) such that \( |\nu|(K \setminus G_{q+1}) > 0 \).

Let \( \nu = \varphi + h \). Since \( \nu \in \partial f(\varphi) \) and \( \mu_0 \in \partial f(\varphi_0) \), we have \( f(\varphi) \geq f(\varphi_0) + \mu_0(h) \geq f(\varphi) - \nu(h) + \mu_0(h) \), so that \( \nu(h) \geq \mu_0(h) \) (this property is known as monotonicity of the subdifferential). Since \( |h(x_i) - g(x_i)| < \epsilon \kappa \),

\[
\mu_0(x_i)h(x_i) \geq \mu_0(x_i)g(x_i) - \epsilon \kappa |\mu_0(x_i)| = \kappa |\mu_0(x_i)|(1 - \epsilon)
\]
for \(1 \leq i \leq j\) and \(|h(x_i)| \leq \kappa \varepsilon\) for \(i > j\), we estimate that
\[
\nu(h) \geq \mu_0(h)
\]
\[
= \sum_{i=1}^{k} \mu_0(x_i)h(x_i)
\]
\[
\geq \sum_{i=1}^{j} \kappa(1 - \varepsilon)|\mu_0(x_i)| + \sum_{i=j+1}^{k} -\kappa \varepsilon |\mu_0(x_i)|
\]
\[
= \kappa(1 - \varepsilon)|\mu_0|(K \setminus F_0) - \kappa \varepsilon |\mu_0|(F_0)
\]
\[
\geq \kappa(1 - \varepsilon)(s - c/4) - \kappa \varepsilon C. \tag{2.5}
\]

We distinguish two cases; the case when \(\nu\) is non zero on the set where \(|h|\) has small values, that is when \(q = 1\), and the remaining case when \(q \geq 2\).

Case (1) If \(q = 1\), then we use Lemma 2.6.3 and that \(\text{spt}(\nu) \cap (K \setminus G_2)\) has at least one element, to infer that \(|\nu|(K \setminus G_2) \geq c\).

Using claim (iii), that \(|h(x)| < \kappa(1 + \varepsilon)\) for all \(x\), that \(|h(x)| < \kappa(1/E + \varepsilon)\) for \(x \notin G_2\), and that \(|h(x)| < \kappa \varepsilon\) for \(x \in F_0\), we estimate that,
\[
\nu(h) \leq \kappa(1 + \varepsilon)|\nu|(G_2) + \kappa(1/2 + \varepsilon)|\nu|(K \setminus (G_2 \cup F_0))
\]
\[
+ \kappa \varepsilon |\nu|(F_0)
\]
\[
= \kappa(1 + \varepsilon)|\nu|(G_2) + \kappa(1/2 + \varepsilon)|\nu|(K \setminus (G_2 \cup F_0))
\]
\[
- \kappa |\nu|(K \setminus (G_2 \cup F_0)) - \kappa |\nu|(F_0)
\]
\[
= \kappa(1 + \varepsilon)|\nu|(K \setminus F_0) - \kappa |\nu|(K \setminus (G_2 \cup F_0)) + \kappa \varepsilon |\nu|(F_0)
\]
\[
\leq \kappa(1 + \varepsilon)s - \frac{\kappa \varepsilon}{2} + \kappa \varepsilon C.
\]

From (2.5) we deduce that
\[(1 - \varepsilon)(s - c/4) \leq (1 + \varepsilon)s - c/2 + 2\kappa \varepsilon C,
\]
which contradicts (2.4).

Case (2) If \(q \geq 2\), noting that \(|\nu|(K \setminus G_q) = 0\) and since \(|\nu|(K \setminus G_{q+1}) > 0\) we infer that \(|\nu|(G_q \setminus G_{q+1}) \geq c\). In particular \(\nu\) is concentrated in \(G_q\) and, by (viii) of Lemma 2.6.4, we have that \(\text{spt}(\nu) = \{y_1, \ldots, y_k\}\), where \(y_i \in G_{i,q}\) for all \(i\) and \(y_i = x_i\) if \(i > j\), and there is \(\mu \in \mathcal{M}_{k,j}(W) \cap \mathcal{M}((x_1, \ldots, x_k))\) such that \(\sum_{i=1}^{k} |\mu(G_{i,q}) - \nu(G_{i,q})| < d_q\) and \(\nu(h) > \mu(h) - d_q\).
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The measure \( \mu \) may be close to \( \mu_0 \) or it may be far from it. Since the treatment of these two situations is different, we distinguish two subcases and consider the far away case first.

**Sub-case (a)** Suppose that there is an integer \( m, 1 \leq m \leq j \), such that \( \mu(x_m) \) and \( \mu_0(x_m) \) have opposite signs. We have \( |\nu(y_m) - \mu(x_m)| < d_0 \leq c \leq |\nu(y_m)| \). Therefore \( \text{sign } (\nu(y_m)) = \text{sign } (\mu(x_m)) \).

By claim (iii) \( h(y_m) \) has the same sign as \( \mu_0(x_m) \) and we conclude that \( \nu(y_m) \) and \( h(y_m) \) have opposite signs. Hence \( \int_{G_{m,q}} h \, d\nu = \nu(y_m) h(y_m) \leq 0 \), and we obtain the following estimate for \( \nu(h) \):

\[
\nu(h) = \int_{G_q \setminus G_{m,q}} h \, d\nu + \int_{G_{m,q}} h \, d\nu \\
\leq \int_{G_q \setminus G_{m,q}} h \, d\nu \\
= \int_{G_q \setminus (G_{m,q} \cup F_0)} h \, d\nu + \int_{(G_q \setminus G_{m,q}) \cap F_0} h \, d\nu \\
\leq \kappa(1 + \epsilon)|\nu(K \setminus F_0) - |\nu((G_q \setminus G_{m,q}) \cap F_0) \\
\leq \kappa(1 + \epsilon)(s - c) + k\epsilon C.
\]

From (2.5) we deduce that

\[
(1 - \epsilon)(s - c/4) \leq (1 + \epsilon)(s - c) + 2k\epsilon C \\
\leq (1 + \epsilon)s - \frac{c}{2} + 2k\epsilon C
\]

which contradicts (2.4).

The following final sub-case, although the proof is as short as the previous ones, is the one for which most of the above work has been done. It is only here that the use of the wedge topology is essential, and also where we use more than just the monotonicity of the subdifferential.

**Sub-case (b)** Suppose that for all \( 1 \leq i \leq j \) that \( \mu(x_i) \) and \( \mu_0(x_i) \) have the same sign. If \( \text{spt } (\nu) = \{y_1, \cdots, y_k\} \), where \( y_i \in G_{i,q} \) for all \( i \) and \( y_i = x_i \) if \( i > j \), then using the minimality of \( q \) we have \( y_m \in G_{m,q} \setminus G_{m,q+1} \) for some \( 1 \leq m \leq j \). We note that \( h + \phi_0 \in U = U(\phi_0 + g, \epsilon \kappa, \{\eta_{i,z} : z \in F\}) \) implies that

\[
|(h(y_i) - h(x_i)) - (g(y_i) - g(x_i))| < \eta_{\epsilon,C}(y_i).
\]
If \( 1 \leq i \leq j \) and \( y_i \in G_{i,j} \setminus G_{i,j+1} \) then \( l \geq q \) and by claim (i) and claim (ii) we have \(|g(x_i) - g(y_i)| \geq \kappa_{l+1}^2\) and \( \eta_{x_i}(y_i) \leq \kappa_{l+1}^2\). Therefore \( h(x_i) - h(y_i) \) has the same sign as \( g(x_i) - g(y_i) \), namely, \( \text{sign}(\mu_0(x_i)) \). In the only other possible case we have \( y_i = x_i \), so that \( h(y_i) = h(x_i) \).

Furthermore for \( y_m \in G_{m,q} \setminus G_{m,q+1} \) we have
\[
|h(x_m) - h(y_m)| > |g(x_m) - g(y_m)| - \eta_{x_m}(y_m) \\
\geq (\kappa - \kappa(1 - 2^{-q})) - \eta_{x_m}(y_m) \\
\geq \kappa 2^{-q} - \eta_{x_m}(y_m) \\
\geq \kappa 2^{-q} - \kappa 2^{-q-1} = \kappa 2^{-q-1}.
\]

We recapitulate that for each \( i = 1, \ldots, j \) we have

- \( \mu(x_i), \mu_0(x_i), \) and \( h(x_i) - h(y_i) \) all have the same sign, or \( h(y_i) = h(x_i) \),
- \( |\nu(y_i) - \mu(x_i)| < d_q \),
- \( y_i = x_i \) if \( i > j \),
- \( |h(x_i)| \leq (1 + \varepsilon)\kappa < 2\kappa \), and
- for \( y_m \in G_{m,q} \setminus G_{m,q+1} \) we have \(|h(x_m) - h(y_m)| \geq \kappa 2^{-q-1} \).

We estimate that
\[
\nu(h) = \sum_{i=1}^{k} \nu(y_i)h(y_i) \\
\leq \sum_{i=1}^{k} \mu(x_i)h(y_i) + 2\kappa d_q \\
= \sum_{i=1}^{j} \mu(x_i)h(y_i) + \sum_{i=j+1}^{k} \mu(x_i)h(y_i) + 2\kappa d_q \\
= \sum_{i=1}^{j} \mu(x_i)h(x_i) + \sum_{i=1}^{j} \mu(x_i)(h(y_i) - h(x_i)) + \\
\sum_{i=j+1}^{k} \mu(x_i)h(x_i) + 2\kappa d_q \\
= \sum_{i=1}^{k} \mu(x_i)h(x_i) - \sum_{i=1}^{j} \mu(x_i)|h(y_i) - h(x_i)| + 2\kappa d_q \\
\leq \mu(h) - \kappa 2^{-q-1}c + 2\kappa d_q.
\]
From (vii) of Lemma 2.6.4, we have $v(h) > \mu(h) - d_q$, and therefore $-d_q < -\kappa 2^{-q-1}c + 2k \kappa d_q$ so that $d_q > 2^{-q-1} \frac{\kappa c}{1 + 2k \kappa}$ which contradicts our choice of $d_q = 2^{-q-1} \frac{\kappa c}{1 + 2k \kappa}$.

\[ \square \]

**Proposition 2.6.6** Suppose that $U_0 \subset C(K)$ is non-empty and $\tau$ open, that $f$ is convex and norm Lipschitz on $U_0$ and that for each $\varphi \in C(K)$ there is a $\mu \in \partial f(\varphi)$ that has finite support. Then there is a non-empty $\tau$ open subset $U \subset U_0$, and a finite set $F \subset K$, such that for every $\varphi \in U$,

$$\partial f(\varphi) \cap M(F) \neq \emptyset.$$ 

**Proof.** We may apply Lemma 2.6.5 to find integers $0 \leq j \leq k$, a non-empty $\tau$ open subset $U \subset U_0$, and a finite set $F \subset K$ such that

$$\partial f(\varphi) \cap M_{k,j,F} \neq \emptyset$$

for every $\varphi \in U$. Since $M_{k,j,F} \subset M_k(F)$ then

$$\partial f(\varphi) \cap M_k(F) \neq \emptyset$$

for every $\varphi \in U$. This ends the proof. \[ \square \]

We complete this section with an example of a function $f$ such that each subdifferential has a measure of finite support. In particular, if $V$ is an $n$ dimensional subspace of $C(K)$ then the function $d(\psi, V)$, which is defined as the distance of $\psi$ from the subspace $V$, has a measure with at most $n + 1$ element support in each subdifferential.

Suppose that $V = \text{span} \{ \varphi_1, \ldots, \varphi_n \}$ is an $n$ dimensional subspace of $C(K)$, then we define

$$d(\psi, V) = \inf_{\lambda \in \mathbb{R}} \| \phi - \sum_{i=1}^{n} \lambda_i \varphi_i \|$$

for all $\psi \in C(K)$.

**Lemma 2.6.7** The continuous convex function $d(\psi, V)$ has a measure with at most $n + 1$ element support in each subdifferential.

**Proof.** For ease of notation let $f(\varphi) = d(\varphi, V)$ where $V$ is the span of $n$ linearly independent functions $\varphi_1, \ldots, \varphi_n$. If $\varphi \notin V$, find $\psi \in V$ such that $f(\varphi) = \| \varphi - \psi \|$, and note that $\partial f(\varphi)$ consists of those Radon measures $\mu$ that satisfy
1. \(\mu(\varphi_i) = 0\) for \(i = 1, \ldots, n\),
2. \(\|\mu\| \leq 1\),
3. \(\mu^+\) is concentrated on the set \(A = \{x : \varphi(x) - \psi(x) = f(\varphi)\}\), and
4. \(\mu^-\) is concentrated on the set \(B = \{x : \varphi(x) - \psi(x) = -f(\varphi)\}\).

To see this suppose first that (1)-(4) hold. Whenever \(\eta \in V\) and \(h \in C(K)\), then \(\|\varphi + h - \eta\| \geq \mu(\varphi + h - \eta) = \mu(\varphi + h) = \mu(\varphi) + \mu(h)\), since \(\|\mu\| \leq 1\) and \(\mu(\eta) = 0\) by (1). By (3), by (4), and using also that \(\mu(\eta) = 0\), we have that \(\mu(\varphi) = f(\varphi)\). So \(\|\varphi + h - \eta\| \geq f(\varphi) + \mu(\varphi)\), and taking infimum over \(\eta \in V\) gives that \(f(\varphi + h) \geq f(\varphi) + \mu(\varphi)\), hence \(\mu \in \partial f(\varphi)\). Conversely, assume that \(\mu \in \partial f(\varphi)\). For every \(t \in \mathbb{R}\), \(f(\varphi + t\varphi_i) = f(\varphi)\), so \(0 = f(\varphi + t\varphi_i) - f(\varphi) \geq tf(\varphi_i)\), which shows that \(\mu(\varphi_i) = 0\). Since the Lipschitz constant of \(f\) is one, \(\|\mu\| \leq 1\). To prove (3) and (4), assume first that \(|\mu|(K \setminus A \cup B) > 0\). Since \(A\) and \(B\) are compact, there is \(g \in C(K)\) such that \(g = 0\) on some open set containing \(A \cup B\) and \(\mu(g) \neq 0\). Then for \(|t|\) sufficiently small \(\|\varphi - \psi\| = \|(\varphi + tg) - \psi\|\), so that \(f(\varphi) \geq f(\varphi + tg) \geq f(\varphi) + t\mu(g)\), which is impossible. Assume next that \(\mu^- (A) > 0\). Find an open set \(G\) such that \(\varphi(x) - \psi(x) > 0\) for \(x \in G\) and \(\mu^- (A \cap G) > 0\), the latter fact may be used to find \(g \in C(K)\), \(g \geq 0\), \(\text{spt}(g) \subset G\), and \(\mu(g) < 0\). For sufficiently small \(t > 0\) we then set \(\|\varphi - tg - \psi\| \leq \|\varphi - \psi\|\), so \(f(\varphi) \geq f(\varphi - tg) \geq f(\varphi) - t\mu(g) > f(\varphi)\). A similar contradiction is obtained in the case when \(\mu^+(B) > 0\).

Let \(\mu \in \partial f(\varphi)\) be extreme. If \(\mu\) is not a combination of \(n + 1\) Dirac measures, then there are disjoint Borel sets \(S_1, \ldots, S_k \subset A, S_{k+1}, \ldots, S_{n+2} \subset B\) covering \(A \cup B\) such that \(\mu(S_i) \neq 0\) for all \(i = 1, \ldots, n + 2\). Consider the system of \(n\) linear equations

\[
\sum_{i=1}^{n+2} \alpha_i \int_{S_i} \varphi_j \, d\mu = 0 \quad (j = 1, \ldots, n)
\]

together with the equation

\[
\sum_{i=1}^{n+2} \alpha_i \mu(S_i) = 0.
\]

This is a system of \(n + 1\) linear equations for \(n + 2\) unknowns, so it has a non-trivial solution \(\alpha_1, \ldots, \alpha_{n+2}\). If \(|t| > 0\) is sufficiently small, we infer that the measures

\[
\nu_t(E) = \sum_{i=1}^{n+2} (1 + t\alpha_i) \mu(E \cap S_i)
\]
verify (1)-(4), so they belong to $\partial f(\varphi)$. Since they are different from $\mu$ (if $\alpha_i \neq 0$, then $\nu_i(S_i) \neq \mu(S_i)$), and $\mu = (\nu_i + \nu_{-i})/2$, we conclude that $\mu$ is not an extreme point of $\partial f(\varphi)$, which is a contradiction since $\partial f(\varphi)$ is weak* compact, it has extreme points. Hence $\partial f(\varphi)$ contains a measure with at most $n + 1$ element support. \qed

2.7 Gâteaux differentiability

We use the results of section (2.6) to obtain the following differentiability result for continuous convex functions on $C(K)$.

**Theorem 2.7.1** Let $f$ be a continuous convex function on $C(K)$ such that each subdifferential $\partial f(\varphi)$ contains a measure with finite support. Then $f$ is Gâteaux differentiable on a $\tau_0$-residual set.

**Proof.** Our method of proof is to use the notion of $\varepsilon$-Gâteaux differentiability (as defined below the directional derivatives form, within $\varepsilon$, a linear mapping) and we show that, for all $\varepsilon > 0$, the function $f$ is $\varepsilon$-Gâteaux differentiable on a $\tau_0$-dense open set $V_\varepsilon$. Consequently $f$ is Gâteaux differentiable on the $\tau_0$-residual set $\cap_{n=1}^\infty V_1/n$. We use Lemma 2.6.6 for each non-empty $\tau_0$-open set $U$ to find a non-empty $\tau_0$-open set $V \subset U$ such that for all $\varphi \in V$, $f$ depends only on a finite set of values $\varphi(x_1), \ldots, \varphi(x_k)$. From this, and using generic Fréchet differentiability of convex functions on $\mathbb{R}^k$ we deduce $\varepsilon$-Gâteaux differentiability of $f$ on a non-empty $\tau_0$-open subset of $V$. This will finish the proof, since it follows that the $\tau_0$-interior of the set of points of $\varepsilon$-Gâteaux differentiability is dense in $C(K)$. (Otherwise the above applied to the complement of its closure would give a contradiction.)

We say that a function $g$ is $\varepsilon$-Gâteaux differentiable on $U$ if there is $g' \in C(K)^*$ such that for all $\phi \in U$ and all $\psi$ we have

$$\lim_{t \to 0} \frac{g(\phi + t\psi) - g(\phi)}{t} - \langle g', \psi \rangle \leq \varepsilon \|\psi\|.$$ 

Let $U$ be $\tau_0$-open. Applying Lemma 2.6.6, there are a non-empty $\tau_0$-open subset $V \subset U$, a finite set $F \subset K$, and a non-negative integer $n$ such that

$$\partial f(\varphi) \cap M(F) \neq \emptyset \quad (2.6)$$

for every $\varphi \in V$. We may suppose that $V = U_w(\bar{\varphi}, \kappa, \{\eta_x : x \in F\})$ where each $\eta_x$ is non-negative, with exactly one zero at $x$, and $F = \{x_1, \ldots, x_k\}$. We
claim that for all $\varphi \in V$, $f(\varphi)$ depends only on $\varphi(x_1), \ldots, \varphi(x_k)$. Supposing that the claim is not true, there are functions $\varphi_1 \in V$ and $\varphi_2 \in V$ such that $(\varphi_1(x_1), \ldots, \varphi_1(x_k)) = (\varphi_2(x_1), \ldots, \varphi_2(x_k))$ and

$$f(\varphi_1) \neq f(\varphi_2). \quad (2.7)$$

From (2.6) there are $b_1, \ldots, b_k \in \mathbb{R}$ such that

$$f(\xi) \geq f(\varphi_1) + b_1(\xi(x_1) - \varphi_1(x_1)) + \cdots + b_k(\xi(x_k) - \varphi_1(x_k)) \quad (2.8)$$

for all $\xi$. Similarly there are $b'_1, \ldots, b'_k \in \mathbb{R}$ such that

$$f(\xi) \geq f(\varphi_2) + b'_1(\xi(x_1) - \varphi_1(x_1)) + \cdots + b'_k(\xi(x_k) - \varphi_2(x_k)) \quad (2.9)$$

for all $\xi$. Substituting $\xi = \varphi_2$ in (2.8) we have $f(\varphi_1) \leq f(\varphi_2)$. Substituting $\xi = \varphi_1$ in (2.9) we have $f(\varphi_1) \geq f(\varphi_2)$ and we deduce that $f(\varphi_1) = f(\varphi_2)$ which contradicts (2.7).

Next we find an $\varepsilon$-Gâteaux derivative for $f$ on a non-empty subset of $V$. We define a subset $A$ of $\mathbb{R}^k$ and a function $g$ on $A$ as follows:

$$A = \{(y_1, \ldots, y_k) \in \mathbb{R}^k : \text{there is } \varphi \in V \text{ such that } (y_1, \ldots, y_k) = (\varphi(x_1), \ldots, \varphi(x_k))\}.$$

Defining $h : V \to A$ by $h(\varphi) = (\varphi(x_1), \ldots, \varphi(x_k))$, and noting that $f(\varphi)$ depends on $\varphi(x_1), \ldots, \varphi(x_k)$, we define $g$ on $A$ by $g(y_1, \ldots, y_k) = f(\varphi)$ for any $\varphi \in h^{-1}(y_1, \ldots, y_k)$. We show that $A$ contains an open ball $B_0$. We denote the standard basis in $\mathbb{R}^k$ by $\{e_i\}_{1 \leq i \leq k}$. Let $y \in A$ and $g(y) = f(\phi)$. We claim that for each $i$ there is a positive constant $c_i$ and $\beta_i \in C(K)$ such that $\phi + \beta_i \in V$ and $h(\phi + \beta_i) = y + c_i e_i \in A$. Noting that $V$ is convex and $h$ is linear, we deduce from this claim that $A$ contains the convex hull of the $k + 1$ affinely independent vectors $y, y + c_1 e_1$, hence $A$ contains an open ball.

To prove the claim, using Lemma 2.2.4, let $\gamma_i \in C(K)$ be such that $0 \leq \gamma_i \leq 1$, $\gamma_i(x_j) = 0$ for $j \neq i$, and $\gamma_j(x) = 1$ for all $x$ belonging to an open neighbourhood $G_i$ of $x_i$. Then $\beta_i = c_i \gamma_i$ has the required property provided that $c_i > 0$, that

- $c_i < \kappa$ since this gives $\|(\hat{\phi} + \beta_i) - \hat{\phi}\| < \kappa$, and
- $c_i < \inf_{x \in K \setminus G_i} \eta_{x_i}(s)$
since this gives \(|(\dot{\phi} + \beta_i - \dot{\phi})(s) - (\dot{\phi} + \beta_i - \dot{\phi})(x_i)| = |\beta_i(s) - \beta_i(x_i)| \leq c < \eta_{x_i}(s)| for \( s \notin G_i \) and since this inequality is obvious if \( s \in G_i \).

We also note that \( g \) is convex on \( A \). Indeed, if \( y = h(\varphi) \), and \( z = h(\psi) \), and \( \varphi, \psi \in V \), then for all \( 0 \leq t \leq 1 \) we have \( t\varphi + (1 - t)\psi \in V \) and \( h(t\varphi + (1 - t)\psi) = ty + (1 - t)z \). So \( g(t\varphi + (1 - t)\psi) \leq tf(\varphi) + (1 - t)f(\psi) = tg(y) + (1 - t)g(z) \).

Since a convex function is differentiable a.e in \( \mathbb{R}^k \) we obtain a Fréchet derivative \( g' \) of \( g \) at some point \( a = (a_1, \cdots, a_k) \in B_0 \). Given \( \epsilon > 0 \) there is a \( \delta > 0 \) such that
\[
|g(y) - g(x) - g'(a)(y - x)| < \epsilon
\]
for all \( y, x \in B = B(a, \delta) \subset B_0 \). Therefore
\[
|f(\psi) - f(\varphi) - g'(a)(h(\psi) - h(\varphi))| \leq \epsilon\|h(\psi) - h(\varphi)\|
\]
for all \( \psi, \varphi \in h^{-1}(B) \).

Let \( \psi \in C(K) \) be constant on a neighbourhood of each \( x \in F \). Since \( h^{-1}(B) \) is a norm relatively open subset of \( V \), for any \( \varphi \in h^{-1}(B) \) there is a \( \delta > 0 \) such that \( \varphi + t\psi \in h^{-1}(B) \) whenever \( |t| < \delta \); for such \( t \) we get, using linearity of \( h \), that
\[
|f(\varphi + t\psi) - f(\varphi) - tg'(a)(h(\psi))| \leq \epsilon|t|\|h(\psi)\| \leq \epsilon|t|\|
\]
Hence
\[
\lim_{t \to 0} \frac{f(\varphi + t\psi) - f(\varphi) - g'(a)(h(\psi))}{t} < \epsilon\|\psi\|
\]
for all such \( \psi \). Since the set of all such \( \psi \) is norm dense in \( C(K) \) and since \( f \) is locally Lipschitz, this inequality extends to all \( \psi \in C(K) \). Thus \( g'_a \circ h \in C(K)^* \) is an \( \epsilon \)-Gâteaux derivative of \( f \) at \( \varphi \in h^{-1}(B) \). (It does not depend on \( \varphi \).) Therefore \( f \) is \( \epsilon \)-Gâteaux differentiable on \( h^{-1}(B) \) which is non-empty and \( \tau_0 \)-open. This ends the proof. \( \square \)

Our final result of this section concerns the double arrow space \( D \) (see [Ta2] and [Fa]). The double arrow space is defined as follows. We equip the unit interval of signed points,
\[
I_s = \{(\sigma, 1) : x = 0 \text{ and } \sigma = 1, \\
or 0 < x < 1 \text{ and } \sigma \in \{-1, 1\}, \\
or x = 1 \text{ and } \sigma = -1 \},
\]
with an order topology by defining a basis of neighbourhoods \( B^\lambda(x, \sigma) \) where
\[
B^\lambda(x, 1) = \{ (y, \sigma) : x < y < x + \lambda, \sigma \in \{-1, 1\}, \\
or y = x \text{ and } \sigma = 1 \},
\]
and
\[
B^\lambda(x, -1) = \{ (y, \sigma) : x > y > x - \lambda, \sigma \in \{-1, 1\}, \\
or y = x \text{ and } \sigma = -1 \}.
\]

We can identify \( C(I_\lambda) \) with the Banach space \( D \) of functions on \([0, 1]\) that are right continuous at every \( 0 < x < 1 \), left continuous at \( x = 1 \), and have left limits at every \( 0 < x < 1 \), equipped with the supremum norm as follows.

If \( f \in C(I_\lambda) \), we let \( g(x) = f(x, 1) \) if \( 0 \leq x < 1 \) and \( g(1) = f(1, -1) \). It is easy to see that the function \( g \) on \([0, 1]\) has the required properties.

Conversely, if \( g \in D \), then we let
\[
f(x, 1) = g(x^+) \text{ for } 0 \leq x < 1, \text{ and } \\
f(x, -1) = g(x^-) \text{ for } 0 < x \leq 1.
\]

Let \( \pi : I_\lambda \to I = [0, 1] \) be defined by \( \pi(x, \sigma) = x \). If \( f \in C(I_\lambda) \) and \( g \) is defined as above, then the set \( \{ (x, \sigma) \in I_\lambda : f(x, \sigma) \neq g(\pi(x, \sigma)) \} \) is countable. Moreover, \( g \) is bounded and continuous except at a countable set; so it is of the first class, and so there is a bounded sequence \( g_n \) of continuous functions such that \( g_n(x) \to g(x) \) for every \( x \in I \) (see [Ku]). Consequently, \( g_n \circ \pi(x, \sigma) \to f(x, \sigma) \) for all \( (x, \sigma) \in I_\lambda \) except possibly a countable set.

We conclude that there is a countable set \( S \subset C(I_\lambda) \) such that for every \( f \in C(I_\lambda) \) there is a bounded sequence \( f_n \in S \) such that \( f_n \to f \) except at a countable set; indeed, it sufficed to take \( S = \{ h \circ \pi \} \) as \( h \) runs through a countable norm dense subset of \( C(I) \). We observe that non-atomic measures on \( I_\lambda \) are determined by their values on \( S \): if \( \mu, \nu \) are non-atomic and \( \mu(h) = \nu(h) \) for \( h \in S \) then for every \( f \in C(I_\lambda) \) the sequence \( f_n \in S \) described above converges to \( f \) almost everywhere with respect to \( \mu \) as well as \( \nu \), so \( \mu(f) = \lim_{n \to \infty} \mu(f_n) = \lim_{n \to \infty} \nu(f_n) = \nu(f) \).

**Theorem 2.7.2** Suppose \( f : C(I_\lambda) \to \mathbb{R} \) is a continuous convex function such that the subdifferential of \( f \) contains only non-atomic measures at every \( \phi \). Then \( f \) is Gâteaux differentiable on a \( \tau_0 \)-residual set.
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Proof. Let $S \subset C(I_s)$ be the countable set defined before the Theorem. By Lemma 2.3.6 the set $R$ of those $\phi \in C(I_s)$ at which $f'(\phi, \psi)$ exists for all $\psi \in S$ is $\tau_0$-residual. Therefore if $\phi \in R$ and $\mu \in \partial f(\phi)$ then $\langle \mu, \psi \rangle = f'(\phi, \psi)$ for all $\psi \in S$. But the non-atomic measure $\mu$ is uniquely determined by its values on $S$ and therefore the subdifferential $\partial f(\phi)$ contains only one measure. Hence $f''(\phi)$ exists. □
Chapter 3

Lipschitz Isomorphisms

3.1 Introduction

In this chapter we construct three Lipschitz isomorphisms of \( \ell_2 \) to itself for which the derivative is not an isomorphism. We recall that, if \( X \) and \( Y \) are Banach spaces, then the Lipschitz constant \( \text{Lip} (f) \) of a map \( f : X \to Y \) is defined as \( \text{Lip} (f) = \sup_{x,y \in X} \frac{\|f(x) - f(y)\|}{\|x - y\|} \); a map \( f : X \to Y \) is a Lipschitz isomorphism provided that it is a bijection and that \( f \) and \( f^{-1} \) have bounded Lipschitz constants.

All of these constructions have some relevance to the Lipschitz classification of Banach spaces (see [BL]), in particular the linear isomorphism problem for Banach spaces which asks the question:

*Given Lipschitz isomorphic Banach spaces \( X \) and \( Y \), are they linearly isomorphic?*

We may seek a solution to this problem by looking for points \( x \in X \) at which the derivative \( f'(x) \) exists and is an isomorphism. The authors N. Aronszajn [Ar], P. Mankiewicz [Mn], and J. P. R. Christensen [Cr] have each obtained a Radamacher type theorem (using different notions of null sets):

*If \( f \) is a Lipschitz map from a separable Banach space \( X \) into a space \( Y \) with RNP then \( f \) is Gâteaux differentiable almost everywhere.*

The Radon Nikodym Property (RNP) may be defined by saying that a Banach space \( Y \) has the RNP if every Lipschitz map \( f : \mathbb{R} \to Y \) is differentiable everywhere except on a set of Lebesgue measure zero. For an extensive treatment of the Radon Nikodym Property (RNP) we refer to [DU], for the
various notions of null sets we refer to the forthcoming book [BL], and for the equivalence of Gaussian null sets and Aronszajn null sets we refer to [Cs].

Unfortunately none of the presently known notions of null sets that satisfy a Radamacher type theorem are preserved by Lipschitz isomorphisms. For an example of a Lipschitz isomorphism that does not preserve Aronszajn null sets we refer to [Bo] and for an example of a Lipschitz isomorphism that maps a non Haar null set to an Aronszajn null set we refer to [Mt]. If it were possible to find null sets that satisfied a Radamacher type theorem and were preserved by Lipschitz isomorphisms then there would exist a Gâteaux differentiable point \( x \) such that \( f^{-1} \) is Gâteaux differentiable at \( f(x) \), and hence that \( f'(x) \) would be a linear isomorphism.

Our examples show that the derivative of a Lipschitz isomorphism \( f \) on \( \ell_2 \) to itself may not be surjective at all points where it exists. Example 1 is everywhere Gâteaux differentiable and the Gâteaux derivative of \( f \) at zero maps \( \ell_2 \) into a hyperplane. Example 2 is such that the weak limit, \( \lim_{t \to 0} f(tx) \), is zero for all \( x \in \ell_2 \). Example 3 maps a non-Aronszajn null set into an Aronszajn null set; in particular \( f \) maps a cube into a hyperplane. This cube, which has empty interior, is not Aronszajn null.

Section 2 contains preliminary work in which we show that the Gâteaux derivative of a Lipschitz isomorphism is a linear isomorphism onto a necessarily closed subspace of \( Y \). Sections 3, 4 and 5 contain the examples.

3.2 A preliminary result

In Theorem 3.2.1 we derive some properties of Lipschitz isomorphisms between Banach spaces \( X \) and \( Y \), from which we may conclude that the Gâteaux derivative of a Lipschitz isomorphism \( f \) is Lipschitz and is a linear isomorphism onto its range \( f(X) \).

**Theorem 3.2.1** Let \( X \) and \( Y \) be Banach spaces, let \( f : X \to Y \) be a Lipschitz isomorphism, and let \( g : Y \to X \) be the Lipschitz inverse of \( f \). Suppose that \( f'(x) : X \to Y \) exists at a point \( x \in X \) then

(i) \( \|f'(x)\| \leq \text{Lip}(f) \),

(ii) \( \|f'(x)z\| \geq \|z\|/\text{Lip}(g) \), consequently, \( f'(x) \) is a linear isomorphism onto its range and, in particular \( \text{Ker}(f'(x)) = \{0\} \),

(iii) \( f'(x) \) has an inverse \( h : \text{Im}(f'(x)) \to X \), such that \( h = \hat{g}'(f(x)) \), where \( \hat{g} \) is the restriction of \( g \) to \( \text{Im} f'(X) \).
(iv) \( \|g'(f(x))\| \leq \text{Lip}(g) \), and

(v) \( \text{Im}(f'(x)) \) is a closed subspace of \( Y \).

**Proof.** For (i), estimating the dual norm of \( f'(x) \), we obtain

\[
\frac{\|f'(x)z - f'(x)y\|}{\|z - y\|} \leq \sup_{\|w\|=1} \|f'(x)w\|
\]

\[
= \sup_{\|w\|=1} \left\| \lim_{t \to 0} \frac{f(x + tw) - f(x)}{t} \right\|
\]

\[
\leq \text{Lip}(f).
\]

Hence \( \|f'\| \leq \text{Lip}(f) \).

For (ii), since \( f^{-1} = g : Y \to X \) is Lipschitz, we have

\[
\|z\| = \left\| \frac{g(f(x + tz)) - g(f(x))}{t} \right\|
\]

\[
\leq \text{Lip}(g) \left\| \frac{f(x + tz) - f(x)}{t} \right\|.
\]

Taking the limit as \( t \to 0 \), we get that \( \|z\| \leq \text{Lip}(g) \|f'(x)z\| \).

For (iii), from (ii) we have \( f'(x) \) is injective and so \( f'(x) \) has an inverse \( h : \text{Im}(f'(x)) \to X \). We must show that \( h = g'(f(x)) \).

For each \( y \in \text{Im} f'(x) \), we may choose \( u \in X \) such that \( y = f'(x)u \). Given any \( \varepsilon > 0 \), since \( f'(x) \) exists, there is a \( \delta > 0 \) such that for all \( t \in (-\delta, \delta) \) there is a point \( a(t) \in Y \) such that \( \|a(t)\| < \varepsilon \) and \( f(x + tu) = f(x) + tf'(x)u + ta(t) \). Therefore

\[
\frac{\|g(f(x) + ty) - g(f(x)) - h(y)\|}{t}
\]

\[
= \left\| \frac{g(f(x) + tf'(x)u) - g(f(x + tu)) + g(f(x + tu)) - g(f(x))}{t} - hf'(x)u \right\|
\]

\[
\leq \text{Lip}(g) \|a(t)\|
\]

\[
\leq \text{Lip}(g) \varepsilon.
\]

For (iv) we may apply (i) to \( g \).

Property (v) of \( f \) is an immediate consequence of the fact that \( f'(x) \) is an isomorphism onto its range. \( \square \)
3.3 The first example

Example 1 is an everywhere Gâteaux differentiable Lipschitz isomorphism \( f \) of \( \ell_2 \) to itself such that \( f'(0) \) is not surjective. The isomorphism \( f = \lim_{n \to \infty} T_n \circ \cdots \circ T_1 \) is obtained by composing a sequence of Lipschitz isomorphisms \( T_n \), where each \( T_n \) has the property that, if \( \|x\| < 3^n+1 \) then \( T_n \) has the same action on the coordinates of \( x \) as the cycle \( p_n = (1, 2n, 2n+1) \).

The result of composing \( N \) such cycles is the cycle \( (1, 2, \cdots, 2N+1) \) and we obtain

\[
\lim_{t \to 0} \frac{f(th) - f(0)}{t} = \lim_{N \to \infty} \sum_{i=1}^{2N} h_ie_{i+1} + h_{2N+1}e_1 + \sum_{i=2N+2}^{\infty} h_ie_i
\]

for all \( h \). Hence \( f'(0)h = \sum_{i=1}^{\infty} h_ie_{i+1} \) maps \( \ell_2 \) onto the hyperplane \( x_1 = 0 \).

Throughout this chapter we make use of Lemma 3.3.1 to estimate the Lipschitz constants of our mappings.

Lemma 3.3.1 If \( C \) is a convex set in a normed linear space \( X \), \( Y \) is a metric space, \( h : C \to Y \) is continuous and \( C \) can be covered by countably many sets on each of which the Lipschitz constant of \( h \) does not exceed \( L \), then \( \text{Lip}(h) \leq L \).

**Proof.** It suffices to consider the case when \( C = [a, b] \subset \mathbb{R} \) (since to estimate \( d(h(x), h(y)) \) we consider the line \( tx + (1-t)y \) for \( 0 \leq t \leq 1 \) contained in \( C \)) and to show that dist \( (h(b), h(a)) \leq L(b-a) \). Suppose that dist \( (h(b), h(a)) > L(b-a) \). Let \( [a, b] = \bigcup_{i=1}^{\infty} M_i \), where \( M_i \) are sets on which the Lipschitz constant of \( h \) does not exceed \( L \). Let \( S = \{\sup(M_i) : i = 1, 2, \ldots\} \). The function \( g(t) = \text{dist}(h(a), h(t)) - L(t-a) \) is continuous on \( [a, b] \) and \( g(a) = 0 < g(b) \). Using that \( g(S) \) is countable, we choose \( c \in [g(a), g(b)] \setminus g(S) \) and use the intermediate value theorem to find the last \( t \in [a, b] \) such that \( g(t) = c \). Whenever \( t < s \leq b \), then \( g(s) > g(t) \), which gives dist \( (h(s), h(t)) \geq \text{dist}(h(a), h(s)) - \text{dist}(h(a), h(t)) > g(s) - g(t) + L(s-t) > L(s-t) \). Finding \( M_i \) containing \( t \), we infer that \( t \) is the maximum of \( M_i \), so \( t \in S \), which contradicts \( g(t) = c \in g(S) \). \( \square \)

All of our constructions make use of the rotation map \( R_\theta : \ell_2 \to \ell_2 \) which is defined by \( R_\theta(x_1, x_2) = (x_1 \cos \theta - x_2 \sin \theta, x_1 \sin \theta + x_2 \cos \theta) \). We note that as an operator on \( \ell_2 \), \( \|R_\theta x\| = \|x\| \) for all \( x \), \( R_\theta R_{\theta'} = R_{\theta+\theta'} \), and \( R_{\theta}^{-1} = R_{-\theta} \).

Lemma 3.3.2 The rotation map \( R_\theta \) has the properties

1. \( \|R_\theta - I\| \leq |\theta| \) for all \( \theta \) and
2. \( \| R_\theta - R_\varphi \| \leq |\theta - \varphi| \) for all \( \theta \) and \( \varphi \).

**Proof.** We identify \( \ell_2^2 \) with the complex numbers \( \mathbb{C} \) by setting \( (x_1, x_2) = x_1 + ix_2 \). Let \( x = (x_1, x_2) = (\cos \alpha, \sin \alpha) = e^{i\alpha} \). Then \( R_\theta x = e^{i(\alpha + \theta)} \). Now for all \( \theta \),

\[
|e^{i\theta} - 1| = |e^{i\theta/2}|2|\sin(\theta/2)| \\
\leq 2|\theta/2| = |\theta|.
\]

Hence

\[
|R_\theta x - x| = |e^{i\alpha}(e^{i\theta} - 1)| \\
= |e^{i\theta} - 1| \\
\leq |\theta|
\]

which proves (1), and (2) follows directly from (1) using \( \|R_\theta\| = 1 \), \( R_\theta R_\varphi = R_{\theta + \varphi} \), and \( R_\theta^{-1} = R_{-\theta} \). \( \square \)

We use \( R_\theta \) as follows. Let \( P \) and \( Q \) be the projections of \( \ell_2 \) defined by \( Px = x_1e_1 + x_2e_2 \) and \( Qx = \sum_{i=3}^{\infty} x_i e_i \). Suppose that

- \( \theta : \ell_2 \to \mathbb{R} \) is Lipschitz, \( \text{Lip} (\theta) \leq K \) and \( \theta(u) = 0 \) if \( \|u\| \geq R \), and that

- \( \phi : \ell_2 \to \mathbb{R} \) is Lipschitz, \( \text{Lip} (\phi) \leq K \) and \( \phi(u) = 0 \) if \( \|u\| \geq R \).

We identify \( x_1 e_1 + x_2 e_2 \) with \( (x_1, x_2) \) and define maps \( T : \ell_2 \to \ell_2 \) and \( S : \ell_2 \to \ell_2 \) by

\[
T(x) = R_\phi(x)(Px) + Qx.
\]

and

\[
S(x) = R_\theta(x)(Px) + Qx.
\]

**Lemma 3.3.3** \( \text{Lip} (T), \text{Lip} (S) \leq KR + 2 \).

**Proof.** To estimate \( \text{Lip} (S) \) choose \( x, y \) with \( \|x\| \leq \|y\| \). Write \( \theta(x) = \theta_1, \theta(y) = \theta_2 \). Then

\[
|\theta_1 - \theta_2| \leq K\|y - x\| \quad \text{by assumption}
\]

so that

\[
\|R_{\theta_2}(Py) - R_{\theta_1}(Px)\| = \|R_{\theta_2}(Py - Px) + (R_{\theta_2} - R_{\theta_1})(Px)\| \\
\leq \|y - x\| + |\theta_1 - \theta_2|\|Px\| \\
\leq (K\|Px\| + 1)\|y - x\| \quad (3.1)
\]
If \( \| \mathbf{x} \| < R \) then \( \| R_{\theta_{1}}(Py) - R_{\theta_{1}}(Px) \| \leq (KR + 1)\| y - x \| \) so that \( \| \mathcal{S}(x) - \mathcal{S}(y) \| \leq \| R_{\theta_{2}}(Py) - R_{\theta_{2}}(Px) \| + \| Qx - Qy \| \leq (KR + 2)\| y - x \| \). If \( \| \mathbf{x} \| > R \) then \( \mathcal{S}(x) = x \) and \( \mathcal{S}(y) = y \). We note that \( C = \ell_{2} = B(0, R) \cup (\ell_{2} \setminus B(0, R)) \), the restriction of \( \mathcal{S} \) to \( B(0, R) \) has Lipschitz constant at most \( KR + 2 \), and the restriction of \( \mathcal{S} \) to \( \ell_{2} \setminus B(0, R) \) has Lipschitz constant \( 1 \leq KR + 2 \) to get that \( \text{Lip}(\mathcal{S}) \leq KR + 2 \).

To estimate \( \text{Lip}(\overline{T}) \) we use \( \mathcal{S} \). If \( \| \mathbf{x} \| \leq R \), we have \( \| R_{\theta_{2}}(Py) - R_{\theta_{2}}(Px) \| \leq (K\| Px \| + 1)\| y - x \| \leq (KR + 1)\| y - x \| \) so that \( \| \overline{T}(x) - \overline{T}(y) \| \leq \| R_{\theta_{2}}(Py) - R_{\theta_{2}}(Px) \| + \| Qx - Qy \| \leq (KR + 2)\| y - x \| \). If \( \| Px \| \geq R \) then \( \overline{T}(x) = x \) and \( \overline{T}(y) = y \). We may then easily verify that \( \overline{T}(\mathcal{S}(y)) = y \) and that \( \mathcal{S}(\overline{T}(x)) = x \). Finally we get \( \text{Lip}(\overline{T}) \leq KR + 2 \).

In this section and in section 3.4 we apply Lemma 3.3.3 with \( \theta : \ell_{2} \to \mathbb{R} \) defined as follows. Let \( 0 < R_{1} < R_{2} \) and \( \lambda : \mathbb{R}^{+} \to \mathbb{R} \) be a Lipschitz function such that
\[
\lambda(u) = \begin{cases} 
\pi/2 & \text{if } u \leq R_{1} \\
0 & \text{if } u \geq R_{2},
\end{cases}
\]
with \( \text{Lip}(\lambda) \leq K \leq 2/(R_{2} - R_{1}) \). Let \( \theta(x) = \lambda(\| x \|) / \| y \| \) so that \( \theta(x) = \theta(y) \) whenever \( \| x \| = \| y \| \) and \( \text{Lip}(\theta) \leq K \). Then it is easy to see that \( T \) has the following properties:

(i) \( \| T(x) \| = \| x \| \) for all \( x \),
(ii) \( T(x) = x \) for all \( x \) such that \( \| x \| \geq R_{2} \),
(iii) \( T(x) = -x_{2}e_{1} + x_{1}e_{2} + Qx \) for all \( x \) such that \( \| x \| \leq R_{1} \),
(iv) \( T(x) \) is obtained from \( x \) by a rotation about \( \{ y \in \ell_{2} : y_{1} = y_{2} = 0 \} \),
(v) \( T^{-1}(y) = R_{-\theta(y)}(Py) + Qy \), and
(vi) \( \text{Lip}(T), \text{Lip}(T^{-1}) \leq KR_{2} + 2 \).

For (v), using (i) and that \( \theta \) is norm invariant, we get that \( \theta(T(T^{-1}(y))) = \theta(T^{-1}(y)) \) and that \( \theta(T(x)) = \theta(x) \). We may then easily verify that \( T(T^{-1}(y)) = y \) and \( T^{-1}(T(x)) = x \). Finally we get (vi) applying Lemma 3.3.3 to \( T^{-1} \).
Lemma 3.3.4 There is a constant $K_1 \geq 1$ such that for all 3-cycles $p$ on
the natural numbers and all $r > 0$ we can find a Lipschitz isomorphism $T_{p,r}$
on $l_2$ such that

(i) $T_{p,r}(x) = x$ for $\|x\| \geq r$,

(ii) $T_{p,r}(x) = \sum_{i=1}^{\infty} x_i e_{p(i)}$ for all $x$ such that $\|x\| \leq r/2$,

(iii) $\|T_{p,r}(x)\| = \|x\|$ for all $x$,

(iv) If $x_i = x_j = x_k = 0$ and $p = (i, j, k)$ then $T_{p,r}(x) = x$,

(v) $\text{Lip}(T_{p,r}), \text{Lip}(T_{p,r}^{-1}) = K_1 \leq 144$, and

(vi) $T_{p,r}$ is Fréchet differentiable at all non zero points.

PROOF. We first handle the case when $r = 2$. We recall the Lipschitz iso-
morphism $T$ of Lemma 3.3.3. Let $\lambda : \mathbb{R}^+ \to \mathbb{R}$ be defined by

$$
\lambda(u) = \begin{cases} 
\pi/2 & \text{if } u \leq 1 \\
\pi/2 \sin^2(\pi u/2) & \text{if } 1 \leq u \leq 2 \\
0 & \text{if } u \geq 2.
\end{cases}
$$

Define $\theta : \ell_2 \to \mathbb{R}$ by $\theta(x) = \lambda(\|x\|)$; then $\theta$ is differentiable at $x \neq 0$ and
that $\theta$ is Lipschitz with $\text{Lip}(\theta) \leq K = \pi^2/2 \leq 5$. Replacing $(x_1, x_2)$ with
$(x_i, x_j)$ we obtain for each $i \neq j$, (with $R_2 = 2$ and $R_1 = 1$) $S_{ij} : \ell_2 \to \ell_2$,
given by

$$
S_{i,j}(x) = R_{\theta(x)}(P_{i,j}x) + Q_{i,j}x,
$$

where $P_{i,j}x = x_i e_i + x_j e_j$, and $Q_{i,j}x = \sum_{k \neq i,j} x_k e_k$. It is clear from the
properties of $T$ that

1. $\|S_{ij}(x)\| = \|x\|$ for all $x$,
2. $S_{ij}(x) = x$ for all $x$ such that $\|x\| \geq 2$,
3. $S_{ij}(x) = -x_j e_i + x_i e_j + Q_{i,j}x$ for all $x$ such that $\|x\| \leq 1$,
4. $S_{ij}^{-1}(y) = R_{-\theta(y)}(P y) + Q y$, and
5. $\text{Lip}(S_{ij}) \leq 2K + 2 \leq 12$ (and the same for $S_{ij}^{-1}$).
We note also that $S_{i,j}$ is Fréchet differentiable at $x 
eq 0$, in particular

$$S'_{i,j}(x)h = \lambda'(||x||) \frac{(x,h)}{||x||} R_{\theta(x)}-\pi/2 (P_{i,j} x) + R_{\theta(x)}P_{i,j}h + Q_{i,j} h.$$ 

Let $T_{p,2} = S_{k_1} \circ S_{i,j}$. For general $r > 0$ it suffices to let $T_{p,r} = x^{-1} \circ T_{p,2} \circ x$ where $x_r(x) = 2x/r$ and $x_r^{-1} = rx/2$. Then $\text{Lip} (x_r) = 2/r$ and $\text{Lip} (x_r^{-1}) = r/2$ so that $\text{Lip} (T_{p,r}) = (2K + 2)^2 = K_1 = 144$ Similarly for $T_{p,-r}$, which proves (v). Properties (i)-(iv) follow directly from those of $T$. Property (vi) follows since $S_{i,j}$ and $x_r$ are Fréchet differentiable at non-zero points. □

Example 1 is a map $f$ defined by composing the sequence $T_i = T_{p_i, r_i}$ of the Lipschitz isomorphisms of Lemma 3.3.4 where $r_i = 3^{-i}$ and $p_i = (1, 2i, 2i+1)$. We observe that for each $N \geq 1$, $T_N \circ \cdots \circ T_1$ is a Lipschitz isomorphism with Lipschitz constant $K_1 \leq 144$ and has the same action on the coordinates of $x$ as the cycle $(1, 2, 3, \ldots, 2N + 1)$ whenever $||x|| \leq 3^{-N-1}$. The map $f$ is defined by $f(x) = \lim_{N \to \infty} T_N \circ \cdots \circ T_1(x)$ with the result that $f'(0)$ is the shift operator.

Example 1 There is an everywhere Gâteaux differentiable Lipschitz isomorphism $f$ of $\ell_2$ such that $f'(0)$ is not surjective.

**Proof.** For each integer $i \geq 1$ let $r_i = 3^{-i}$ so that we have $r_{i+1} = r_i/3$ for all $i$, and let $p_i$ be the 3-cycle $(1, 2i, 2i+1)$. Using the Lipschitz isomorphisms $T_{p,r}$ of Lemma 3.3.4 with $r = r_i$ and $p = p_i$, we define the map $f : \ell_2 \to \ell_2$ by

$$f(x) = \lim_{N \to \infty} T_N \circ T_{N-1} \circ \cdots \circ T_1(x)$$

where $T_i = T_{p_i, r_i}$.

We claim that $f$ is well defined and

1. $f(0) = 0$,
2. $f(x) = T_N \circ \cdots \circ T_1(x)$ if $||x|| \geq 3^{-N}$,
3. $f(r^k) = \lim_{k \to \infty} T_1^{-1} \circ \cdots \circ T_1^{-1} (x)$,
4. $f$ is a Lipschitz isomorphism such that $\text{Lip} (f) \leq K_1$ and $\text{Lip} (f)^{-1} \leq K_1$ where $K_1$ is the constant in Lemma 3.3.4,
5. $f(x) = \sum_{i=1}^{2N} x_i e_{i+1}$ for all $x$ such that $||x|| \leq 2^{-1}3^{-N}$ and $x \in \text{span} \{e_1, \ldots, e_{2N}\}$.
6. \( f \) is everywhere Gâteaux differentiable, and

7. \( f'(0) \) is not surjective.

That \( f \) is well defined will follow directly from (1) and (2).

For (1) since \( T_{0,T_{N}}(0) = 0 \) for all \( N \geq 1 \) then \( f(0) = 0 \).

For (2) using (iii) of Lemma 3.3.4 we get that \( \|T_{N} \circ \ldots \circ T_{1}(x)\| = \|x\| \geq 3^{-N} \). By (i) of that Lemma we have that if \( \|x\| \geq r_{n} \) then \( T_{0,T_{n}}(x) = x \) so that with \( \|x\| \geq 3^{-N} \) we get for all \( n \geq N + 1 \) that \( T_{N} \circ \ldots \circ T_{1}(x) = T_{N} \circ \ldots \circ T_{1}(x) \). Hence \( f(x) = T_{N} \circ \ldots \circ T_{1}(x) \).

For (3) if \( x \neq 0 \) using (2) we see that if \( r_{N} = 3^{-N} \leq \|x\| \) then \( f^{-1}(x) = T_{1}^{-1} \circ \ldots \circ T_{N}^{-1}(x) \). The same argument used in (2) gives \( f^{-1}(x) = T_{1}^{-1} \circ \ldots \circ T_{n}^{-1}(x) \) for all \( n \geq N + 1 \). We deduce that for all \( x \neq 0 \) that \( f^{-1}(x) = \lim_{k \to \infty} T_{1}^{-1} \circ \ldots \circ T_{k}^{-1}(x) \). If \( x = 0 \) then \( f^{-1}(0) = \lim_{k \to \infty} T_{1}^{-1} \circ \ldots \circ T_{k}^{-1}(0) = 0 \). Hence

\[
 f^{-1}(x) = \lim_{k \to \infty} T_{1}^{-1} \circ \ldots \circ T_{k}^{-1}(x).
\]

for all \( x \).

For (4), using (2), we choose an integer \( N \) so that, if not both \( x \) and \( y \) are zero, \( 3^{-N} \) is less than the least non zero of \( \|x\|, \|y\| \). Otherwise we let \( N = 1 \), so that there is some integer \( N \) such that

\[
\|f(x) - f(y)\| \leq \|T_{N} \circ \ldots \circ T_{1}(x) - T_{N} \circ \ldots \circ T_{1}(y)\|. \tag{3.2}
\]

To estimate the Lipschitz constant of \( T_{N} \circ \ldots \circ T_{1} \) we need only note that by Lemma 3.3.4 \( \text{Lip}(T_{k}) = K_{1} \) for each \( k \) and \( T_{k} \) has its own region \( R_{k} = \{ x: 2^{-1}3^{-k} \leq \|x\| \leq 3^{-k} \} \) on which it is non-isometric and is isometric on each of \( \{ x: 3^{-k} \leq \|x\| \leq 3^{-k} \} \). We apply Lemma 3.3.1 with \( h = T_{N} \circ \ldots \circ T_{1} \) and \( C = \ell_{2} = B(0, 3^{-N-1}) \cup \{ x: \|x\| \geq 3^{-1} \} \) for \( 1 \leq k \leq N \). It is clear (from the properties of \( T_{k} \) and \( \text{Lip}(h) = \prod_{1}^{N} \text{Lip}(T_{k}) \)) that

- the restriction of \( h \) to \( R_{k} \) has Lipschitz constant at most \( K_{1} \) for each \( 1 \leq k \leq N \),

- the restriction of \( h \) to \( S_{k} \setminus R_{k} \) has Lipschitz constant at most 1 for each \( 1 \leq k \leq N \),

- the restriction of \( h \) to \( B(0, 3^{-N-1}) \) has Lipschitz constant at most 1, and

- the restriction of \( h \) to \( \{ x: \|x\| \geq 3^{-1} \} \) has Lipschitz constant at most 1.
We conclude that $\text{Lip} (T_N \circ \cdots \circ T_1) \leq K_1$, so that, by (3.2), $\text{Lip} (f) \leq K_1$. Similarly $\text{Lip} (f^{-1}) \leq K_1$. Hence $f$ is a Lipschitz isomorphism.

For (5) applying (ii) of Lemma 3.3.4 (that if $\|x\| \leq \tau/2$ then $T_{p,r}(x) = \sum_{i=1}^{\infty} x_i e_{p(i)}$) we obtain for all $x$ such that $\|x\| \leq \tau N/2 = 2^{-13-N}$ that $T_N \circ \cdots \circ T_1(x) = x_{2N+1} + \sum_{i=1}^{2N} x_i e_{i+1} + \sum_{i=2N+2}^{\infty} x_i e_i$. If also $x \in \text{span} \left\{ e_i \right\}_{i=1}^{2N}$ then $T_N \circ \cdots \circ T_1(x) = \sum_{i=1}^{2N} x_i e_{i+1}$. Applying (iv) of Lemma 3.3.4, that for all $k \geq 1$, if $x_1 = x_{2k} = x_{2k+1} = 0$ then $T_k(x) = x$ we see that if $k \geq N + 1$ and $x \in \text{span} \left\{ e_i \right\}_{i=2}^{2N+1}$ then $T_k(x) = x$. Therefore

$$T_k \circ \cdots \circ T_{N+1} \circ T_N \circ \cdots \circ T_1(x) = T_N \circ \cdots \circ T_1(x).$$

whenever $x \in \text{span} \left\{ e_i \right\}_{i=2}^{2N+1}$. Hence

$$f(x) = \sum_{i=1}^{2N} x_i e_{i+1}$$

whenever $x \in \text{span} \left\{ e_i \right\}_{i=2}^{2N+1}$ and $\|x\| \leq 3^{-N}$.

For (6), when $x \neq 0$, we apply (2) so that if $\|x\| > 3^{-N}$ then $f(x) = T_N \circ \cdots \circ T_1(x)$. Each $T_i$ is Fréchet differentiable at $x$ so that $f$ is Fréchet and hence Gâteaux differentiable at $x$. We may calculate the Gâteaux derivative of $f$ at zero. If $h \in \text{span} \left\{ e_i \right\}_{i=1}^{2N}$ then

$$f'(0)h = \lim_{t \to 0} \frac{f(th) - f(0)}{t} = \sum_{i=1}^{2N} h_i e_{i+1} \quad (3.3)$$

Since (3.3) is true for all $N$, that $\bigcup_{N=1}^{\infty} \text{span} \left\{ e_i \right\}_{i=1}^{2N}$ is norm dense in $\ell_2$, and $f$ is Lipschitz, given $\epsilon > 0$ and $h \in \ell_2$, we let $h^N = (h_1, h_2, \ldots, h_N, 0, \ldots)$ and choose $N$ so that $\|h - h^N\| \leq \epsilon$ to get that

$$\|f'(0)h - (0, h_1, h_2, \ldots)\| = \|f'(0)h - (0, h_1, h_2, \ldots)\| = \left\| \lim_{t \to 0} \frac{f(th) - f(0)}{t} - (0, h_1, h_2, \ldots) \right\| \leq (K_1 + 1)\|h - h^N\| + \left\| \lim_{t \to 0} \frac{f(th^N) - f(0)}{t} - (0, h_1, h_2, \ldots, h_N, 0, \ldots) \right\| \leq (K_1 + 1)\epsilon.$$

Therefore

$$f'(0)h = \sum_{i=1}^{\infty} h_i e_{i+1}$$

for all $h$. Hence $f'(0)$ exists, it is the shift operator which is not surjective. This completes (6) and (7) and ends the proof.
3.4 The second example

Our second example is constructed in a similar way to the first example; the major difference is the choice of coordinates used in the rotation map. At the \( n \)'th stage we choose \( k \) and \( m \) such that \( n = 2^m + k, m \geq 0, \) and \( 0 \leq k < 2^m \) and perform the rotation on the coordinates \( x_{k+1} \) and \( x_{2^m+k+1} \).

Example 2 There is a Lipschitz isomorphism \( f \) of \( \ell_2 \) such that

\[
\lim_{t \to 0} \frac{f(tx)}{t} = 0
\]

for all \( x \).

Proof. For each integer \( n \geq 1 \) choose integers \( k \) and \( m \) such that \( n = 2^m + k, m \geq 0, \) and \( 0 \leq k < 2^m \). Define \( \theta \) as follows. Let \( \lambda : \mathbb{R}^+ \to \mathbb{R} \) be a Lipschitz function such that

\[
\lambda(x) = \begin{cases} 
\pi/2 & \text{if } 0 \leq x \leq 2^{-n-1} \\
0 & \text{if } x \geq 2^{-n}
\end{cases}
\]

and \( \text{Lip} \left( \lambda \right) \leq 2/2^{-n-1} = 2^{n+2} \). Let \( \theta(x) = \lambda(\|x\|) \) so that \( \text{Lip} \left( \theta \right) \leq 2^{n+2} = K_2 \) and \( \theta(x) = 0 \) if \( \|x\| \geq 2^{-n} = R_2 \). We apply Lemma 3.3.3 replacing coordinates \( x_1 \) and \( x_2 \) with \( x_{k+1} \) and \( x_{2^m+k+1} \) respectively, to obtain for each \( n \), Lipschitz isomorphisms \( f_n(x) = R_{\theta(x)}(Px) + Qx \) of \( \ell_2 \) to itself such that

(i) \( f_n(0) = 0 \),

(ii) \( f_n(x) = x \) for all \( x \) such that \( \|x\| \geq 2^{-n} \),

(iii) \( f_n(x) = -x_{2^m+k+1}e_{k+1} + x_{k+1}e_{2^m+k+1} + \sum_{i \neq k+1, 2^m+k+1} x_ie_i \) for all \( x \) such that \( \|x\| \leq 2^{-n-1} \),

(iv) \( f_n(x) \) is obtained from \( x \) by a rotation about \( \{y \in \ell_2 : y_{k+1} = y_{2^m+k+1} = 0\} \),

(v) \( \|f_n(x)\| = \|x\| \) for all \( x \), and

(vi) \( \text{Lip} \left( f_n \right) \leq R_2K_2 + 2 \leq 2^{-n}2^{n+2} + 2 \leq 6 \) (and the same for \( f_n^{-1} \)).

Define \( f : \ell_2 \to \ell_2 \) by

\[
f(x) = \lim_{N \to \infty} f_N \circ f_{N-1} \circ \cdots \circ f_1(x).
\]

We claim that \( f \) is well defined and that
1. \( f(0) = 0 \),

2. \( f(x) = f_N \circ \cdots \circ f_1(x) \) if \( \|x\| \geq 2^{-N} \),

3. \( f^{-1} = \lim_{k \to \infty} f_1^{-1} \circ \cdots \circ f_k^{-1}(x) \),

4. \( f \) is a Lipschitz isomorphism such that \( \text{Lip}(f) \leq 6 \) and \( \text{Lip}(f)^{-1} \leq 6 \),

5. if \( u \in \text{span} \{e_i\}_{1 \leq i \leq 2^{2p} - 1} \) then \( f(tu) \in \text{span} \{e_i\}_{i \geq 2p} \) whenever \( |t| < 2^{-2p + 1 - 2/\|u\|} \), and

6. \( w \lim_{t \to 0} \frac{f(tu)}{t} = 0 \) for all \( x \in \ell_2 \).

To verify (1)-(6) of \( f \) we proceed as in the first example. That \( f(x) \) is well defined will follow from (1) and (2).

For (1) since \( f_n(0) = 0 \) for all \( n \geq 1 \) then \( f(0) = 0 \).

For (2) using (v) of \( f_n \) and that \( \|x\| \geq 3^{-N} \) we get that \( \|f_N \circ \cdots \circ f_1(x)\| = \|x\| \). By (ii) for all \( n \geq N + 1 \) we have \( f_n \circ \cdots \circ f_N \circ f_1(x) = f_N \circ \cdots \circ f_1(x) \). Hence \( f(x) = f_N \circ \cdots \circ f_1(x) \).

For (3) if \( x \neq 0 \), using (2), we see that if \( 2^{-N-1} \leq \|x\| \) then \( f^{-1}(x) = f_N^{-1} \circ \cdots \circ f_1^{-1}(x) \). By (ii), \( f_N^{-1}(x) = x \) for \( n \geq N + 1 \), so that \( f^{-1} = \lim_{k \to \infty} f_1^{-1} \circ \cdots \circ f_k^{-1}(x) \). If \( x = 0 \) then as \( f_N^{-1}(0) = 0 \) for all \( n \) we have \( f^{-1}(0) = \lim_{k \to \infty} f_1^{-1} \circ \cdots \circ f_k^{-1}(0) = 0 \).

For (4), using (2), we choose an integer \( N \) so that, if not both \( x \) and \( y \) are zero, \( 3^{-N} \) is less than the least non-zero of \( \|x\| \) or \( \|y\| \), otherwise we let \( N = 1 \), so that

\[
\|f(x) - f(y)\| \leq \|f_N \circ \cdots \circ f_1(x) - f_N \circ \cdots \circ f_1(y)\|.
\]

For \( \text{Lip}(f_N \circ \cdots \circ f_1) \) we note that, for each \( 1 \leq n \leq N \), \( f_n \) is isometric in each of the sets \( \{x \in \ell_2 : \|x\| \leq 2^{-n-1}\} \) and \( \{x \in \ell_2 : 2^{-n} \leq \|x\|\} \). The Lipschitz constant of \( f_n \) restricted to \( U_n = \{x \in \ell_2 : 2^{-n-1} \leq \|x\| \leq 2^{-n}\} \) is at most 6. Letting \( F_N = f_N \circ \cdots \circ f_1 \), we get that,

- the restriction of \( F_N \) to \( U_n \) has Lipschitz constant at most \( \text{Lip}(f_n) \leq 6 \) for each \( 1 \leq n \leq N \),
- the restriction of \( F_N \) to \( B(0, 2^{-N-1}) \) has Lipschitz constant at most 1, and
- the restriction of \( F_N \) to \( \{x \in \ell_2 : 2^{-1} \leq \|x\|\} \) has Lipschitz constant at most 1.
We apply Lemma 3.3.1 with $C = \ell_2 = B(0, 2^{-N-1}) \cup \{ x \in \ell_2 : 2^{-1} \leq \| x \| \} \cup \bigcup_{n=1}^{N-1} U_n$ from which we deduce that $\text{Lip} \left( f_N \circ \cdots \circ f_1 \right) \leq 6$. Hence $\text{Lip} (f) \leq 6$. A similar estimate applies to $\text{Lip} \left( f^{-1} \right)$ and we conclude that $f$ is a Lipschitz isomorphism.

For (5) suppose that $u \in \text{span} \{ e_i \}_{1 \leq i \leq 2^{2p-1}}$. Since the mappings $f_n$ for $n < 2^p$ can change only first $2^{p-1}$ coordinates, all coordinates beyond the first $2^{p-1}$ of $f_{2^{p-1}} \circ \cdots \circ f_1(tu)$ are still zero. We may suppose that

$$f_{2^{p-1}} \circ \cdots \circ f_1(tu) = \sum_{i=1}^{2^{p-1}} x_i e_i$$

for some $x_i$ not necessarily zero. We claim that if $\|t\|\|u\| \leq 2^{-2^{p+1}-2}$ then $f_{2^{p+1}-1} \circ \cdots \circ f_1(tu)$ has zero as the first $2^{p-1}$ coordinates as well as all coordinates from $2^{p+1}$ onwards. By (iii) $f_{2^p}$ interchanges coordinates at $e_{2^p + 1}$ and $e_1$ and since the $e_{2^p + 1}$ coordinate of $f_{2^p-1} \circ \cdots \circ f_1(tu)$ is zero, we get that

$$f_{2^p} \circ \cdots \circ f_1(tu) = x_1 e_{2^p + 1} + \sum_{i=2}^{2^{p-1}} x_i e_i.$$ 

Repeating this argument another $2^p - 2$ times, we see that

$$f_{2^{p+1}-1} \circ \cdots \circ f_1(tu) = \sum_{i=1}^{2^{p-1}} x_i e_{2^{p+i}}$$

which proves our claim. Using (iv), we then see by induction that if $m \geq p+1$ then $f_{2^{p+1}} \circ \cdots \circ f_1(tu)$ can have non-zero coordinates only for indices $2^p \leq j < 2^m$, which shows that the first $2^p - 1$ coordinates of $f(tu)$ are zero. The case $m = p + 1$ is as claimed above. If $f_{2^m} \circ \cdots \circ f_1(tu)$ has non-zero coordinates only for indices $2^p \leq j < 2^M$ then the coordinates at $e_2$ and $e_{2^{M+2}}$ are zero and by (iv) $f_{2^{M+1}} \circ \cdots \circ f_1(tu)$ is obtained from $f_{2^m} \circ \cdots \circ f_1(tu)$ by a rotation about $\{ y \in \ell_2 : y_2 = y_{2^{M+2}} = 0 \}$, so that $f_{2^{M+1}} \circ \cdots \circ f_1(tu)$ has non-zero coordinates only for indices $2^p \leq j < 2^{M+1}$. We may repeat this argument $2^M - 1$ times so that $f_{2^{M+1}} \circ \cdots \circ f_1(tu)$ has non-zero coordinates only for indices $2^p \leq j < 2^{2M+1}$. This completes the induction. Hence the first $2^p - 1$ coordinates of $f(tu)$ are zero.

For (6) we have from (5), that for each integer $i \geq 1$, that $\langle f(tx), e_i \rangle = 0$ whenever $\|t\|\|x\| \leq 2^{-2^{p+1}-2}$ for any integer $p$ such that $2^p \geq i$. Hence

$$\lim_{t \to 0} \frac{f(tx)}{t} = 0$$

for all $x$. This ends the proof.
3.5 The third example

It is shown that there is a Lipschitz isomorphism $f$ of $\ell_2$ onto itself such that $f(x) = (0, x_1, x_2, \ldots)$ whenever $x \in \ell_2$ satisfies $|x_j| \leq 2^{-j}$ for each $j$.

The construction is a further application of the method used in Example 1 of section 3.3. The map $f$ is defined by composing a sequence of Lipschitz isomorphisms $(g_k)_{k=1}^{\infty}$. Each $g_k$ is again constructed using a rotation in the plane to achieve the interchange of two coordinates. The major difference here is that, instead of spherical annuli, the non-isometric regions of the isomorphisms $g_k$ consist of a region between sets $U_k$ and $\ell_2 \setminus U_{k-1}$ where each $U_k$ is a cylinder of a set that is the product of a disc and a cube.

Lemma 3.5.1 For each integer $k \geq 2$, let

$$U_k = \{x \in \ell_2 : x_1^2 + x_{k+1}^2 \leq 2^{-2k+4} \text{ and } |x_j| \leq 2^{-j+1} + 2^{-k} \text{ for } 2 \leq j \leq k\},$$

and $W_k = \text{span} \{e_i\}_{i \neq 1,k}$. Then for each $k \geq 2$ there is a Lipschitz isomorphism $g_k : \ell_2 \to \ell_2$ such that

1. $g_k(u) = u$ whenever $\text{dist}\ (u, U_k) \geq 2^{-k}$, in particular whenever $u = xe_1 + ye_{k+1} + w$ with $w \in W_k$ and $x^2 + y^2 \geq 2^{-2k+6}$,

2. $g_k(xe_1 + ye_{k+1} + w) = ye_1 - xe_{k+1} + w$ whenever $x, y \in \mathbb{R}$ and $w \in W_k$ are such that $xe_1 + ye_{k+1} + w \in U_k$,

3. $g_k(u)$ is obtained from $u$ by a rotation about $W_k$,

4. the set $U_k$ is $g_k$ invariant, that is $g_k(U_k) = U_k$,

5. $g_k$ has an inverse,

6. the restriction of $g_k$ to $U_k$ is an isometry,

7. $U_k \supset U_{k+1}$,

8. $g_{k+1}(x) = x$ for every $x \in \ell_2 \setminus U_k$,

9. $\lim_{k \to \infty} \sup_{x \in \ell_2} \text{dist}\ (x, \ell_2 \setminus U_k) = 0$, and

10. $\text{Lip}(g_k), \text{Lip}(g_k^{-1}) = L \leq 15$. 

Proof. That $g_k$ is a Lipschitz isomorphism will follow from (5) and (10). For $k \geq 2$ we define $g_k$ in the following way. Define $\theta : \ell_2 \to \mathbb{R}$ by

$$\theta(u) = \max\{0, 1 - \text{dist}(u, U_k)2^k\}.$$ 

Note that $\text{Lip}(\text{dist}(u, U_k)) \leq 1$ so that $\theta$ is Lipschitz with $\text{Lip}(\theta) = \max\{0, 1, 2^k\} = 2^k$, and if $u = xe_1 + ye_{k+1} + w$ with $w \in W_k$ and $(x^2 + y^2)^{1/2} \geq 2^{-k+3} = R_3$, then $\text{dist}(u, U_k) \geq 2^{-k+3} - 2^{-k+2} \geq 2^{-k}$ which implies that $\theta(u) = 0$. Let span $\{e_1, e_{k+1}\} = V_k = \ell_2^2$ so that $\ell_2 = V_k \oplus W_k$. We recall the rotation map $R_\theta$ of Lemma 3.3.2 and define $g_k : \ell_2 \to \ell_2$ by

$$g_k(u) = R_{-\pi\theta(u)/2}z + w \text{ if } u = z + w, z \in V_k, w \in W_k.$$ 

We verify (1)-(10) for $g_k$.

To see (1), it suffices to note that whenever $u \in \ell_2$ satisfies $\text{dist}(u, U_k) \geq 2^{-k}$ then $\theta(u) = 0$ so that $g_k(u) = u$. As noted above, if $u = xe_1 + ye_{k+1} + w$ with $w \in W_k$ and $x^2 + y^2 \geq 2^{-2k+6}$, then $\text{dist}(u, U_k) \geq 2^{-k}$.

For (2), we observe that $\theta(u) = 1$ for $u \in U_k$, so that, if $u = xe_1 + ye_{k+1} + w$ where $xe_1 + ye_{k+1} \in V_k$ and $w \in W_k$, then $g_k(u) = ye_1 - xe_{k+1} + w$.

For (3), in the definition of $g_k$, $R_\theta$ is a rotation in the plane orthogonal to $W_k$.

To prove (4), it suffices to note that $g_k(u)$ is obtained from $u$ by a rotation about $W_k$ and to use the rotational invariance of $U_k$.

For (5), note that the function $u \to \text{dist}(u, U_k)$ is invariant under rotations about $W_k$. Since $g_k(u)$ is obtained from $u$ by a rotation about $W_k$, it follows that $\text{dist}(u, U_k) = \text{dist}(g_k(u), U_k)$, which, according to the definition of $\theta$, implies $\theta(u) = \theta(g_k(u))$. Letting $h_k(u) = R_{-\pi\theta(u)/2}z + w$ if $u = z + w, z \in V_k, w \in W_k$ we get that

$$h_k \circ g_k(u) = R_{-\pi\theta(g_k(u))/2} \circ R_{-\pi\theta(u)/2}z + w = z + w.$$ 

Similarly for $g_k \circ h_k$; hence $g_k^{-1} = h_k$.

For (6), if $u_1 = z_1 + w_1$, and $u_2 = z_2 + w_2$ are in $U_k$ where $z_1, z_2 \in V_k$ and $w_1, w_2 \in W_k$ then using property (2), the orthogonality of $V_k$ and $W_k$, and that $R_{-\pi/2}$ is an isometry, we have $\|g_k(u_1) - g_k(u_2)\|^2 = \|R_{-\pi/2}z_1 - R_{-\pi/2}z_2 + w_1 - w_2\|^2 = \|R_{-\pi/2}(z_1 - z_2) + w_1 - w_2\|^2 = \|R_{-\pi/2}(z_1 - z_2)\|^2 + \|w_1 - w_2\|^2 = \|u_1 - u_2\|^2$.

For (7) and (8), we show that, if $x \in \ell_2 \setminus U_k$, then $\text{dist}(x, U_k+1) \geq 2^{-k-1}$. This inequality shows that $U_k \supset U_{k+1}$ and, by (1), that $g_{k+1}(x) = x$ for all $x \in \ell_2 \setminus U_k$. If $x \in \ell_2 \setminus U_k$, then $x_1^2 + x_{k+1}^2 > 2^{-2(k+4)}$ or $|x_j| > 2^{-j+1} + 2^{-k}$ for
some $2 \leq j \leq k$. Let $y \in U_{k+1}$ then $y_j^2 + y_{k+1}^2 \leq 2^{-2k+2}$ and $|y_j| \leq 2^{-j+1} + 2^{-k}$ for each $2 \leq j \leq k + 1$. We estimate that
\[ y_j^2 + y_{k+1}^2 \leq 2^{-2k+2} + 2^{-2k+1} + 2^{-2k-2} = 5^2 \cdot 2^{-2k-2} \]
so that if $x_1^2 + x_{k+1}^2 > 2^{-2k+4}$ then
\[ \|x - y\| > 2^{-k+2} - (5^2 \cdot 2^{-2k-2})^{1/2} = 3.2^{-k-1} > 2^{-k-1}. \]
If $|x_j| > 2^{-j+1} + 2^{-k}$ then
\[ \|x - y\| \geq |x_j| - |y_j| > 2^{-k} - 2^{-k-1} = 2^{-k-1} \]
so that in both cases $\|x - y\| \geq 2^{-k-1}$, and we infer that dist $(x, U_{k+1}) \geq 2^{-k-1}$.

For (9) if $x \in U_k$ then $x_1^2 + x_{k+1}^2 \leq 2^{-2k+4}$ so that we may choose any $y \in \ell_2 \setminus U_k$ with $y_1^2 + y_{k+1}^2 > 2^{-2k+4}$ to infer that $\inf_{y \in \ell_2 \setminus U_k} \|x - y\| \leq 2^{-k+2}$. Therefore $\sup_{x \in \ell_2} \inf_{y \in \ell_2 \setminus U_k} \|x - y\| \leq 2^{-k+2}$. Hence
\[ \lim_{k \to \infty} \sup_{x \in \ell_2} \text{dist} (x, \ell_2 \setminus U_k) = 0. \]

Finally for (10) we apply Lemma 3.3.3 with $\phi = -\pi \theta / 2$ and $x_1, x_k$ replacing $x_1, x_2$, so that, as noted above for $\theta$, we get $\phi(x) = 0$ whenever $\|P x\| = (x_1^2 + x_{k+1}^2)^{1/2} \geq 2^{-k+3} = R_3$, and Lip $(\phi) = (\pi / 2) \text{Lip} (\theta) \leq \pi 2^{k-1} = K_3$. We get for $S = g_k$ that
\[ \text{Lip} (g_k) \leq K_3 R_3 + 2 \leq \pi 2^{k-1} 2^{-k+3} + 2 \leq 15. \]
We estimate Lip $(g_k^{-1})$ similarly. \(\square\)

**Lemma 3.5.2** Suppose that $h_1, \ldots, h_n$ are Lipschitz mappings of a Banach space $X$ onto itself and that for each $k$ there is a set $A_k \subset X$ such that

1. the restriction of $h_k$ to $A_k$ has Lipschitz constant at most one,
2. $h_k(X \setminus A_k) \subset X \setminus A_{k+1}$ whenever $k < n$, and
3. the restriction of $h_{k+1}$ to $h_k(X \setminus A_k)$ has Lipschitz constant at most one whenever $k < n$.

Then
\[ \text{Lip}(h_n \circ \ldots \circ h_1) \leq \max (\text{Lip}(h_n), \ldots, \text{Lip}(h_1)). \]
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PROOF. Let \( g_0 \) be the identity. For \( 1 \leq j \leq n + 1 \) let \( g_j : h_j \circ \cdots \circ h_1, \ B_j = X \backslash A_j \)

\[
M_j = \bigcap_{k=1}^{j-1} g_{k-1}^{-1}(A_k) \cap \bigcap_{k=j}^{n} g_{k-1}^{-1}(X \backslash A_k) = \bigcap_{k=j}^{n} g_{k-1}^{-1}(A_k) \cap g_{k-1}^{-1}(B_j)
\]

with \( \bigcap_{k=1}^{j-1} g_{k-1}^{-1}(A_k) = X \) and \( \bigcap_{k=n+1}^{n} g_{k-1}^{-1}(X \backslash A_k) = X \). The sets \( M_j, 1 \leq j \leq n + 1 \), cover \( X \). To see this, let \( x \in X \). Suppose that there is a \( j \leq n + 1 \) for which \( g_{j-1}(x) \in X \backslash U_j \) and let \( j \) be least with this property. We have by the second assumption that \( h_k(X \backslash A_k) \subset \bigcap_{k=n+1}^{n} g_{k-1}^{-1}(X \backslash A_k) = X \). Therefore for any \( k \geq j \) we get that \( g_{k-1}(x) = h_k \circ \cdots \circ h_j \circ g_{j-1}(x) \in X \backslash A_k \). As \( j \) is least, whenever \( k \leq j - 1 \), we have \( g_{k-1}(x) \in A_k \) and therefore \( x \in M_j \). If \( j > n + 1 \) then \( g_{j-1}(x) \in A_j \) for all \( 1 \leq j \leq n + 1 \) and \( x \in M_{n+1} \).

The restriction of \( g_n \) to each such \( M_j \) is a composition of the restriction of \( h_1 \) to \( A_1, \ldots, h_{j-1} \) to \( A_{j-1} \), which all have Lipschitz constant at most one according to the first assumption, followed by \( h_j \) whose Lipschitz constant we estimate by \( \text{Lip}(h_j) \), and followed by the restriction of \( h_{j+1} \) to \( h_j(X \backslash A_j), \ldots, h_n \) to \( h_{n-1}(X \backslash A_{n-1}) \), which all have Lipschitz constant at most one according to the last assumption. Hence the restriction of \( g_n \) to each \( M_j \) has Lipschitz constant at most \( \max(\text{Lip}(h_n), \ldots, \text{Lip}(h_1)) \). Since \( g_n \) is continuous (it is even Lipschitz), by Lemma 3.3.1 it has Lipschitz constant at most \( \max(\text{Lip}(h_n), \ldots, \text{Lip}(h_1)) \). \( \square \)

Example 3 There is a Lipschitz isomorphism \( f \) of \( l_2 \) onto itself such that \( f(x) = (0, x_1, x_2, \ldots) \) whenever \( x \in l_2 \) satisfies \( |x_j| \leq 2^{-j} \) for each \( j \).

PROOF. Let \( g_1 \) be the identity of \( l_2 \) and \( U_1 = \{ x \in l_2 : x_1^2 + x_2^2 \leq 4 \} \supset U_2 \). Using the Lipschitz isomorphisms \( g_k : l_2 \to l_2 \) of Lemma 3.5.1 we define \( f \) by

\[
f(x) = - \lim_{k \to \infty} g_k \circ \cdots \circ g_1(x)
\]

for all \( x \in l_2 \). We show that the limit exists for each \( x \), that \( f \) is a Lipschitz isomorphism of \( l_2 \) onto itself, and that \( f(x) = (0, x_1, x_2, \ldots) \) whenever \( |x_j| \leq 2^{-j} \) for each \( j \).

First let \( f_n = g_n \circ \cdots \circ g_1 \). We apply Lemma 3.5.2 with \( h_k = g_k \) and \( A_k = U_k \) to infer that \( \text{Lip}(f_n) \leq L \leq 15 \); the assumptions of the Lemma are satisfied since from Lemma 3.5.1 with \( g_1 \) the identity and \( U_1 = \{ x \in l_2 : x_1^2 + x_2^2 \leq 4 \}, \) we get that for all \( n + 1 > k \geq 1 \),

- (by (6)) the restriction of \( g_k \) to \( U_k \) has Lipschitz constant at most 1,
- (by (8)) the restriction of \( g_{k+1} \) to \( g_k(l_2 \setminus U_k) \) has Lipschitz constant at most 1 whenever \( k < n \),

and
• (by (10)) $\text{Lip} (g_k) \leq L,$

• (4) and (7) imply that $g_k(\ell_2 \setminus U_k) = \ell_2 \setminus U_k \subset \ell_2 \setminus U_{k+1}$ whenever $k < n,$ and

• $g_k$ is surjective.

We apply Lemma 3.5.2 again with $h_k = g_{n-k+1}^{-1}, A_k = \ell_2 \setminus U_{n-k}$ for $k < n,$ $h_n$ the identity, and $A_n = \ell_2 \setminus U_1$ to infer that the Lipschitz constant of $f_{n+1} = g_1 \circ \ldots \circ g_n^{-1}$ also does not exceed $L \leq 15;$ to apply that Lemma we recall from Lemma 3.5.1 that for all $n + 1 > k \geq 1,$

• (8) implies that the restriction of $h_k = g_{n-k+1}^{-1}$ to $A_k = \ell_2 \setminus U_{n-k}$ is the identity, so it has Lipschitz constant at most 1,

• (8) implies that the restriction of $g_{n-k+1}^{-1}$ to $\ell_2 \setminus U_{n-k}$ is an isometry so that $U_{n-k}$ is invariant, and with (7) we get that $h_k(\ell_2 \setminus A_k) = g_{n-k+1}^{-1}(U_{n-k}) = U_{n-k} \subset U_{n-k-1} = \ell_2 \setminus A_{k+1}$ whenever $k < n$ (for $k = n - 1$ we get that $h_{n-1}(\ell_2 \setminus A_{n-1}) = g_2^{-1}(U_1) = U_1 = \ell_2 \setminus A_n),$

• (6) implies that the restriction of $h_{k+1} = g_{n-k}^{-1}$ to $h_k(\ell_2 \setminus A_k) = g_{n-k+1}^{-1}(U_{n-k}) = U_{n-k}$ is an isometry, so it has Lipschitz constant at most 1, whenever $k < n,$

• by (10), $\text{Lip} (g_k) = \text{Lip} (g_{n-k+1}^{-1}) \leq L,$ and

• $h_k = g_{n-k+1}^{-1}$ is surjective.

From property (9) of Lemma 3.5.1, given $\varepsilon > 0,$ we find $n$ such that for any $x \in \ell_2$ there is $z \in \ell_2 \setminus U_n$ such that $\|z - x\| < \varepsilon.$ From (7) and (8) of Lemma 3.5.1 we infer that

$$g_m \circ g_{m-1} \circ \ldots g_{n+1}(z) = z$$

for $m > n.$ Applying $f_{m}^{-1},$ we get that

$$f_{m}^{-1}(z) = f_{m}^{-1}(z)$$

and so we estimate that

$$\|f_{m}^{-1}(x) - f_{n}^{-1}(x)\| \leq \|f_{m}^{-1}(x) - f_{m}^{-1}(z)\| + \|f_{m}^{-1}(z) - f_{n}^{-1}(x)\|$$

$$= \|f_{m}^{-1}(x) - f_{m}^{-1}(z)\| + \|f_{n}^{-1}(z) - f_{n}^{-1}(x)\|$$

$$\leq 2L\|z - x\|$$

$$< 2L\varepsilon,$$
and we see that the sequence \( f_n^{-1} \) is uniformly convergent. Similarly, letting \( y = f_n^{-1}(x) \), we have that \( f_n(y) = f_m(y) \) for \( m > n \), and we estimate

\[
\|f_m(x) - f_n(x)\| \leq \|f_m(x) - f_m(y)\| + \|f_m(y) - f_n(x)\| \\
= \|f_m(x) - f_m(y)\| + \|f_n(y) - f_n(x)\| \\
\leq 2L\|y - x\| \\
< 2L^2\varepsilon,
\]

which gives that the sequence \( f_n \) is uniformly convergent. Let \( g = \lim_{n \to \infty} f_n \) and \( h = \lim_{n \to \infty} f_n^{-1} \).

We claim that \( h = g^{-1} \). Since

\[
\|f_n(f_n^{-1}(x)) - g(h(x))\| \leq L\|f_n^{-1}(x) - h(x)\| + \|f_n(h(x)) - g(h(x))\| \to 0,
\]

then \( g(h(x)) = x \). Similarly \( h(g(x)) = x \). Noting that a pointwise limit of a sequence of functions with uniform bound on their Lipschitz constants is Lipschitz we have that \( g \), and \( g^{-1} \) are Lipschitz.

Let \( C_1 = \{x \in \ell_2 : |x_j| \leq 2^{-j} \text{ for all } j\} \) and, for \( k \geq 2 \) let

\[
C_k = \{x \in \ell_2 : |x_1| \leq 2^{-k}, |x_j| \leq 2^{-j+1} \text{ for } 2 \leq j \leq k,
\text{ and } |x_j| \leq 2^{-j} \text{ for } j > k\}.
\]

Then \( C_k \subset U_k \), so the expression for \( g_k \) on \( U_k \) gives that \( g_k(C_k) = C_{k+1} \). We infer that for every \( x \in C_1 \),

\[
g_k \circ \ldots \circ g_1(x) = (x_{k+1}, -x_1, -x_2, \ldots, -x_k, x_{k+2}, x_{k+3}, \ldots),
\]

which in the limit as \( k \to \infty \) shows that \( f(x) = -g(x) = (0, x_1, x_2, \ldots) \). \( \Box \)

We deduce that \( f'(x) \) is the shift operator whenever \( |x_j| < 2^{-j} \) for all \( j \).

For each integer \( n \geq 1 \) and any \( y \in \text{span} \{e_i\}_{i=1}^n \) we have \( f(x + ty) = (0, x_1 + ty_1, x_2 + ty_2, \ldots, x_n + ty_n, x_{n+1}, \ldots) \) for all sufficiently small \( |t| \). Therefore

\[
\lim_{t \to 0} \frac{f(x + ty) - f(x)}{t} = (0, y_1, \ldots, y_n, 0, \ldots).
\]

Since \( f \) is Lipschitz and \( \bigcup_{n=1}^{\infty} \text{span} \{e_i\}_{i=1}^n \) is norm dense in \( \ell_2 \) we deduce that \( f'(x)y = (0, y_1, y_2, \ldots) \) for all \( y \in \ell_2 \). To see this, given \( y \in \ell_2 \) and \( \varepsilon > 0 \), for
each integer $N \geq 1$ let $y^{(N)} = (y_1, \ldots, y_N, 0, \ldots)$ and recall that $\text{Lip}(f) \leq L$. We may choose $N$ sufficiently large that $\|y - y^{(N)}\| < \epsilon$ and estimate that

$$\| \lim_{t \to 0} \frac{f(x + ty) - f(x)}{t} - (0, y_1, y_2, \ldots) \|
\leq (L + 1) \|y - y^{(N)}\| + \| \lim_{t \to 0} \frac{f(x + ty^{(N)}) - f(x)}{t} - (0, y_1, y_2, \ldots, y_N, 0, \ldots) \|
\leq (L + 1) \epsilon.$$
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