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Abstract

Monitoring product and contaminants is critically important at all stages of bioprocess
operation, development and control. The availability of rapid measurements on product
and key contaminants will yield a higher resolution of data points and will allow for
more intelligent operation of a process and thereby enhance the definition and
characterisation of a bioprocess. The need to control a bioseparation process is due to
the variable nature of upstream conditions, process additives and sub-optimal
performance of processing equipment which may lead to different requirements for the
operating conditions either within batches or on batch to batch basis.

Potential operations for downstream processing of intracellular proteins are the
selective flocculation, packed bed and expanded bed chromatographic operations.
These processes involve the removal of a large number of contaminants in a single
dynamic step and hence are difficult unit operations to characterise and operate in an
efficient and reproducible manner.

In order to achieve rapid characterisation and control of these processes some form of
rapid monitoring was required. A sampling and monitoring system for analysis of an
enzyme produced intracellularly in S.cerevisiae, alcohol dehydrogenase (ADH), cell
debris, protein and RNA contaminants has been constructed, with a measurement
cycle time of 135 s. Both an extended Kalman filter and the Levenberg-Marquardt non-
linear least squares model parameter identification technique have been implemented
for rapid process characterisation. Estimation of model parameters from at-line data
enabled process performance predictions to be represented in an optimum graphical
manner and the subsequent determination of ideal operating conditions in a feedback
model based control configuration. The application of such a control strategy for the
batch flocculation process yielded on average 92% accuracy in achieving optimum
operating conditions. A structured and intelligent use of the at-line data would improve
process characterisation in terms of speed and stability. It was demonstrated that rapid
monitoring of the packed and expanded bed chromatographic operations yielded
improved characterisation in terms of higher resolution data points, enabled real time
process analysis and control of the load cycle. For the control of the expanded bed
operation a predictive technique was applied to compensate for the large dead volume
associated with this unit operation. The feedback control resulted in approximately

80% accurate breakthrough setpoint regulation.
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Chapter 1

Introduction

1.1 General overview

Section 2:

¢ Impact of upstream variability on downstream processes.

¢ Vast number of downstream unit operations makes their choice and sequence
difficult.

e The pressure of speed to market.

¢ Unit interactions should be considered when setting up control configurations.

Section3:

e Benefits of rapid monitoring in terms of accelerating the development cycle- a
valuable tool for rapid screening of downstream process protocols, confidence and
control.

Section 4:

¢ Rapid monitoring techniques giving the user an indication of the complexity of
product and contaminant measurements.

e Most rapid monitoring systems are of at-line nature and hence yield discrete
measurements with some delay.

e Downstream process dynamics make the demand on at-line monitoring systems
higher in terms of speed of measurement.

Section 5:

e The basic steps in setting up a control configuration.

e The constraints of bioprocess systems.

Section 6:

e How the control theory (section 5) and monitoring methods (section 4) can be
implemented in a possible control configuration for example of downstream
processing operations.

Section 7:

e Aim of thesis. Brief statement of what each chapter will discuss.
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1.2 Overview of production and recovery of microbial proteins

1.2.1 Introduction
The first part of this section will give an overview of production and recovery of

microbial proteins and the impact of upstream operations on downstream processing
will be discussed. Several downstream processes are available and the correct
sequence of these operations is important to determine in a time-efficient manner due
to the increasing pressure of bringing products to market in the quickest time (van
Brunt 1985). The objective and performance of downstream operations will be briefly
discussed in terms of product yield, purity as well as productivity and operational costs.
The operational objectives of downstream processing are important to define both for
single unit operations and integrated process sequences as these objectives can be

implemented as the setpoints for process control.

1.2.2 Fermentation and its impact on downstream process

The production of biological materials is often split between upstream and downstream
operations. The upstream side includes fermentation and cell culture, whilst the
downstream side involves recovery and purification of this product. Interaction between
the upstream and downstream operations occurs superficially at the point of transfer.
The final product of the upstream operation is the raw material for downstream
processes. However the product is not the only material to be delivered downstream,
so are all the impurities.

Many differences exist between upstream and downstream operations. For example
in terms of cost, upstream operations, tend to be capital intensive, with automated
vessels, few operations and relatively lower cost materials. Downstream operations,
tend to be labour intensive, many operations, with little automation and higher cost
materials. Due to these differences, the running of upstream and downstream
operations tend to focus on separate factors, which sometimes clash.

Upstream conditions affect downstream operations, in several ways: The volume of
the materials delivered to the downstream processes is an important factor to consider.
Reduction of the volume or mass of material produced upstream will reduce
downstream costs by reducing the volume of vessels needed for processing and the
amount of material required. The amount of impurities relative to the product affects
the efficiency of the purification. Although longer growth times may lead to greater
production of for example recombinant proteins, impurities are also created, which may
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have a negative impact on the overall product cost. The nature of impurities, can be
controlled at the upstream stage. By utilising the appropriate media component(s),
more suitable impurities will be created, hence facilitating the their removal and
reducing purification costs. Variations in the media composition may result in
variations in the nature of impurities. Hence if the fermentation includes ingredients
with high variability then this must be considered in the purification stages. The phase
present after the fermentation also influences downstream operations. At present the
majority of enzymes produced commercially are obtained extracellularly with few
intracellular enzymes having been isolated in large quantities. The main reason for
this trend is the great complexity of the recovery process for intracellular materials. In
extracellular protein recovery there is no cell disruption step, and there will be fewer
other proteins present in the broth. Disadvantages include large liquid volumes and
contaminants from the spent liquor. For these reasons combined with the potential
offered by the large number of intracellular constituents, intracellular recovery
processes have become increasingly commercially important.

All in all the impact of upstream conditions on downstream processing is significant
and should be considered during process selection and design. The fluctuations
inherent in fermentations will invariably have impact on the performance of the early
recovery operations. Due to the fluctuations in feed material to the downstream
processes appropriate design in terms of flexibilty and robustness is vital. If a
downstream process were operated in a constant manner given variable feed material,
variable product quality would be the outcome. For more reproducible product quality
some form of process monitoring and control is needed.

1.2.3 Downstream processes

Downstream processing in its narrowest definition is the purification of proteins from
conditioned media or fermentation broth (Ogez et al.1989). The selection of the most
appropriate methods for initial stages of downstream processing depends on the
production host, location and physical form of the protein in the cell (Naveh 1990).
Just as upstream processing is important in increasing productivity, downstream
processing is important in reducing production costs. Often the cost of separation and
purification of the product is the dominating cost of the whole production process.
Wesseling (1994) stated that downstream processing involves at least 50% if not more
of the total cost of the total production cost. One way to reduce separation costs and
increase product throughput is process automation (Pfund 1987, Ranshoff et al. 1990).

Bonnerjea et al. (1986) analysed data from 100 papers on protein purification,
published during 1984, ten major methods were found. Although this paper identified
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no strict sequence of unit operations a distinct trend was obvious. Homogenisation is
generally followed by precipitation, then ion-exchange, chromatography, affinity
separation and finally gel filtration. The above sequence is a logical one, as
precipitation can deal with large quantities of material and is less affected by interfering
non-protein materials than the other operations. As the materials used for affinity
methods are expensive, it makes sense to use less costly ion-exchange media first to
reduce protein loads and remove remaining fouling substances.

Wheelwright (1989) emphasised that even though quite a few downstream sequences
are in operation, there is no definite and predictive method or algorithm that one may
follow to design a bioseparation protocol for a specific protein or biological product.
Currently hands on experience and simplistic guidelines provide the best approach.
Characteristic features of the biological product, such as its size, charge, biological
affinity and hydrophobic — solubility, may be utilised to help separating it. There are a
large number of bioseparation processes available to separate a wide variety of
biological products and Scawen and Hammond (1989) emphasised that these
processes must be carefully screened which involves a high cost both in terms of man
power and time. Great pressure is put on the biochemical engineer to select the
correct sequence of downstream processes for a particular product and correct
specification for each operation as quick as possible to reduce the time a product gets
to market.

Although downstream stages are usually described in terms of separate unit
operations they are very interactive. Nucleic acid and cell debris produced on cell
rupture can impair fractional precipitation or subsequent chromatography stages. For
these reasons an integrated outlook of downstream processing is essential in terms of
equipment and process design.

1.2.4 Downstream process performance

Although product yield is the main focus especially in the fermentation stage, it should
be emphasised that the effectiveness of a downstream unit operation is a function not
only of the ability to achieve a high yield factor, but also very much dependent on the
level of purity the purification step can obtain at highest productivity.

The yield level of a unit operation can be defined as the ratio of product recovered to
total product entering the purification step, i.e. yield is a reflection of product loss. The
purification level, however is a function of contaminant removal. Both these terms are
defined in equations 1.1 and 1.2.
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Yield = £ (1.1)
Dy
Purification factor = ¢ (1.2)

B
Co

Where p & ¢ refer to the amount of product and contaminant recovered, whilst p, and ¢,
refer to the amount product and contaminant entering the purification operation. It is
usually the case for several unit operations that these two objectives are contradictory
and inverse. A balance between yield and purity for the overall process and a given
purification step is important to pre-determine in the process development stage, as
this will influence the choice, sequence and hence control of downstream operations.
The equilibrium between yield and purity must be estimated, taking into account the
cost of purification, the value of the product and the purity required by market forces.
In general the end product quality requirements are largely dependent on the end use
of product. Huddleston et al. (1991) emphasised that bioseparation processes are
defined by the nature of the product and its application. For example, therapeutic

proteins must meet stringent standards whilst biological products intended for
diagnostic usage do not have to be very pure.

The overall yield of a downstream process is a function of individual unit step yields
and the number of operations, and can be expressed mathematically as:

Overall yield (y,) = | », (1.3)
0

Where y, refers to the step yield of unit operation i. Even relatively high step yields will
result in a fairly poor overall yield, if a large number of operations are involved. In order
to increase the total recovery yield (y,), not only must the yield be increased for each
unit operation but it is also important to reduce the number of purification steps.
Chang and Chase (1994) and Smith (1997) used expanded bed (EXB)
chromatographic techniques to achieve higher overall product yield levels. EXB
techniques allow the direct loading of disrupted cells on a chromatographic column
without the need for any prior clarification step, enabling the substitution of a number of
traditionally applied unit operations.

Product loss throughout downstream stages are due to three main factors; namely
physical damage, irreversible denaturation or physical loss. At every stage of the
downstream process protein and enzymes are subjected to physical shear forces.
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Much loss of proteins in pipes is due to interfacial denaturation, resulting from shear
associated damage (Virkar 1981). Chemical denaturation can be caused by extremes
of temperature, pH, ionic strength variations, or oxidation. These can be avoided
through prevention of localised concentrations of reagents by good mixing. Physical
losses are those where part of the product ends up in a side or waste stream of the
process. On scale-up, such losses may increase especially for centrifugation stages,
as de-watering becomes more difficult (Fish and Lilly 1984).

Some of the losses of yield experienced in recovering enzymes and proteins after the
fermentation are time dependent. They occur due to the attack by proteases and by
chemical oxidation and denaturation. Continuous processing can reduce time
dependent product losses. However such processes require high equipment reliability,
a rigorous process engineering approach and good instrumental control.

Increasing the yield of a unit operation may adversely affect other parts of the process.
If the sole objective of the fermentation stage was to maximise product yield, this could
directly impact downstream separations resulting in larger volumes of impurities.
Hence fermentation optimisation is not equivalent to overall process optimisation.
Process integration is also important within downstream operations. For example
optimising the recovery of proteins in the homogenisation stage would result in a high
level of fragmented cell debris, which will make further downstream operations, such
as solid liquid separation more difficult to operate effectively. During the later step an
increase in recovery can be achieved at the cost of lower flow rates, hence a lower
product output rate. In the flocculation and precipitation stage an increase in yield, is
usually followed by a reduction of purification. Zhou et al. (1997) illustrated the
importance of process interaction during the study of the fermentation-disruption-
clarification steps.

Running an unit operation effectively, is not coincident with solely maximising the step
yield, but the attempt to maximise the removal of contaminants for a given yield level.
A study of the interactions is also important, as this will allow one to determine the
ideal inlet composition for operations, hence setting the process engineer a control
target for the previous unit's outlet conditions.

1.2.5 Conclusion
An overview was given of upstream and downstream operations as well as the level of

impact the former has on the later, in the form of a variable feedstock. Several
downstream unit operations are available to the development engineer. Which

process step and sequence to adopt is a function of several interacting factors and

Page 12



introguction

currently the most appropriate method of selection is through experience and
screening. Considerable pressure is put on the design engineer to identify the correct
downstream processing protocol and operating conditions in a time-efficient manner.
The variable nature of feed material to downstream processes necessitates the
operating conditions to be modified either within batches or on batch to batch basis.

Hence some form of monitoring and control is needed.

1.3 Potential benefits of rapid monitoring

1.3.1 Introduction

Monitoring product and contaminant concentrations is critically important at all stages
of bioprocess operation, development and control. Biochemical processes are
complex systems containing a multitude of different biological components in which
their activity and state are extremely sensitive to changes in the physiochemical
environment making their rapid monitoring an extremely difficult task. To be able to
describe the status of the bioprocess in detail at any stage of its progression would
give a more accurate record of the process facilitating and improving process
operation, development and control. It should be noted though that process monitoring
in biotechnology is extremely primitive (Paliwal et al. 1993) constraining the advances
especially in bioprocess control. This is particular the case for downstream processing
(Mattiason and Haakanson 1991). This section will attempt to discuss the benefits of
rapid measurements and conclude on the current state of bioprocess control especially
for downstream operations.

1.3.2 Process confidence

Process monitoring is an essential component of biotechnological production and is
mandatory to meet the conditions set by the majority of regulatory authorities (Paliwal
et al. 1993). In view of the fact that process monitoring is required it is paradoxical that
quality control measurements are often carried out many hours after processing has
completed. The problem is that many measurements have to be carried out
afterwards due to the lack of available real time monitoring systems. Traditionally most
downstream processing is carried out blind in the process time scale in terms of
product and key contaminants giving little confidence in the correct operation,
especially as feed conditions are inherently variable. Rapid monitoring would enhance
process confidence by allowing the operator to follow the composition of the various
process streams in real time and take the required steps in case something
unexpected should happen. Rapid monitoring combined with powerful computer
systems, can provide real-time data logging and documentation. The real time data
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can be presented graphically to facilitate an immediate and comprehensive overview of
process conditions and performance (Sonnleitner et al. 1991).

1.3.3 Rapid process development

Bioprocess engineers are faced with increasing pressure to extract as much valuable
information as possible from each set of experiments performed (Christensen and
Marder 1996). Rapid and automated measurements of product and key contaminants
can facilitate, improve and accelerate the time costly development cycle both during
bench and pilot phase operations.

During bench scale process development rapid monitoring techniques could substitute
the laborious time consuming off-line assays eliminating the variability usually
associated with manual measurements. Rapid monitoring will also allow more
ambitious factorial experiments to be set-up improving experimental design and hence
process knowledge. A higher resolution of data points can be demanded improving
process characterisation. Further more the rapid data can be implemented for real
time process analysis through the use of a supervisory computer. By performing the
process analysis in real time the operator can focus on setting up the subsequent
operation based on up to date analysis hence accelerating the process development
cycle. Rapid monitoring is becoming a necessity in bioprocess development as
demand increases for time-efficient ways of extracting information from each
experiment (Olsson et al. 1998). Takahashi (Takahashi and Taniguchi 1989)
demonstrated the at-line monitoring of both product and contaminant levels during ion-
exchange and affinity chromatographic operations which resulted in considerable time
savings. Rapid monitoring can also accelerate the development of a process in the
pilot phase, allowing the engineer to move from one operating window to another in an
informed manner (Habib et al. 1997).

1.3.4 Process control

The purpose of control is to manipulate the control variables to: (a) maintain the
desired outputs at a constant desired value by suppressing the influence of
disturbances, (b) stabilise unstable or potentially unstable processes and (c) optimise
the performance, such as the yield, productivity or profit. The above objectives are to
be achieved under various constraints such as safety, environmental regulations,
limited resources and operational constraints. One important operational constraint in
bio-systems is the ability to monitor processes in real-time, with sufficient reliability.

Product quality can vary both during biosyntheses and during downstream processing
and that quality is a function of a complex set of variables. These variables can
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change rapidly as organisms grow and deplete nutrients in a fermenter, as the
feedstock to the purification systems varies, or as purification columns in the
processing system age. The ability to monitor the processing system rapidly would
make it possible to enhance the product quality through the control of system variables
(Paliwal et al. 1993).

Fermentation monitoring and control has been a field of intense research for many
years and a detailed discussion is therefore outside the scope of this section. Several
reviews in this area have been published (Royce 1993, Rhelm et al. 1991, Thornhill
and Royce 1991), where both conventional sensors and more recent biosensors
(Scheper et al. 1996, Schugerl et al. 1996) have been used. Various control strategies
have been applied (Vallino and Stephanopolous 1987, Lim and Lee 1991) and
. promising results have been reported.

The advances in monitoring and control of downstream processes however are less
prominent. In Mattiason and Haakanson’s (1991) extensive review on measurement
and control of downstream processing he stated:

“One question to be raised is whether it is the very nature of downstream processing that makes
it unsuitable for on-line monitoring and control. This does not seem to be the case. It is merely
that there has been no tradition of process control in downstream processing, and hence there

are no sensors or other control strategies available”.

The lack of interest in rapid monitoring and control in downstream processing is
highlighted by the scarce attention given to this area in the revised edition of
biotechnology, “measuring, modelling and control” (Rehm and Reed 1991). In this
comprehensive treatise out of 660 pages only %2 page is given on control of separation
processes. Despite this lack of interest the aspects discussed on upstream control
and the benefits this brings to the bioprocessing can be projected onto downstream
operations.

The availability of measurements of product and contaminant concentrations in real-
time would enable the simple open-loop feeding regiments that are currently in use to
be replaced by more reliable closed-loop algorithms (Konstantonov et al. 1994).
Control in downstream processing will increase the reliability concerning reproducibility
between repeated batches (Mattiason and Haakanson 1991) and human errors and
individual variations can be markedly reduced (Sonnleitner et al. 1991). Further more
automation permits exploitation of 24 hours a day and 7 days a week (Sonnleitner
1997). However sufficient information about the process state is a pre-requisite for
process control. The widespread use of computers in the biochemical industry has
provided a powerful tool with which sophisticated control methods can be applied to
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improve production efficiency. It is particularly in the areas of optimisation and control,
in which the capabilities of the computer can truly be realised. However the success of
computer based applications is highly dependent on the level and robustness of on-line
monitoring and reliable mathematical models.

Despite the existence of advanced control theories, which are applicable to
downstream processing operations in the bio-process industry, the pursuance of such
strategies to date has been limited. This is in part attributable to the lack of reliable
monitoring techniques particularly for the initial stages of recovery where a complex
mixture of product, cell and cell wall debris is present, as well as the limited
speed/frequency of monitoring. The need for rapid monitoring in bio-processes has
been highlighted by several authors (Ransohoff et al. 1990, Paliwal et al. 1993,
Mattiasson and Haakanson 1991). In Locher's detailed review (Locher et al. 1992) of
on-line measurements techniques in biotechnology it is clearly stressed that on/at-line
monitoring is substantially underdeveloped in biochemical engineering in comparison
with other industries. An important difference between upstream and downstream
processes is the relative dynamics of the operations. The fast dynamic characteristics
of downstream processes puts even more demand on rapid monitoring techniques in
terms of speed of measurements.

Today product and the process are well established by the time they become part of
the processing chain and most downstream unit operations are monitored and
controlled using traditional indirect measurements such as temperature, pH,
conductivity, UV absorbance, etc. However, indirect monitoring methods can only pick
up general changes in product and contaminant levels making efficient process control
virtually impossible.

Advances in at-line measurement methods (see next section) have enabled a few
examples of direct control of product and contaminants during downstream processing.
Holwill et al. (1997) demonstrated the control of a fractional precipitation process using
rapid measurements on product levels, enabling disturbances to be detected and the
process to be correctly regulated to insure good product recovery in real time.
Bracewell et al. (1997) and Sonsitza et al. (1998) demonstrated the rapid monitoring
and control of chromatographic operations applying at-line biosensors, indicating that if
traditional UV absorbance readings were applied poor operation of the process would
have been the outcome.
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1.3.5 Conclusion

Rapid (automated) monitoring has great importance for the biochemical engineering
discipline in terms of process confidence, improving and accelerating process
development and the potential of process control increasing the reproducibility and
hence quality of product. The bottleneck in biotechnological process control is the lack
of rapid measurement techniques of controlled biological variables. Several advances
in rapid monitoring methods have taken place these will be described in the next
section.

1.4 Rapid monitoring methods

1.4.1 Introduction

Process monitoring is an essential component in the biochemical process environment.
As discussed in section 1.3 rapid monitoring is vital for process confidence, rapid
process development, process control and automation. This section will discuss the

various types of monitoring techniques available for the biochemical industry.

In its most ambitious form bioprocess monitoring means effortless access to
continuous real-time information about all variables relevant to a given process (Olsson
et al. 1998). Today very few on-line analysis methods are available and thus at
present one has to settle for second best, at-line analysis systems or in some cases
rapid off-line measurements as the only means of monitoring a given analyte during a
bioprocess. These three monitoring procedures are illustrated in figure 1.1 and

defined below.

1) Off-line monitoring. A sample is manually taken, prepared and presented to
a detection instrument.

2) At-line monitoring. A sample is automatically taken, prepared and
transported to a detector implementing a flow system.

3) On-line monitoring. Measurement can be made directly without the need for a

sample to be taken from the bioprocess.

Most rapid monitoring systems are of at-line nature and typically consist of three
operating steps: a sampling device, a flow system and a detector. The whole system

is usually automated and delivers a discrete signal with a time delay.
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Introduction

constraints were the relatively slow speed of separation and the need for calibration.
Membrane sampling systems have been implemented in combination with several at-

line monitoring systems (Scheper et al. 1996, Merbel et al. 1996).

An alternative sampling system based on microcentrifugation has also been
developed. Rapid solid-liquid separation using this technique and subsequent HPLC
measurements of glucose and acetate from an Escherichia coli fermentation was
demonstrated by Turner et al. (1994). Chard et al. (1994) applied a similar solids
removal system prior to an enzyme catalysed FIA technique for the rapid monitoring of
a fractional precipitation operation. Although automated centrifugation is not widely
used due to the relatively high cost, it has the benefits of handling samples fast and

reproducibly without fouling.

1.4.3 Flow systems

Flow systems are applied to automatically dilute, prepare and transport a given sample
to a detection system for analysis. Three flow systems will be discussed namely, the
flow injection analysis (FIA), stopped flow analysis (SFA) and sequential injection

analysis (SIA) methods illustrated schematically in figure 1.2.

FIA is based on the injection of a well defined volume of liquid sample into a
continuous moving carrier reagent stream (Ruzicka et al. 1988). After injection the
sample is typically involved in a reaction whilst being propelled towards a detector.
The success of FIA rests on (1) the reproducible injection of the sample (2) timing of
the sample movement and (3) controllable dispersion of the sample in the carrier
stream. The advantages of FIA systems are the low response time, low sample
volume and high sampling frequency whilst the drawbacks are the lack of robustness
and large quantities of reagent required. Christensen and Marder (1996) lists a

number of publications which have demonstrated the successful use of FIA.

During SFA a well defined volume of sample and reagent is mixed and transported to a
detector by a carrier stream. The flow is temporarily stopped and the reaction initiated
by the sample-reagent mixture is followed usually in terms of a kinetics assay. The
advantages of a SFA compared to the FIA is increased sensitivity of the measurement,
the ability to evaluate the kinetics of a reaction and the reduction in use of reagent.

The drawbacks are usually a slower frequency of measurements.
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The development of SIA was to overcome the problems seen with the two above flow
systems, such as single analyte analysis, large consumption of reagent and the need
for complicated flow manifolds with several flow channels rendering the system more
liable to wear of mechanically moving parts. By introducing a single piston pump and
multi-position valve connected to a number of reagents reservoirs, sample reservoirs,
enzyme reactors, detectors the above problems can be solved (Ruzicka et al. 1990).
SIA systems are often based on stopped flow techniques, where sample dispersion
residence times and signal detection are fully separated phenomena (Christensen and
Marder. 1996).

FIA, SFA and SIA have been extensively implemented as the flow system of many at-
line analysis methods due to the large number of unit operations and sample
preparation steps which can be included as part of the analysis manifold. The use of
such techniques for rapid monitoring of fermentation and downstream process have
been demonstrated extensively in literature and they differ in the manner in which

samples are detected.

SiA

Figure 1.2. Schematic of the FIA, SFA and SIA flow systems. The letters S, B, R, PP,
D, ER, MV and IV refer to sample, buffer, reagent, piston pump, detector, enzyme

reactor, multi-position valve and injection valve.

1.4.4 Chromatographic techniques

Chromatographic techniques such as LC and GC are well established analytical
separation techniques. The sample is separated into its constituents in the flow
system and the individual components are subsequently quantified by a non-specific

detector (spectrophotometer). Chromatographic techniques allow for multi-component
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analysis and therefore have a high information density. In addition the system is very
stable and robust since they are based on physical principals. The main drawbacks of
such monitoring systems are the relative high cost and especially the low analysis

frequency, typically less than 5 h™' for LC (Olsson et al. 1998).

Capillary electrophoresis (CE) has been established as a promising chromatographic
technique due to its high resolution capacity. Electrophoresis is a process in which
charged species are separated based upon different migration rates in an electrical
field and can be applied for the determination of peptides, proteins, nucleic acids and
many types of biopolymers. CE analysis times are around 10 minutes per cycle. The
relatively slow response of chromatographic systems has limited their use to

fermentation monitoring.

1.4.5 Enzymatic measurements

Enzyme activity is generally monitored by measuring the enzyme catalysed reaction
initiated by the addition of substrate under suitable conditions. By tradition these
assays have been performed as off-line analysis. By adopting one of the flow systems
discussed above automated enzymatic assays may be performed in a faster and more
reproducible manner by eliminating the manual dilution and reagent mixing steps.
Though it is rare that the analyte or the product into which it is converted can be
detected with sufficient selectivity and sensitivity the analyte can often be quantified by
detecting co-substrate or co-products. Two classes of enzyme reactions where co-
substrates or co-product are easily detectable are oxidases and dehydogenases.
Various detection principals can be used for quantification of these reactions such as
spectrophotometry, caliometry, fluorometry and amperometry. Mattiason and
Haakanson (1991) and Olsson et al. (1998) have compiled examples of FIA techniques
which have been used in combination with enzymatic catalytic reactions and their
respective detectors. For downstream application Holwill et al. (1997) adopted a SFA
for the rapid measurement of alcohol dehydrogenase (ADH) activity during a fractional
precipitation process. Takashashi et al. (1989) demonstrated the use of a FIA for the
real time measurement of alkaline phosphate during ion-exchange and affinity column
chromatography. As enzymatic off-line assays are traditionally performed post
process completion the speed of measurements is not vital, hence enzymatic reactions
are usually allowed to run to completion or during kinetic measurements a large
number of points are taken prior to rate estimation. During at-line measurements short

cuts are taken to reduce assay times, such as only looking at the initial kinetics
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information and often not allowing the reaction to go to completion. This is possible

since sample handling is extremely reproducible.

1.4.6 Imnmunoanalysis

Analysis of individual proteins may also be performed through the binding of antibodies
to a particular region on the individual protein molecule. If an antibody is available for
the protein of interest analysis based upon precipitation, detection of radioactively
labelled antibodies (radio-immunoassay (RIA)) or the amount of enzyme activity which
can be linked to a particular protein by an antibody (ELISA) may be used to quantify
the amount of the individual protein present. Recently some of these immunoassays
have been adopted for rapid monitoring of a biochemical process. Especially the flow
injection of ELISA technique appears to be a quick, reproducible method that is easy to

automate (Nilsson et al. 1992a).

Immunoassay procedure have two parts; the actual immunoreaction and the
subsequent detection of these immunocomplexes formed. A wide variety of methods
have been established; one technique applied by Mattiason and Haakanson (1991) is
described below. First the antibody was immobilised to a solid support and packed in
a small column. The sample to be analysed for its native antigens was mixed with a
known amount of enzyme-labelled antigen. The antigen mixture was passed through
the antibody column through one of the flow systems described above. Time for
contact was in the range of 10-20 s, i.e. far too short for equilibrium in the binding
reaction to be established. However, since flow and sample addition was extremely
reproducible, it was possible to operate the system under conditions far from
equilibrium (Mattiasson & Borrebaeck 1978). After a short washing step to remove any
non-specifically bound enzyme-labelled antigen, the level of the binding reaction was
evaluated by feeding a stream of substrate for the marker enzyme. The higher the
concentration of the native antigen in the sample, the smaller the amount of labelled
antigen that was bound by the affinity column and thus a lower product pulse was
registered. Finally regeneration of the antibody column was performed prior to the

next assay cycle.

Several different transducers have been used in conjunction with binding reactions, the
choice of which varies from case to case. Mattiasson and Haakanson (1991) have
compiled a list of examples of analysis performed and detectors used in flow injection

binding assays. The times involved vary and are dependent on the time taken for
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sample mixing and transportation and reaction kinetics. Nilsson et al. (1992b)
demonstrated the use of a flow injection immunoassay for the rapid monitoring of

chromatographic separation with an assay time of 7 minutes.

1.4.7 Biosensors

A biosensor can be defined as analytical device that combines a biological component
with a transducer (Mattiason and Haakanson 1991). The biological component can be
an enzyme, an organelle, a micro-organism, a tissue or an antibody and confers
specificity on the system. The transducer (optical, thermistor or some type of
electrode) is usually placed in close proximity to the biological component and converts
the biological signal into an electrical signal, which is proportional to the analyte
concentration. Biosensors would be ideal for on-line monitoring as they provide a
close to real time continuous and very specific measurement of a given analyte.
However the drawbacks of biosensors is that they suffer from poor stability, problems
associated with sterility (fermentation use) and need frequent re-calibration.
Additionally the biosensor may not work optimally at the conditions prevailing in the
bioprocess. Consequently biosensors are currently used for analysis of cell free
samples, obtained from either manual or automatic sampling systems. Biosensors
have been used as detectors in FIA systems for fermentation (Scheper et al. 1996)
and affinity chromatographic process (Bracewell et al. 1997) where in the later
example monitoring frequencies were approximately 120 h™' and therefore applicable

for downstream process control.

1.4.8 Traditional measurements software sensors

Traditional measurements such as temperature, pH, conductivity and turbidity readings
are traditionally taken during upstream and most downstream unit operations. These
are usually regulated to fixed setpoint in order to keep environmental conditions
suitable for product stability and to aid good separation. However they give little
information on the biological state of the process by themselves.

Software sensors use data available on-line to give estimates of some indicators of the
biological state (such as biomass, product and substrate concentration) using process
models (Glassey et al. 1997). An integral component of software sensors is the model,
which relates the available measurements to the estimated process variables. Model
building can be performed from first principles through a series of mass balances or

through statistical techniques such as neural networks and multivariate analysis
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methods. Montague et al. (1992) demonstrated the use of a software sensor using an
artificial neural network based model to predict biomass concentration on-line by
applying information on the feed rate, carbon dioxide evolution rate and fermentation
age. All the publications found apply software sensors to fermentation systems, due
the vast number of already present on-line measurements on chemical and physical
properties. The application of such techniques for downstream process monitoring
was not found. However traditional measurements such as, pH, temperature,
conductivity, shear rate, process time and turbidity readings may contain information to

predict the biological state of for example a precipitation or flocculation process.

1.4.9 Spectral analysis

Spectroscopic techniques such as ultra violet (UV), visible (VIS) and infrared (IR) as
well as fluorescence, electron spin resonance and nuclear magnetic resonance have
broad application in biochemistry. They can yield a large amount of information about
biological processes. However for rapid analysis of bioprocesses at present only a few

of these techniques have been applied.

Single wavelength measurements are traditionally applied in the UV and VIS region for
an indication of protein (UV280), nucleic acid (UV260) and turbidity readings
(absorbance at 600-670 nm) which give an estimate of biomass levels. Their level of
specificity is low due to the interference of the multi-component mixture, require clear

samples or the need for dilution prior to spectroscopic analysis.

The benefits of spectral scans have recently been demonstrated both using UV-VIS
and NIR spectroscopy. By implementing the information contained in spectral scans
through multivariate analysis techniques more specific biological information can be
gained. Rapid monitoring of cell debris, protein and RNA in yeast homogenate was
demonstrated during a flocculation process using analysis of spectral scans using both
NIR (Yeung et al. 1998) and UV-VIS (Nuoi et al. 1998). With recent advances in
instrumentation (diode-array spectrophotometers, fibre optic probes) and multivariate
analysis spectroscopic instruments are finding their way into various applications for
monitoring and control purposes, especially NIR techniques (Yu and Phillips 1992).
NIR absorption is generally much weaker in intensity than those found in the UV-VIS
and mid infrared absorption bands. This is seen as useful as sample analysis can be
performed without the need for dilution or requirement of short optical pathlengths

(Plugge and Viies 1992). UV-VIS traditional spectroscopic techniques are limited in
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their on-line monitoring application for fermentation and early recovery processes due
to the turbid nature of the process streams resulting in scattering (Brimmer and Hall
1993). Dilution is required, however this can result in a more controlled and stable
sample for analysis. UV-VIS spectroscopic instruments are also cheaper and diode-
array technology for this spectral range more advanced. Several publications have
demonstrated the benefits of NIR spectroscopy mostly for on-line monitoring of
product, substrate, nutrient and biomass using diffusive reflectance modes employing
fibre-optic probes of during E. Coli (Macaloney et al. 1996), yeast (Cavinato et al.
1990) fermentation. If such techniques could be implemented during such turbid

mixtures, their application in downstream monitoring should be possible.

1.4.10 Conclusion

Today only very few on-line analysis methods are available that in a non-invasive
manner deliver a continuous real time signal of the bioprocess performance. Hence at
present at-line monitoring techniques are the closest to real-time data and in many
cases rapid labour intensive off-line assays are employed to follow a bioprocess.
Several at-line measurement techniques have been discussed in terms of the analyte
specificity, monitoring times and manner of automation. In most cases some form of
automated sample preparation, flow system and detection instrument was employed.

The detection instrument creates the specificity of the at-line system.

When applying at-line measurements for real time process characterisation and control
the time delays associated with the discrete measurements have to be accounted for
in terms of the process dynamics. The relatively fast dynamics of downstream
processes combined with the discrete nature of at-line measurements results in a low
resolution of data points for process characterisation and control. By combing the at-
line information with earlier experiences of the process relatively good predictions of
the process development can be made. As the time delays of at-line data are reduced,
a better connection between measurement and response can be obtained. It should
be stressed that traditional parameters should also be registered. This means that a
data basis for proper action will be available, based on several factors monitored.
Although the whole area of monitoring and control in downstream processing is
currently under resourced new techniques based on spectroscopic and biosensor
technology are advancing enabling on-line measurements and hence the possibility of

robust closed loop process control.
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1.5.Control Theory

1.5.1 Introduction

The purpose of this section is to review some of the techniques available to the
process engineer for setting up control configurations and to identify the main
limitations, especially when applied to downstream bioprocesses. Process control

terminology and basic control considerations will be discussed.

The "steady-state" operation of processes is one of the fundamental concepts of
chemical and biochemical engineering. It has proved highly successful in analysing
the behaviour of existing processes or plants, and in designing new ones. It must be
appreciated, however, that the steady-state is a highly idealised situation. Although a
process is designed to run at steady state, it is likely that the conditions in it will be
changing continuously with time. Such behaviour may be caused by, short-term
disturbances, such as changes in the flowrate, pH, temperature or composition of the
feed stream, due to changes upstream. Long-term disturbances, such as, the loss of
column efficiency during chromatography or flocculant effectiveness with time due to
ageing, and deliberate control actions, due to changes in set-point values by the
process control engineer. The steady-state operating conditions for a given process,
are normally determined at the design stage so as to optimise a certain objective
criterion, such as maximum productivity or specific purity. The objective of control is to
manipulate the available control variables of a given process or unit operation in order
to:

¢ Maintain the desired outputs at a constant value or to follow a certain

profile, by suppressing the influence of external disturbances.
¢ Stabilise processes in terms of robustness.
¢ Optimise yield, purity productivity or operating costs.

The above objectives have to be achieved under various constraints, such as safety,
environmental regulations and operational constraints. It must also be recognised that
some processes are inherently unsteady, i.e. batch operations. Downstream
processes are seen as a sequence of batch processes although specific unit
operations can be run in a continuous manner. The complexity of batch processes is
their inherent unsteady nature and require a start-up and shut-down control strategy.

1.5.2 Variable classification

The control engineer usually classifies the process variables under two main groups;

input variables, which denote the effect of the surroundings on the process, and output
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variables, which convey the effect of the process on the surroundings, see figure 1.3.
Both the input and output variables can be further classified into sub-categories. Input
variables can either be manipulated variables, design variables or disturbances. The
former occurs if the input variables can be adjusted freely by the human operator or by
a control mechanism, whilst the latter is the case if their values are not the result of an
adjustment by an operator or a control system. According to their direct measurability,
the disturbances can be further classified into measured and unmeasured

disturbances.

External disturbances

Measured Un-measured
Manipulated
variables . Process system ----- -»
Measured
outputs
—— |nput variables Un-me!sured
""" Output variables outputs

Figure 1.3. Types of process variables.

Output variables are classified into either measured or unmeasured output variables,
depending if their values are known directly. The measured output variables may then
be used as controlled variables, if the process engineer chooses to utilise them for
control purposes.

1.5.3 Definition of control objectives

Precise definition of control objectives is vital for the design of an effective control
strategy. Initially control objectives are defined qualitatively; subsequently they are
quantified, usually in terms of the output variables. Control objectives and setpoint
values, are usually determined in the process design stages. For example, a
predetermined flocculant dose may be specified as the control setpoint. However in
many cases the feed material for early bioprocess recovery systems is variable due to
fluctuations in upstream conditions. A more appropriate control setpoint would be to
specify the fraction of contaminant removal for example.

Due to the interactive nature of downstream bioprocesses the objectives for a unit
operation should take into account the ideal feed requirements of the subsequent
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operation. For example; the objectives of a homogeniser, as a unit operation is solely
to disrupt cells and achieve maximum product release. However the overall objectives
of the homogeniser-centrifugation process is not only to achieve good product release,
but also to attain satisfactory removal of cell debris. A trade off exists as for more
product release a higher number of passes is required resulting in more fragmented
cell debris, which is difficult to separate during centrifugation. The control engineer will
have to specify certain minimum and maximum thresholds for product yield and
contaminant removal and use these as setpoints, i.e. a setpoint of at least 95% product
release.

1.5.4 Selection of measurements

Whatever our control objectives are, we need to monitor the performance of the
process, and hence one needs to determine which variables should be measured in
order to monitor the process performance. Variables in bioprocesses are very difficult
if not impossible to monitor on-line. Three types of measurements can be defined:
Primary measurements, is when the control objective can be directly measured,
secondary measurements when the control objective is estimated through other
measurement values and tertiary measurements, is when the disturbances are
monitored. The tertiary measurements are relevant for feedforward control systems,
which will be described later.

1.56.5 Selection of manipulated variables

Usually in a process there are a number of available input variables which can be
adjusted freely in order to compensate for any disturbances. Which ones we select to
use as manipulated variables is vital, as the choice will affect the quality of the control
actions. Some manipulated variables, have a direct fast and strong effect on the
controlled output variables, others do not. Some manipulated variables are easy to
manipulate, i.e. flow rates others are more difficult (ionic strength, pH). Most
downstream operations tend to be single input - multiple output (SIMO) systems,
hence the choice of manipulated variables is limited to the one. The systems tend to
be multiple input-multiple output (MIMO) systems, which, for practical reasons, have
been reduced to SIMO systems. For example, the homogenisation step, has two main
input variables which can be manipulated directly, namely, the number of passes and
the operating pressure. However the operating pressure is always maintained

constant during a run, hence the MIMO system gets reduced to a SIMO system.
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1.5.6 Determination of control configuration

After determining the control objectives, the possible measurements, and the available
manipulated variables, one needs to define the best control configuration for the given
process, i.e. which measurements (controlled variables) should be interconnected with
which manipulated variables. Two general types of control configurations can be

defined, feedback and feedforward control loops, illustrated in figure 1.4.

CA ‘ .....................
: Disturbances
Feedforward
Process (===
Input ; Output
variables : : variables
Feedback
e CA |a-memeeeen: :

Figure 1.4 Overview of feedback and feedforward control loops. CA refers to the
control action performed on the input variable(s).

Feedback (FB) control configuration uses the direct measurement of the controlled
variables to adjust the values of manipulative variables. The objective is to keep the
controlled variable at desired level. For example the release of protein during
homogenisation can be used to regulate the number of passes through the

homogeniser.

Feedforward (FF) control configuration uses direct measurement of the
disturbances to adjust the values of the manipulated variables. Feedforward control
can be a very effective means of improving the dynamic response of a control system
when simple feedback is not satisfactory. However FF control assumes that it is
possible to measure some of the major disturbances that drive the process away from
the desired set point. If one knows how a process will respond to a disturbance, one
can, in principle, generate a control signal that will compensate for the predicted
response to a disturbance before it occurs, thereby holding the process at the desired
state. In order to keep the value of this output at the desired level, we need to change
the value of the manipulated variable by such an amount as to eliminate the impact
that the disturbance would have on the output. By how much though? The control
engineer must know the following relationships :
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Process output = f{manipulated variables)

Process output = g(disturbances)

This example demonstrates how important mathematical modelling is for design of a
feedforward control system. Without good and accurate mathematical modelling we
cannot design efficient feedforward control systems. By adopting a combination of FF
and FB control an effective control strategy can be created. The FF controller, would
increase the speed of recovery, whilst the FB controller would act as a fine tuner. A
control configuration for a centrifugal operation can for example adopt a FF control
system to monitor any changes (disturbances) in feed conditions and regulate the

discharge rate or flowrate accordingly.

1.5.7 Design of the controller

In every control configuration the controller is the active element that receives the
information from the measurements and takes appropriate control actions to adjust the
manipulated variables, in order to compensate for disturbances. The controller's
function is therefore to compare the measured output value to a given setpoint, and
based on this deviation between desired and actual values perform some control
action by applying a certain algorithm. The controllers are named after the particular
algorithm they use on the error signal. The most common controller is called a PID
controller and uses proportional (P), integral (/) and derivative (D) actions. The
simplest type of controller is ON/OFF control. Here the control action is switched on
when the controlled variable exceeds a specified setpoint and turned off when the
controlled variable falls below another specified threshold.

1.5.8 Other control configurations

Selective control systems

These are control systems that involve one manipulated variable and several
controlled outputs. Since with one manipulated variable we can control only one
output, the selective control systems transfers control action from one controlled output
to another according to need. A selective control system selects among several
similar measurements the one with highest value or priority and feeds it to the
controller. For example, in order to maintain a certain yield level, whilst maximising the
removal of contaminants a selective control system can be adopted. The yield factor is
the first priority whilst the contaminant removal is the secondary objective.
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Sequence control

Since batch and fed-batch systems vary with time, the control system must deal with
time- and event- based process conditions and transition phenomena. In a batch
precipitation operation sequences of operations need to be followed. First a batch tank
is filled with feed material and brought to the right conditions (temperature, pH, salt
concentration), a fixed volume of precipitant is added, aggregation of precipitants is
allowed to age at specific shear conditions and the termination of the precipitation step
is followed by centrifugal separation. The starting of pumps and the opening of valves
are all events in time, requiring different control actions. An important question to ask
is what concentration of precipitant should be added? For a variable feed stream a
different precipitant dose is required to be determined. A FF control configuration
could be implemented requiring some form of process model. Alternatively real time
optimisation of the process can be performed which determines the ideal precipitant
dose setpoint for each batch.

1.5.9 Adaptive optimisation and high level control

The objective of adaptive optimisation and control is to determine optimal operating
conditions for a bioprocess that may be unknown or may change with time and
subsequently control the process to these conditions using the techniques described
above. The optimisation involves determining the best operating variables, which
leads to optimum performance as measured by a given performance index. For
example, during a precipitation and flocculation process due to the variable nature of
the feed material a fixed predetermined setpoint for pH, salt concentration and
precipitant or flocculant dose is not possible. One needs to determine in real time
optimal operating conditions. During batch mode this may be done by observing the
output levels (product and contaminant level if possible) given the specific input
conditions (dose level, pH, conductivity) during the gradual dosing of precipitant or
flocculant. By applying such an input-output data with estimator process model
parameters can be determined. These up to date estimations of model parameters for
the given batch run can be used to fully characterise the process and fed to an
optimisation procedure to determine the optimum conditions and apply these as control
setpoints.

1.5.10 Conclusion

An overview of process control terminology and basic control considerations for
downstream processes have been described. The determination of control objectives
and subsequent setpoints are dependent on not only the specific objectives of a single

unit operations but the behaviour of the subsequent downstream process. The correct
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selection of the manipulative and controlled variable as well as the control
configuration will determine the effectiveness of the control system to regulate a given

process to its pre-specified setpoints.

In downstream processes most input variables can be classified as design variables.
Material from upstream operations can be defined as possible disturbances due to the
fluctuations observed in fermentation conditions. This leaves the operator with just a
few manipulative variables to achieve the control objectives. In some situations the
process setpoints may be unknown and change between batches. An adaptive
optimisation procedure, adopting a process model, can determine optimum operating

conditions in real time.

1.6 Early recovery operations and approaches to their control
using direct measurements

1.6.1 Introduction

The purpose of this section is to analyse possible control configurations for a few
downstream unit operations. The following sections will give a brief introduction to
each purification step, followed by a more detailed description of some operations
which will be studied later in this work. An analysis of the control problem using direct
measurements on product and contaminants will be given based on existing
publications. The unit operations will be discussed in roughly the order they occur in a
typical downstream process.

1.6.2 Cell disruption - High pressure homogeniser

Background
Protein purification schemes diverge initially depending on whether the desired product

is retained inside or secreted outside the cell. For intracellular products some form of
cell disruption is required. Cell disruption methods can be categorised into mechanical
and non-mechanical methods, which again can be divided into several types of cell
release techniques. Non-mechanical methods include; desiccation, high pH, osmotic
shock, chaotropic agents, detergents, freezing, antibiotics or cell wall hydolytic
enzymes. In each case the cell membrane may be either totally disrupted or made
partially permeable to allow the product to escape. Non-mechanical disruption
methods, are usually inflexible, often time consuming batch operations, expensive and
can cause further purification problems downstream.
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