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ABSTRACT

Context. In metric theories of gravity with photon number conservation, the luminosity and angular diameter distances are related via the Etherington relation, also known as the distance duality relation (DDR). A violation of this relation would rule out the standard cosmological paradigm and point to the presence of new physics.

Aims. We quantify the ability of Euclid, in combination with contemporary surveys, to improve the current constraints on deviations from the DDR in the redshift range 0 < z < 1.6.

Methods. We start with an analysis of the latest available data, improving previously reported constraints by a factor of 2.5. We then present a detailed analysis of simulated Euclid and external data products, using both standard parametric methods (relying on phenomenological descriptions of possible DDR violations) and a machine learning reconstruction using genetic algorithms.

Results. We find that for parametric methods Euclid can (in combination with external probes) improve current constraints by approximately a factor of six, while for non-parametric methods Euclid can improve current constraints by a factor of three.

Conclusions. Our results highlight the importance of surveys like Euclid in accurately testing the pillars of the current cosmological paradigm and constraining physics beyond the standard cosmological model.
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1. Introduction

Standard cosmological analyses rely on several explicit or implicit assumptions. Three examples of commonly made assumptions are that the Copernican principle holds (i.e. we are not at a special place in the Universe), that the photon number is conserved, and that the Universe is homogeneous and isotropic, at least on sufficiently large scales. While they are, in some sense, the pillars on which standard cosmology is built and none of them are seriously challenged by current data (for a possible exception see Webb et al. 2011), they are violated in many extensions of the standard cosmological model and of the standard particle physics paradigm, with extensions of the latter collectively known as beyond the standard model (BSM) theories. In this work, we focus on another of these assumptions, which is related to, but conceptually different from, the previous three: the so-called distance duality relation (DDR), which is crucial for tests of the background expansion rate of the Universe as it allows us to relate the luminosity and angular diameter distances while at the same time affecting the prediction for the change in redshift of the cosmic microwave background (CMB) radiation temperature. Specifically, the DDR holds true for metric theories of gravity where the photon number is conserved and photons travel along null geodesics. Testing these predictions with cosmological data therefore has the potential to rule out large classes of extended theories or to observe signatures of non-standard physics.

Combining supernova data from the supernova cosmology project (SCP) Union 2008 compilation (Kowalski et al. 2008) and H(z) data from Stern et al. (2010), deviations from the standard DDR have been constrained to few percent (Avgoustidis et al. 2010; Ma & Corasaniti 2018). At the same time, direct measurements of CMB temperature at different redshifts, denoted T(z) hereafter, have been obtained at both low redshifts (z ≤ 1) via observations of the Sunyaev – Zel’dovich effect in galaxy clusters (Luzzi et al. 2009) and at higher
redshifts ($z > 1$) through high-resolution spectroscopy of atomic, ionic, or molecular levels excited by the absorption of CMB photons (Noterdaeme et al. 2011). The deviation from the standard redshift evolution of CMB temperature has also been constrained to a few percent (Noterdaeme et al. 2011). In models where deviations from the DDR arise due to an effective opacity effect (e.g. dimming due to photons decaying into an unobserved particle), the same physical mechanism can also give rise to a related violation of the standard $T(z)$ evolution. For such models, the combination of distance and temperature measurements as two independent probes of the same underlying mechanism shrunk the constraints on the deviation of $T(z)$ to 0.8% (Avgoustidis et al. 2016). Other possible observables to constrain possible violations of the DDR include galaxy clusters (Holanda et al. 2010; Li et al. 2011), the Sunyaev-Zeldovich effect (Holanda et al. 2012), strong gravitational lensing (Liao et al. 2016), and standard sirens from gravitational wave observations (Liao 2019; Hogg et al. 2020).

Upcoming and more sensitive cosmological surveys for supernovae and baryon acoustic oscillations (BAO) will further tighten the constraints achievable through distance measurements. Here we focus on Euclid, an M-class space mission of the European Space Agency due for launch in 2022. It will carry two different instruments on board: a visible imager (Copper et al. 2018) and a near-infrared spectrophotometric instrument (Costille et al. 2018). Together they will carry out a photometric and spectroscopic galaxy survey over 15 000 deg$^2$ of extra-galactic sky with the aim of measuring the geometry of the Universe and the growth of structures up to $z ~ 2$ and beyond (Laureijs et al. 2011).

Euclid will have three main cosmological probes: weak lensing and galaxy clustering from the photometric survey and galaxy clustering from the spectroscopic survey. While photometric galaxy surveys allow for observations of large numbers of galaxies with relatively large redshift uncertainties, spectroscopic galaxy surveys provide information for fewer objects but with much higher radial precision. The spectroscopic accuracy of Euclid will allow for precise galaxy clustering analyses that include the radial dimension. Here we simulate BAO data from Euclid using the Fisher matrix technique and specifically following the same strategy used in Euclid Collaboration (2020a), hereafter EC19, for the spectroscopic survey.

On the other hand, improved direct measurements of the CMB temperature at different redshifts will be available, such as those expected in the coming years from ESPRESSO (Pepe et al. 2013; Leite et al. 2016), and eventually ELT-HIRES (Liske 2014), and these will significantly improve the available constraining power (Avgoustidis et al. 2014). In addition to this, future observations of gravitational wave events will allow us to exploit standard sirens to obtain luminosity distance measurements at even higher redshifts, thus extending the redshift range of DDR tests (see for example Yang et al. 2019).

Our work also highlights some of the synergies between different surveys. Specifically, we will show how data from the Dark Energy Spectroscopic Instrument (DESI, DESI Collaboration 2016), a survey that aims at probing the expansion rate and large-scale structure (LSS) of the universe, and from the Legacy Survey of Space and Time (LSST), performed by the Vera C. Rubin Observatory (Abell 2009), can complement the Euclid BAO survey and extend the probed redshift range.

In Amendola et al. (2018), forecast constraints on deviations from the standard DDR were presented (and their implications on mechanisms of cosmic opacity explored), combining a dark energy task force stage IV supernova mission (Albrecht et al. 2006, taking SNAP as a concrete example) and the galaxy survey expected to be performed by the Euclid satellite (Laureijs et al. 2011). In this paper, we aim to update and extend those results on constraining DDR deviations; specifically, we rely on more recent Euclid specifications (see EC19) and we investigate possible synergies between this survey and contemporary observations. We also refine the analysis done in Amendola et al. (2018); we follow the common approach of encoding DDR violations in the phenomenological function $\epsilon(z)$, but, alongside the common constant parameterization, we include here a binning in redshift of this function in order to understand if current or future data are able to detect a redshift trend. Moreover, we also apply a more refined machine learning technique to reconstruct $\epsilon(z)$ with a minimal set of assumptions, performing our analysis with the use of genetic algorithms (GAs) (Bogdanos & Nesseris 2009; Nesseris & Garcia-Bellido 2012).

After reviewing the theoretical background of the DDR in Sect. 2, we describe the different analyses done in this work to test the relation in Sect. 3, detailing both our parameterized approach and the agnostic reconstruction. We then present the constraints obtained from current observations in Sect. 4. The results of this analysis are used as a fiducial cosmology for the mock data we produce in Sect. 5 and then compared with forecast results, which are discussed in Sect. 6. Finally, we draw our conclusions in Sect. 7.

2. Extensions of the distance duality relation

In any cosmological model based on a metric theory of gravity, the Etherington relation (Etherington 1933), also known as the DDR, implies that distance measures are unique. The luminosity distance, $d_L(z)$, is related to the angular diameter distance, $d_A(z)$, as

$$d_L(z) = (1 + z)^2 d_A(z),$$

(1)

and this relation is valid in any cosmological background where photons travel on null geodesics and where, crucially, the photon number is conserved. Deviations from DDR as expressed in Eq. (1) can be directly constrained by data (for example using a phenomenological parameterization), but one is often interested in constraining the underlying physical mechanism giving rise to such deviations within a class of cosmological models. For example, in models where photons can decay into another particle that remains unobserved, there is an effective violation of photon number conservation which can be used to constrain the coupling between the photon and the new particle.

On the other hand, if the expansion of the Universe is adiabatic and the CMB spectrum was a black-body at the time it originated, such a property will be preserved by the subsequent cosmological evolution, with the CMB temperature evolving as

$$T(z) = T_0(1 + z).$$

(2)

This is a robust prediction of standard cosmology, but it is violated in many non-standard models, including scenarios involving photon mixing (for a review see Jaeckel & Ringwald 2010) and the violation of photon number conservation, which may also induce deviations from the DDR. Throughout this paper we assume that the cosmological principle holds, namely that the Universe is, to first approximation, homogeneous and isotropic. Consequently, we do not investigate any possible dependence of the DDR on the direction of the sky and only tackle its possible redshift dependence (for further discussion on the validity of
From a theoretical point of view, models violating the DDR through a violation of photon number conservation are of particular interest and, as has been alluded to above, in such extended theories one expects deviations from both Eqs. (1) and (2). Therefore, an analysis of such behaviour could in principle benefit from the complementarity between galaxy and supernova surveys, probing departures from the DDR, and spectroscopic tests of $T(z)$ evolution, both of which will be available during the next decade.

Deviations from the Etherington relation are commonly parameterized as

$$d_L(z) = (1 + z)^{2+\epsilon(z)} d_A(z),$$

where the function $\epsilon(z)$ is usually assumed to be constant and, using currently available data, its value is constrained to be $O(10^{-2})$ (Avgoustidis et al. 2009, 2010). As the precision of the data improves and the available redshift range is extended, the DDR could be probed at larger redshifts, $z \geq 2$, and tighter constraints of a possible redshift dependence could, in principle, be obtained. Deviations from the standard DDR are also commonly encoded in a function $\eta(z)$, defined as

$$\eta(z) = \frac{d_L(z)}{d_A(z)(1 + z)^{2}} = (1 + z)\epsilon(z).$$

Similarly, deviations from the standard evolution of the CMB temperature with redshift can be parametrized phenomenologically by (Lima et al. 2000; Luzzi et al. 2009; Avgoustidis et al. 2012)

$$T(z) = T_0(1 + z)^{-\beta},$$

where for simplicity it is assumed that violations of the standard behaviour are achromatic (they do not depend on the photons’ wavelength) and approximately adiabatic, so the spectrum of CMB radiation remains approximately a black body spectrum. A discussion of these assumptions can be found in Avgoustidis et al. (2016). It is important to stress that in a broad range of models where the photon number is not conserved, and so the temperature-redshift relation and the DDR are both violated, the functions parameterizing these two possible violations will not be independent. Defining a generic function $f(z)$ encoding the violation of the temperature-redshift relation as

$$T(z) = T_0(1 + z)f(z),$$

it is possible to show (Avgoustidis et al. 2012) that the DDR violation will then be

$$d_L(z) = d_A(z)(1 + z)^{2} f(z)^{1/2}.$$  

Therefore, for the two simple parameterizations introduced above, the parameterized deviations from the standard model are related as

$$\epsilon = -\frac{3}{2} \beta.$$  

In this work we focus mainly on constraining violations from the DDR using supernova and BAO data, but have in mind a specific class of physical mechanisms producing violations of both Eqs. (1) and (2), due to a change in the photon flux during the propagation from distant sources. Such mechanisms would affect the supernova luminosity distance measures but not the determinations of the angular diameter distance. This means that probes of the latter (BAO) can be combined with supernova surveys to constrain deviations from photon number conservation. In addition, it also means that direct measurements of the CMB temperature at different redshifts could be used to further improve the available constraining power, as mentioned above.

Photon conservation can be violated by simple astrophysical effects or by exotic physics. Amongst the former we find, for instance, attenuation due to interstellar dust, gas, and/or plasma. Such astrophysical mechanisms produce an effective opacity, which would correspond to a positive value of the phenomenological parameter $\epsilon$. Most known sources of attenuation are expected to be clustered and can be typically constrained down to the 0.1% level (Ménard et al. 2008; More et al. 2009).

Unclustered sources of attenuation are more difficult to constrain. Grey dust (Aguirre 1999) was initially invoked to explain the observed dimming of Type Ia supernovae (SNIa) without resorting to cosmic acceleration. While this has been subsequently ruled out by observations (Aguirre & Haiman 2000; Bessett & Kunz 2004), it has been shown (Corasaniti 2006) that the effect of grey dust could cause an extinction as large as 0.08 mag at $z = 1.7$, thus potentially affecting dark energy parameter inference from future supernova surveys.

Concerning exotic physics explanations, a possible source of photon conservation violation is the coupling of photons with particles beyond the standard model of particle physics. Such couplings would mean that, while passing through the intergalactic medium, a photon could disappear, or even (re)appear, while interacting with such exotic particles, modifying the apparent luminosity of sources. Therefore, in this case, we may in principle envisage both positive and negative values for $\epsilon$. In Avgoustidis et al. (2010), the mixing of photons with several such particles is considered and constrained in three representative scenarios: scalars known as axion-like particles (SVrek & Wittten 2006), chameleons (Brax et al. 2010), and the possibility of mini-charged particles, which have a tiny and unquantized electric charge (Holdom 1986; Batell & Gherghetta 2006). The implications of each of these three specific scenarios for the SNIa luminosity have been described by several authors (Csáki et al. 2002; Mörtsell et al. 2002; Burrage 2008; Ahlers 2009).

Finally, it is worth noting that any violations in photon conservation can be described as an opacity effect in the observed luminosity distance, which one can parameterize through a generic opacity parameter, $\tau(z)$, as

$$d_L^{\text{obs}}(z) = d_L^{\text{true}}(z) \exp[\tau(z)].$$

We note that a negative $\tau(z)$ allows for apparent brightening of light sources, as would be the case, for example, if exotic particles were also emitted from the source and converted into photons along the line of sight (see Burrage 2008). For specific models of exotic matter-photons coupling, such as axion-like particles, chameleons, and mini-charged particles, the function $\tau(z)$ can be obtained in terms of the parameters of the model (Avgoustidis et al. 2010).
3.1. Parameterized approach

A first simple way to constrain the cosmic DDR is to parameterize departures from the Etherington relation through a constant (redshift-independent) parameter $\epsilon(z)$, that is

$$d_L(z) = (1 + z)^{\epsilon_0}d_A(z),\tag{10}$$

with $\epsilon_0 = 0$ being the standard limit. However, we are also interested in a possible redshift dependence of such departures, as many of the theoretical models discussed in Sect. 2 produce a redshift dependent modification of the DDR. Therefore, we take one step further by using the general form of Eq. (3). Choosing a specific model violating the Etherington relation would allow us to obtain $\epsilon(z)$ in terms of the parameters of the chosen model. However, the aim of this paper is not to constrain specific theories; in order not to make strong assumptions on the redshift dependence of $\epsilon(z)$, one could exploit parameterizations of the redshift trend of such a function (Lv & Xia 2016). Instead, we consider a simple binning of this function in two redshift bins, that is

$$\epsilon(z) = \begin{cases} 
\epsilon_0 & \text{if } z < z_\text{c}, \\
\epsilon_1 & \text{if } z \geq z_\text{c},
\end{cases}\tag{11}$$

where $z_c$ is a transition redshift; we will comment on the choice of this redshift in the results section.

In order to constrain these two parameterizations, we implement them in a new likelihood module interfaced with the publicly available MCMC sampler Cobaya (Torrado & Lewis 2020), able to reconstruct the posterior distribution of cosmological parameters, using SNIa and BAO data coming from current surveys or from simulated datasets. SNIa data are compared with the theoretical predictions given by Eq. (3), while with BAO data we compare combinations of the Hubble parameter $H(z)$ and of the standard angular diameter distance of Eq. (12).

We assume for this parameterized approach that the Universe expansion is well described by a flat $\Lambda$CDM model, with the late time evolution dominated by a cosmological constant with equation of state parameter $w(z) = -1$. Given the flatness assumption, the angular diameter distance appearing in Eq. (10) can be obtained in terms of the Hubble parameter $H(z)$ as

$$d_A(z) = \frac{c}{1+z} \int_0^z \frac{dz'}{H(z')} .\tag{12}$$

Therefore, we sample through Cobaya $\epsilon_0$ and $\epsilon_1$, parameterizing deviations from the standard DDR, alongside the total energy density of matter $\Omega_{m,0}$, and the Hubble constant $H_0$, using flat priors on these parameters. The assumption of a flat Universe implies that the energy density given by the cosmological constant $\Lambda$ is $\Omega_\Lambda,0 = 1 - \Omega_m,0$, neglecting the contribution of radiation energy density since we are analysing low-redshift data. Furthermore, we fix the baryon energy density to the mean obtained by Planck $\Omega_{b,0}h^2 = 0.02225$ (Planck Collaboration VI 2020). Abandoning the assumption of $\Lambda$CDM and allowing for free parameters describing the equation of state of the dark energy component would impact the constraints on DDR violation parameters, with the possibility of introducing degeneracies between the parameters determining $u(z)$ and $\epsilon(z)$; we leave however the investigation of this possibility for future work.

3.2. Genetic algorithms

The GAs represent a class of machine learning methods that can be used for non-parametric reconstruction of data and are based on the notions of grammatical evolution, as expressed by the genetic operations of crossover and mutation. In particular, the GAs mimic the principle of evolution through the implementation of natural selection; a group of individuals evolves over time under the influence of the stochastic operators of mutation, namely a random change in an individual, and crossover, that is the combination of different individuals to form offspring.

The probability that a member of the population will produce offspring, or in other terms its “reproductive success”, is assumed to be proportional to its fitness. The latter measures how accurately each individual of the population fits the data, here quantified through a $\chi^2$ statistic (for more details on the GA and various applications to cosmology see Bogdanos & Nesseris 2009; Akrami et al. 2010; Nesseris & Shaflaloj 2010; Nesseris & Garcia-Bellido 2012, 2013; Sapone et al. 2014; Arjona & Nesseris 2020a,b; Arjona 2020), which is obtained following the same likelihood computation used in Sect. 3.1.

Qualitatively, the joint reconstruction of the SNIa and BAO data with the GA proceeds as follows. An initial population of functions is randomly chosen such that every member of the population contains initial guesses for both the luminosity distance $d_L(z)$ and the duality parameter $\chi(z)$. At this point we also impose some physical priors, such as that the luminosity distance at $z = 0$ is zero, but we make no assumption on a DE model. Then, each member’s fitness is calculated via a $\chi^2$ statistic, using as input the SNIa and BAO data and their individual covariances. Subsequently, the mutation and crossover operators are applied to the best-fitting functions in every generation, chosen via tournament selection—see Bogdanos & Nesseris (2009) for more details. This process is then iterated thousands of times, so as to ensure convergence, and with different random seeds, so as not to bias the results due to a specific choice of the random seed.

After the GAs code has converged, the final output is a pair of two continuous and differentiable functions of redshift that describe the luminosity distance $d_L(z)$ and the duality parameter $\chi(z)$, respectively. At every step the angular diameter distance is calculated following Eq. (4), while the Hubble parameter $H(z)$ is calculated via differentiation of the latter assuming flatness. In the case of the current data we also numerically minimize the $\chi^2$ at every step over the combination $r_*(z_\text{c})h$ with $r_*(z_\text{c})$ the comoving sound horizon at the drag epoch and $h = H_0/(100 \text{ km s}^{-1} \text{ Mpc}^{-1})$, in order to avoid making any model assumptions for the BAO physics at early times.

To estimate the errors on the reconstructed functions, we use an analytical approach developed by Nesseris & Garcia-Bellido (2012, 2013), where the errors are calculated via a path integral over the whole functional space that can be scanned by the GA. The GA path integral approach was extensively tested by Nesseris & Garcia-Bellido (2012) and found to be in excellent agreement with bootstrap Monte-Carlo error estimates.

In summary, using this approach we can reconstruct any cosmological function, for example the luminosity distance $d_L(z)$ or the duality parameter $\chi(z)$ that we consider here, by applying the GA to any dataset of choice. No assumptions on the specific cosmological model or the behaviour of DE need to be made, hence our results are independent from specific DDR violation models. Since in our case the best-fit is very close to $\Lambda$CDM and the errors are much larger than the effects of any possible model bias in the covariances of the data, we can safely assume for the time being that these effects have a rather minimal impact on the whole minimization process.

Finally, for the numerical implementation of the GA used in this paper we use the publicly available code Genetic
In order to constrain the deviation from the standard DDR, we need to analyse a set of data providing information on the luminosity and angular diameter distances. We focus therefore on currently available observations of SNIa and BAO.

The BAO data will provide information on the angular diameter distance $d_A(z)$ and the Hubble parameter $H(z)$. We use here measurements of the ratio $d_A$, defined as

$$d_A \equiv \frac{r_s(z_d)}{D_V(z)},$$

where $D_V$ is the volume averaged distance

$$D_V(z) = \left[1 + z \frac{d_A}{H(z)} \right]^{1/3},$$

and $r_s(z_d)$ is the comoving sound horizon at the drag epoch

$$r_s(z_d) = \frac{1}{H_0} \int_{z_d}^\infty \frac{c_s(z)}{H(z)/H_0} \, dz,$$

with $c_s(z)$ the sound speed and $z_d$ the redshift at the drag epoch (see Eq. (4) of Eisenstein & Hu 1998). In the $\Lambda$CDM model, Eq. (15) can be approximated as (see Eq. (26) of Eisenstein & Hu 1998)

$$r_s(z_d) \approx \frac{44.5 \log(z) - 0.83 \log(z)}{\sqrt{1 + 10(\Omega_m h^2)^{1/3}}},$$

Throughout this paper we will assume that this approximation holds in all our parameterized analyses. Moreover, as the data combination considered here cannot constrain $\Omega_{b0} h^2$, we assume the value $\Omega_{b0} h^2 = 0.02225$ from Planck 2018 (Planck Collaboration VI 2020). We notice that the constraints one can obtain through analysis of the BAO can depend significantly on this assumption, with different choices available on how to obtain prior information on $r_s(z_d)$ (see for example Cuesta et al. 2015, for a detailed discussion on the role of $r_s(z_d)$ assumptions in BAO analysis). For instance, a change of 1% in the value of $\Omega_{b0} h^2$ leads to a change of about 2% on the distance ratio $d_A$. The observational constraints, on the other hand, on the quantity given by Eq. (13), as well as on the Hubble distance $D_H = c/H(z)$, that we consider here are provided by the surveys 6dFGS (Beutler et al. 2011), SDDS (Anderson et al. 2014), BOSS CMASS (Xu et al. 2012), WiggleZ (Blake et al. 2012), MGS (Ross et al. 2015), BOSS DR12 (Gil-Marín et al. 2016), DES (Abbott et al. 2019), Ly-α observations from Blomqvist et al. (2019), SDSS DR14 LRG (Bautista et al. 2018) and quasars observations from Ata et al. (2018). In the rest of the paper, we will refer to the combination of these datasets as BAO, for simplicity. We refer the reader to Appendix A for further details on how these datasets are combined together and a description of their likelihood.

We also note that the BAO data may have some model dependence, as a fiducial cosmology is required in order to convert the measured angular scales to distances, while some more uncertainty may also be introduced by the non-linear effects which damp and modify the position of the BAO in the galaxy power spectrum. Both of these issues of course imply that systematic errors of a few percent may be introduced in the inferred cosmological parameters (see Angulo et al. 2008). While it is possible to standardise the BAO distance measurements, many of these techniques are based on the particular modelling of non-linear scales, something which is quite complicated for theories beyond the $\Lambda$CDM model. Not including the non-linear modelling, may thus lead to reduced constraining power (see for example Anselmi et al. 2018).

On the other hand, the SNIa data provide information on the luminosity distance $d_L(z)$, as the measured observable is the apparent magnitude $m(z)$ which can be expressed as

$$m(z) = M_0 + 5 \log \left( \frac{d_L(z)}{Mpc} \right) + 25,$$

where $M_0$ is the intrinsic magnitude of the considered supernova. Such a quantity is completely degenerate with the Hubble constant $H_0$, thus, if no external information is provided, SNIa data are not able to constrain these two quantities. Here, we analyse the SNIa data using the likelihood expression from Appendix C in Conley et al. (2011), which already takes into account the marginalization of $M_0$ and $H_0$ from the SNIa analysis. The dataset we consider for the SNIa is the updated Pantheon compilation of 1048 points from Scolnic et al. (2018).

### 4.1. Parameterized results

Using the surveys described above we can quantify the current constraining power on the DDR, both in the constant and binned cases of the $\epsilon$ parameterization. In Table 1 we report both of these results, whereas in Fig. 1 we show the constraints obtained from the considered observables, both separately and in combination. The contours shown here clarify how SNIa data are able to constrain $\epsilon(z)$, although the degeneracy between $\Omega_m$ and the DDR parameters significantly limits the constraining power. The BAO data on the other hand, are not sensitive to $\epsilon(z)$, but are able to obtain tight constraints on the allowed matter density. Therefore, when the two datasets are combined the degeneracy between $\Omega_m$ and $\epsilon_1$, $\epsilon_0$ is broken.

One may notice that the mean of the DDR parameters is positive, both in the constant and binned cases, and that the inclusion of BAO data shifts the constraints towards the standard cosmology limit $\epsilon(z) = 0$. Using alternative BAO combinations, producing different constraints on $\Omega_m$, can therefore lead to different results on $\epsilon(z)$; this is crucial if one wants to connect the constraints to viable theoretical models producing the inferred violation of DDR, as the mechanisms leading to a positive or negative $\epsilon(z)$ can be significantly different, as discussed in Sect. 2.

Considering the combined Pantheon+BAO constraints, in the constant $\epsilon(z)$ case, the posterior distribution peaks at $\epsilon_0 \neq 0$; however, within the 1σ limit, the result is compatible with zero. The binned $\epsilon(z)$ case shows a similar behaviour: Both the first and second bin parameters, that is $\epsilon_0$ and $\epsilon_1$, are compatible with zero at 1σ. Furthermore, the errors on these two parameters are very similar, showing how current data provide similar constraining power in the two redshift bins considered here. This is due to the fact that the transition redshift $z_\epsilon$, fixed here to $z_\epsilon = 0.9$, lies roughly midway through the redshift range of the SNIa data, which are those sensitive to DDR parameters. It is important to stress here that throughout this analysis, we keep

---

1. [GitHub repository](https://github.com/snesseris/Genetic-Algorithms)
Table 1. Mean values and marginalized 68% confidence level errors obtained from currently available data on the cosmological parameters $\Omega_{m,0}$ and $H_0$ (in units of km s$^{-1}$ Mpc$^{-1}$) and on the DDR parameters $\epsilon_0$ and $\epsilon_1$ (if present).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Probe</th>
<th>Constant $\epsilon(z)$</th>
<th>Binned $\epsilon(z)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_0$</td>
<td>BAO</td>
<td>66.6$^{+1.3}_{-1.4}$</td>
<td>66.7 $\pm$ 1.3</td>
</tr>
<tr>
<td></td>
<td>SnIa</td>
<td>Unconstrained</td>
<td>Unconstrained</td>
</tr>
<tr>
<td></td>
<td>SnIa+BAO</td>
<td>66.6 $\pm$ 1.3</td>
<td>66.6 $\pm$ 1.3</td>
</tr>
<tr>
<td>$\Omega_{m,0}$</td>
<td>BAO</td>
<td>0.300$^{+0.032}_{-0.036}$</td>
<td>0.302$^{+0.027}_{-0.035}$</td>
</tr>
<tr>
<td></td>
<td>SnIa</td>
<td>0.329$^{+0.094}_{-0.12}$</td>
<td>0.357$^{+0.090}_{-0.14}$</td>
</tr>
<tr>
<td></td>
<td>SnIa+BAO</td>
<td>0.301$^{+0.028}_{-0.034}$</td>
<td>0.301$^{+0.026}_{-0.033}$</td>
</tr>
<tr>
<td>$\epsilon_0$</td>
<td>BAO</td>
<td>0.030 $\pm$ 0.088</td>
<td>0.056$^{+0.087}_{-0.10}$</td>
</tr>
<tr>
<td></td>
<td>SnIa</td>
<td>Unconstrained</td>
<td>Unconstrained</td>
</tr>
<tr>
<td></td>
<td>SnIa+BAO</td>
<td>0.013 $\pm$ 0.029</td>
<td>0.015$^{+0.027}_{-0.031}$</td>
</tr>
<tr>
<td>$\epsilon_1$</td>
<td>BAO</td>
<td>–</td>
<td>Unconstrained</td>
</tr>
<tr>
<td></td>
<td>SnIa</td>
<td>–</td>
<td>0.046 $\pm$ 0.089</td>
</tr>
<tr>
<td></td>
<td>SnIa+BAO</td>
<td>–</td>
<td>0.009 $\pm$ 0.030</td>
</tr>
</tbody>
</table>

As mentioned before, the output of the GAs is an analytical function, but in most cases the exact expression is both cumbersome and not informative. Though, in this case we were able to find a compact expression for the GA reconstruction of the $\eta(z)$ parameter, given by

$$\eta(z) = (1 + z)^{0.294 - 0.0002 z^4}.$$  \hspace{1cm} (18)

As can be seen, the value of $\epsilon(z)$ derived from Eq. (18) is compatible with the one derived in the parameterized approach. Moreover, the value predicted from the GAs has a redshift dependence $O(z^4)$, which is only important at high redshifts as the coefficient is sufficiently small, albeit negative. This is also in agreement with the fact that the parameterized approach finds a value for $\epsilon$ the transition redshift $z_\ast$ fixed. Moreover, current data do not provide any hint for $\epsilon_0 \neq \epsilon_1$, as the constraints of both parameters are compatible with each other and therefore consistent with a constant $\epsilon(z)$. We analysed the data also allowing for a free $z_\ast$; however, as the data are compatible with a constant $\epsilon(z)$, no clear peak of the posterior distribution is present, with the two extreme cases $z_\ast \approx 0$ and $z_\ast \geq 2$ providing the same result. Therefore, the posterior distribution is extremely difficult to sample with the MCMC algorithm used here and we decide to present here only the analysis where $z_\ast$ is fixed.

In particular, using both the current SnIa and BAO data, we find $\epsilon_0 = 0.013 \pm 0.029$, while, when the binned approach is used, we find $\epsilon_1 = 0.009 \pm 0.030$ and $\epsilon_0 = 0.015 \pm 0.027$. The former may be compared to the analysis by Avgoustidis et al. (2010), where $\epsilon_0$ was found to be $\epsilon_0 = -0.04 \pm 0.07$ (all of these being at the 68% confidence level).

Finally, we show in Fig. 2 the reconstructed trend of $\eta(z)$, whose values at different redshifts are obtained as a derived parameter using Eq. (4). As can be seen, the reconstruction is in agreement with $\Lambda$CDM within the errors.

4.2. GA results

In order to obtain constraints on the violation of the DDR without assuming any specific trend in redshift for $\epsilon(z)$, we employ here the GAs approach described in Sect. 3.2, applied simultaneously to the currently available SnIa and BAO data. We find that a joint fit with the GAs to both data sets gives a competitive fit with respect to the $\Lambda$CDM model. In particular, after applying the GAs we find a best-fit of $x_{\min,GA}^2 = 1041.510$ for $r_*(z_0) = 100.360$ Mpc/h. Concerning the $\Lambda$CDM model, we obtain a minimum value of $x_{\min,\Lambda\text{CDM}}^2 = 1045.696$, for 1048 + 12 = 1060 data points (1048 from the SnIa and 12 from the BAO), for the best-fit matter density parameter $\Omega_{m,0} = 0.297 \pm 0.018$ and $H_0 = 66.7 \pm 1.0$ km s$^{-1}$ Mpc$^{-1}$. Overall, the GA provides a better fit to the data, with $\Delta x^2 = 4.187$, compared to the $\Lambda$CDM model.

As can be seen, the value of $\epsilon(z)$ derived from Eq. (18) is compatible with the one derived in the parameterized approach. Moreover, the value predicted from the GAs has a redshift dependence $O(z^4)$, which is only important at high redshifts as the coefficient is sufficiently small, albeit negative. This is also in agreement with the fact that the parameterized approach finds a value for $\epsilon$
that is smaller in the second bin with respect to the first. Finally, the GAs reconstructions for the luminosity distance or the Hubble parameter are unfortunately far too unwieldy, so we refrain from reporting them here.

Having performed the fit to the data, we now show in the left panel of Fig. 3 the reconstruction of the distance modulus $\mu(z) = m(z) - M_0$, rescaled by the $\Lambda$CDM best-fit with $\Omega_{m,0} = 0.297 \pm 0.018$. By definition, the dashed line at zero corresponds to the best-fit $\Lambda$CDM, the red line is the GAs fit and the shaded region corresponds to the 1σ GA errors. The constraints on the distance modulus are tighter at low redshifts $z \in [0, 0.5]$ where we have the bulk of the BAO and SnIa data points, but also due to the fact that the distance modulus $\mu(z)$ is a function of the luminosity distance $d_L(z)$ and as a result it naturally converges to a fixed value at $z = 0$.

In the right panel of Fig. 3 we show the duality parameter $\eta(z)$ of Eq. (4), obtained through the GAs reconstruction of $d_L(z)$ from the BAO data and the luminosity distance $d_L(z)$ based on the Pantheon SnIa set. The dashed line at unity is $\Lambda$CDM, the red line is the GAs fit and the shaded region corresponds to the 1σ GAs errors. As can be seen, the reconstruction of $\eta(z)$ is compatible with unity at the 1σ level, hence the GAs do not detect any statistically significant deviations from the $\Lambda$CDM model with the currently available data.

5. SnIa and BAO mock data

Upcoming surveys have the potential to improve the constraining power on deviations from the standard DDR, thanks to improved data both for SnIa and LSS observations, where the latter provide information on the angular diameter distance and the Hubble parameter. We are interested therefore in forecasting how future surveys will constrain the DDR and in order to do so we create simulated datasets for both SnIa and BAO measurements.

For these simulations, we use the fiducial cosmology shown in Table 2, that is the same used in EC19, where we assume no violation of the DDR. Using these values we create our fiducial luminosity and angular diameter distances, as well as the redshift evolution of the Hubble parameter. Once the fiducial cosmological quantities are computed, we create our mock data following the specification of forthcoming surveys.

It is important to mention that given the high precision expected from future surveys, it will be even more important to ensure their accuracy. Several analyses are being performed to understand the observational systematic uncertainties that will affect future measurements. In Euclid Collaboration (2020b), for instance, a detailed analysis on the observational systematic effects related to the Euclid VIS instrument is performed, including charge transfer inefficiency and modelling of the point spread function. Given that the specifications for the future instruments and the modelling of their systematic effects might still evolve during their completion, in this work we assume that the observational systematic effects will be under control when the data arrive. Nevertheless, we do include astrophysical systematic effects, like galaxy bias, as described in the following subsections.

5.1. SnIa surveys

Here we consider two different surveys. On the one hand, we simulate future observations based on the specifications of the LSST, which we assume will observe a number of SnIa $N_{\text{SnIa}} = 8800$ in the redshift range $z \in [0.1, 1.0]$. We then extend the redshift range of our SnIa dataset by including simulated observations for the proposed Euclid DESIRE survey (Laureijs et al. 2011; Astier et al. 2014), thus including 1700 additional data points in the range $z \in [0.7, 1.6]$. For both surveys, we assume the redshift distributions shown in Astier et al. (2014) and we further assume that the two are not correlated. For each event, we simulate an observational error $\sigma_{\text{tot},i}$ given by

$$\sigma_{{\text{tot}},i}^2 = \sigma_{{\text{flux}},i}^2 + \sigma_{{\text{scat}},i}^2 + \sigma_{{\text{intr}},i}^2 + \sigma_{{\text{tot}},i}^2.$$

where the flux, scatter, and intrinsic contributions are the same for each event ($\sigma_{\text{flux}}^2 = 0.01$, $\sigma_{\text{scat}}^2 = 0.025$, and $\sigma_{\text{intr}}^2 = 0.12$, respectively) and we add an error contribution on the distance modulus $\mu = m - M$, which evolves linearly in redshift

$$\delta \mu = e_M z,$$

where $e_M$ is drawn from a Gaussian distribution with vanishing mean and $\sigma(e_M) = 0.01$ (see Gong et al. 2010; Astier et al. 2014).

We note that while the effects of lensing by foreground structures are already included in the Pantheon data by incorporating an error $\sigma_{\text{lens}}$ (see Scannicci et al. 2018), here we have not included this error in our mocks as it has a very weak redshift dependence and is subdominant with respect to the intrinsic distance scatter of every point of ~0.12 mag. Thus, we do not expect it to affect our results.

5.2. LSS surveys

One of the main objectives of this paper is to forecast the constraints achievable on DDR with Euclid. As such, we simulate BAO data from this survey using the Fisher matrix technique, following the same strategy used in EC19 for the spectroscopic survey.

Since in this work we are interested in using precise measurements of the Hubble parameter and the angular diameter distance to test the DDR, we will focus on the spectroscopic Euclid survey. Through this, Euclid will be capable of exploring the galaxy power spectrum in a range of redshifts $z \in [0.95, 1.75]$.

We stress that the DESIRE survey is not a guaranteed output of Euclid. Here we include this in the analysis as a possible survey extending the redshift range of LSST. Such a survey will be crucial for performing the GA reconstruction at higher redshifts.
As described in EC19, the main targets are H\textsubscript{\alpha} emitters and the survey is able to measure up to 30 million spectroscopic redshifts with an error of $\sigma_z = 0.001(1 + z)$ (Pozzetti et al. 2016). The main observable is the galaxy power spectrum which contains information about the galaxy bias, the anisotropies due to redshift space distortions, the residual shot noise, the redshift uncertainty and the distortion due to the Alcock-Paczynski effect. Furthermore, the matter power spectrum has been modulated with non-linear effects which distort the shape of the power spectrum (Wang et al. 2013).

With respect to EC19, in this work we use a different binning scheme. Instead of four redshift bins we divide the observed redshift range in nine equally spaced bins of width $\Delta z = 0.1$. The galaxy number density $n(z)$, in units of Mpc$^{-3}$ and the galaxy bias $b(z)$ have been obtained rebinning those of EC19, finding:

$$n(z) = [2.04, 2.08, 1.78, 1.58, 1.39, 1.15, 0.97, 0.7, 0.6] \times 10^{-4}$$

$$b(z) = [1.42, 1.5, 1.57, 1.64, 1.71, 1.78, 1.84, 1.90, 1.96].$$

The different binning choice allows obtaining more data points from this survey, which improves the machine learning analysis we perform through GA. Nevertheless, we have compared the final bounds obtained on cosmological parameters with this choice against those of EC19, finding no significant effect.

Using these specifications, we follow the procedure described in EC19 to obtain the Fisher matrix for the full set of cosmological parameters, namely: four shape parameters $\{\omega_m, \Omega_{\Lambda}, h, \omega_b\}$, two non-linear parameters $\{\sigma_8, \sigma_v\}$ and five redshift dependent parameters $\{\ln d_A, \ln H, \ln f\sigma_8, \ln b_\alpha, P_1\}$ evaluated in each redshift bin. Using such an approach, we obtain the expected errors from this survey on the angular diameter distance $d_A(z)$ and the Hubble parameter $H(z)$ in each of the nine redshift bins, while marginalizing over all the other free parameters. The results of the Fisher matrix procedure are in principle dependent on the chosen fiducial cosmology, but we assume here that this dependence is negligible.

In Sect. 4 we have shown how for our parameterized approach we need to break the degeneracy between the DDR parameters and $\Omega_{\Lambda,0}$ and the BAO measurements from Euclid will be able to measure this parameter. However, we are able to use our GA reconstruction approach only in the redshift range where both SnIa and BAO data are available. Using only Euclid alongside LSST and DESIRE would therefore limit the validity of such an approach to only the redshift range $z \in [0.95, 1.6]$. In order to be able to reconstruct the DDR functions at all redshift for which we have SnIa data available, we complement the redshift range of Euclid by exploiting the extended redshift range of the DESI survey, which started operations at the end of 2019 and will obtain optical spectra for tens of millions of galaxies and quasars up to redshift $z \sim 4$.

Such spectra will enable BAO and redshift-space distortion cosmological analyses. We use here the official DESI forecasts on future constraints for both $H(z)$ and $d_A(z)$ (DESI Collaboration 2016). These have been obtained with a Fisher matrix formalism, following Font-Ribera et al. (2014), which includes the "broadband" galaxy power, meaning measurements of the power spectrum as a function of redshift, wavenumber, and angle with respect to the line of sight. As for the Euclid approach described above, this encodes all the available information from the two-point clustering and not just the position of the BAO peak. In more detail, we consider the DESI baseline survey, which consists of a coverage of 14 000 deg$^2$ and the four different types of DESI targets: bright galaxies (BGs), luminous red galaxies (LRGs), emission line galaxies (ELGs), and quasars. The DESI forecast measurements will cover the redshift range $z \in [0.05, 3.55]$, but their precision will also depend on the target population. The BGs will cover the redshift range $z \in [0.05, 0.45]$ in five equispaced redshift bins, the LRGs and ELGs will focus on $z \in [0.65, 1.85]$ with 13 equispaced redshift bins, while the Ly-\alpha forest quasar survey will cover $z \in [1.96, 3.55]$ with 11 equispaced redshift bins. We further assume these measurements to be uncorrelated.

In the following, when using the combination of BAO data from Euclid and DESI, as we do not consider correlations between these surveys, we will only include DESI observations that do not overlap in redshift with the Euclid measurements.
Moreover, since we only have SnIa data from LSST+DESIRE up to $z = 1.6$, we will only include in the analysis the full BGs survey and the LRGs and ELGs up to $z = 0.9$, thus including no information from observations of the Ly-$\alpha$ forest.

### 6. Forecast results

Following the approach described in Sect. 3, we constrain the cosmological and DDR parameters using our mock data for SnIa and BAO. In Table 3 we show the mean values and errors for the free parameters of the analysis, when using the data from LSST+DESIRE for SnIa and from Euclid+DESI for BAO, for both the constant and binned $\epsilon(z)$. In Fig. 4 instead we compare the results of the combination of these surveys with those obtained using current data and to what can be achieved using only the BAO survey from Euclid. This is to be compared with Fig. 54 in Amendola et al. (2018), whose forecast is for Euclid (with the specifications foreseen at the time) plus a Stage IV (SNAP-like) SnIa mission: the achieved constraints are compatible with what we find here. In summary, $\epsilon_0$ and $\epsilon_1$ are now constrained with an error smaller than $10^{-2}$, improving the sensitivity of current constraints by about a factor of $\approx 6$. We notice that here we are not considering one of the two primary probes of Euclid, that is cosmic shear. Adding the information brought by such a probe would further constrain the value of $\Omega_{m,0}$, thus resulting in even tighter bounds on the DDR parameters $\epsilon_0$ and $\epsilon_1$.

As can be seen in Fig. 4 the addition of DESI to the combination of LSST+Euclid does not improve the constraints significantly. This could be somewhat surprising, as one would expect that, given the complementarity in redshift range between the two surveys, the combination of the two would provide improvements in the constraints. Our results show instead that the constraining power on $\Omega_{m,0}$ from Euclid alone is the one dominating the constraints and therefore driving the breaking of the degeneracy between $\Omega_{m,0}$ and $\epsilon(z)$ parameters. While the $z = 0.9$ cut we perform to avoid an overlap of the two BAO surveys is not per se behind this effect, we do expect that the use of the full DESI data (specifically the high-redshift galaxy and the Ly-$\alpha$ data) would lead to a stronger improvement in the constraints. However, in order to investigate this further, correlations between the two mock datasets should be properly taken into account, an analysis that is outside the scope of this paper.

Furthermore, in Fig. 5 we show $\eta(z)$ obtained using Eq. (4) with the parameterized approach constraints; we find that these...
Fig. 6. Left: reconstruction of the angular diameter distance $d_\Lambda(z)$ from the mock Euclid data with the GA approach. The dashed black line is $\Lambda$CDM, the solid red line is the GA fit and the shaded region corresponds to the 1$\sigma$ GA errors. Centre: results on the distance modulus $\mu(z)$ from the mock Euclid+LSST+DESIRE data with the GA approach. The dashed line at zero is $\Lambda$CDM, the red line is the GA fit and the shaded region corresponds to the 1$\sigma$ GA errors. For clarity, we only show one thousand of the total SnIa points. Right: reconstruction of the $\eta(z)$ parameter in the range $z \in [0.9, 1.6]$. In all cases the error bars of the data points correspond to 1$\sigma$ uncertainty.

...are significantly improved with respect to current results, showing the high constraining power that can be reached using upcoming surveys.

As a final analysis, we apply the GAs reconstruction method to the mock BAO and SnIa data. In the left panel of Fig. 6 we show the reconstruction of the angular diameter distance $d_\Lambda(z)$ with the GA approach using the mock BAO Euclid data. The dashed black line is the best-fit $\Lambda$CDM model, the solid red line is the GAs fit to the Euclid BAO data, while the shaded region corresponds to the 1$\sigma$ GA errors. In the central panel of Fig. 6 we show the GAs reconstruction of the distance modulus $\mu(z)$ using the LSST+DESIRE simulated data rescaled by the best-fit $\Lambda$CDM, with the latter corresponding to the dashed line at zero. Similarly to the left panel, the red line is the GAs fit and the shaded region corresponds to the 1$\sigma$ GAs errors. For clarity, we only show 1000 out of the total $\sim$10000 SnIa points we include in our mock dataset.

Finally, in the right panel of Fig. 6 we show the reconstruction of the $\eta(z)$ function, which is obtained from the joint GA reconstruction of $d_\Lambda(z)$ and $d_L(z)$. It is immediately clear that such a reconstruction is limited if performed using Euclid BAO data only: the lack of $d_L(z)$ measurements for $z < 0.9$ forces the method to be applied only in the redshift range $z \in [0.9, 1.6]$. Despite this, as can be seen in all panels of Fig. 6, the GA reconstruction for the mock Euclid BAO recovers the correct fiducial model in all three cases and in particular, it provides very tight constraints on both the angular diameter distance and the duality parameter $\eta(z)$. Specifically, comparing with the right panel of Fig. 3, we can see that with the GA approach, Euclid now brings roughly a factor of three improvement compared to the current data with a non-parametric approach.

We also consider the added benefit on the reconstruction brought by DESI BAO data, which cover, as mentioned earlier, the redshift range $z \in [0.0, 0.9]$. In Fig. 7 we show the reconstruction of the duality relation $\eta(z)$ (left) and the $\epsilon(z)$ parameter (right) when the full data combination of Euclid and DESI is considered. We find that, as in the case of the parameterized results, the addition of DESI to the combination of LSST+Euclid does not improve the constraints significantly, however in this case we can now cover a wider redshift range. The GA can then recover the fiducial model $\eta(z) = 1$ with a 1% error at $z = 0.2$ and a 5% error at $z = 1$, while the parameter $\epsilon(z)$, obtained inverting Eq. (4), can be measured in a model-independent fashion, with an error between 0.05 and 0.07 over the redshift range covered by the data.

7. Conclusions

In this work, we have constrained deviations from the standard DDR using current and forecast data; for the latter, we focused mainly on the constraints achievable through synergies between Euclid and contemporary surveys, both for SnIa and BAO. We have discussed in Sect. 2 several physical mechanisms that can lead to a violation of the DDR, both of astrophysical and BSM origin. For this reason, while we exploited a commonly used parametric approach to constrain the DDR breaking function.
We have demonstrated that such a BAO survey will make it possible to constrain deviations from the DDR at an unprecedented level in the near future using parameterized approaches, while it will also reach a high enough sensitivity to employ model-independent approaches that allow an agnostic reconstruction of possible deviations from the standard DDR.
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appendix a: the current BAO data

Here we describe the currently available BAO data we use in our analysis. In particular, we use the measurements from 6dFGS (Beutler et al. 2011), SDSS (Anderson et al. 2014), BOSS CMASS (Xu et al. 2012), WiggleZ (Blake et al. 2012), MGS (Ross et al. 2015) and BOSS DR12 (Gil-Marín et al. 2016), DES (Abbott et al. 2019), Lya (Blomqvist et al. 2019), DR14 LRG (Bautista et al. 2018) and quasars (Aia et al. 2018).

The data provided by these surveys are described by the function \(d_z\), defined in Sect. 4. The 6dFGs and WiggleZ BAO data are

\[
\begin{array}{ccc}
z & d_z & \sigma_{d_z} \\
0.106 & 0.336 & 0.015 \\
0.44 & 0.073 & 0.031 \\
0.6 & 0.0726 & 0.0164 \\
0.73 & 0.0592 & 0.0185 \\
\end{array}
\]

with their inverse covariance matrix given by

\[
C_{ij}^{-1} = \begin{pmatrix}
4444.4 & 0 & 0 & 0 \\
0 & 1040.3 & -807.5 & 336.8 \\
0 & -807.5 & 3720.3 & -1551.9 \\
0 & 336.8 & -1551.9 & 2914.9 \\
\end{pmatrix},
\]

and with the \(\chi^2\) being

\[
\chi_{6dFSG Wig}^2 = V^T C_{ij}^{-1} V,
\]

and the data vector \(V = d_{ij} - d(z_i, \Omega_m, 0)\).

The BAO measurements from MGS and SDSS (LOWZ and CMASS samples) are given by \(D_v/r_s = 1/d_z\) via

\[
z = 1/d_z, \quad \sigma_{1/d_z} = 0.15, 0.186135, 0.32, 0.15, 0.57, 0.12\]

and the \(\chi^2\) is then

\[
\chi_{MGS, SDSS}^2 = \sum_i \left( 1/d_{z,i} - 1/d_{z,i}(\Omega_m, 0) \right)^2 / \sigma_{1/d_z,i}^2.
\]

The BAO data from DES is of the form \(d_A(z)/r_s\) with the data vector \((z, d_A(z)/r_s, \sigma) = (0.81, 10.75, 0.43)\) and the \(\chi^2\) being

\[
\chi_{DES}^2 = \sum_i \left( d_A(z_i)/r_s - d_A(z_i, \Omega_m, 0)/r_s \right)^2 / \sigma_{d_A(z_i)/r_s}^2.
\]

The BAO data from Ly-\(\alpha\) are of the form \(f_{BAO} = ((1 + z) d_A(r_s) D_H / r_s)\) and are given by

\[
z = 1/(1 + z) d_A/r_s, \quad \sigma_{1/(1 + z) d_A/r_s} = D_H/r_s, \quad \sigma_{D_H/r_s} = 0.36.
\]

Finally, the total \(\chi^2\) is

\[
\chi^2_{tot} = \chi_{6dFSG Wig}^2 + \chi_{MGS, SDSS}^2 + \chi_{DES}^2 + \chi_{Ly-\alpha}^2 + \chi_{LRG, Q}^2.
\]