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Figure 9. Simulated dependency results (Experiment 4). (a) Dependency of direct pairs on other direct pairs from the same 
event for Single Closed and Repeated Closed loops, and corresponding Independent model. (b) Dependency of direct pairs on 
other direct pairs from the same event for Single Open and Repeated Closed loops, and corresponding Independent model. 
(c) Dependency of indirect pairs on other indirect pairs from the same event for Single Open and Repeated Closed loops, and 
corresponding Independent model. (d) Dependency of indirect pairs on related direct pairs from the same event for Single Open 
and Repeated Closed loops, and corresponding Independent model. (e) Dependency of indirect pair on unrelated direct pairs from 
the same event for Single Open and Repeated Closed loops, and corresponding Independent model. (f) Dependency of indirect pair 
AD on all direct linking pairs from the same event for Single Open and Repeated Closed, and corresponding Independent model. 
(g) Performance correlation between indirect associations and linking direct, direct non-linking (for AC and BD) and three linking 
direct associations (for AD), in single and repeated events. ***p < .001; ns: not significant. N = 43 for a-g.
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associations being significantly greater than across direct 
associations for both single, t(42) = 3.81, p < .001, d = .581, 
and repeated events, t(42) = 8.39, p < .001, d = 1.28, with the 
magnitude of the difference being greater in the latter case. 
Overall, we noted higher dependency among indirect asso-
ciations than among direct associations within the same 
open-loop event.

Dependency of indirect associations on direct linking associa-
tions. We then measured the dependency of indirect asso-
ciations on the accurate retrieval of the two linking direct 
associations necessary to make the inference (i.e., between 
the retrieval of AC and that of AB and BC, and the retrieval 
of BD and that of BC and CD; see Figure 1b for an illustra-
tion of the event structure; see Figure 9d). Analysis using a 
one-way ANOVA showed no main effect of repetition, 
F(1, 42) = 2.76, p = .104. A one-sample t-test indicated 
dependency, t(42) = 8.37, p < .001, d = 1.28, implying that 
retrieving indirect associations relied on the successful 
retrieval of direct associations that would be required to 
make an inference.

To further probe the relationship between perfor-
mance on indirect associations and their linking associa-
tions across events, we computed Pearson correlation 
coefficients between accuracy for the indirect associa-
tions and the product of accuracy scores for the linking 
pairs across events (see Figure 9g). The resulting Fisher’s 
Z-transformed r values were greater than zero both for 
single open-loop events, mean r = .431; t(34) = 8.15, 
p < .001, d = 1.38, and repeated open-loop events, mean 
r =.626; t(34) = 11.0, p < .001, d = 1.86, with the latter 
significantly greater than the former, t(29) = −5.17, 
p < .001, d = −.944. Hence, the retrieval of inferred asso-
ciations was correlated with the retrieval of linking asso-
ciations across open-loop events, this correlation 
enhanced by encoding repetition.

Dependency of indirect associations on direct non-linking associa-
tions. Retrieval of the indirect associations AC and BD was 
then analysed for evidence of dependency on the retrieval of 
direct non-linking associations, which were not expected to 
be pertinent when making an inference (see Figure 1b for an 
illustration of the event structure; see Figure 9e). Specifi-
cally, we measured the dependency of retrieving the indirect 
pair AC on retrieval of the direct pair CD, and the depend-
ency of retrieving the indirect pair BD on retrieval of the 
direct pair AB. A one-way ANOVA demonstrated no effect 
of repetition, F(1, 42) = 1.90, p = .175, and a one-sample t-test 
indicated no dependency, t(42) = .119, p = .906. Therefore, no 
dependency between indirect associations and direct non-
linking associations was observed.

Next we compared the amount of dependency of indi-
rect associations on direct linking and non-linking associa-
tions. Results from a 2x2 (repetition x direct linking vs. 
direct non-linking analysis) ANOVA revealed a significant 

main effect of type of dependency analysis, F(1, 42) = 88.5, 
p < .001, ηp

2 = .678, and a main effect of repetition that 
tended towards significance, F(1, 42) = 3.97, p = .053, 
ηp

2 = .086, but no interaction, F(1, 42) = .254, p = .617. Post 
hoc paired samples t-tests revealed that indirect associa-
tions had significantly greater dependency on direct link-
ing pairs and that on direct non-linking pairs, t(42) = 9.41, 
p < .001, d = 1.44, suggesting that inferred associations 
exhibited greater dependency on linking pairs than on 
direct non-linking pairs.

To further probe the relationship between the retrieval 
of indirect associations and non-linking associations across 
events, we correlated performance for indirect associa-
tions with the product of performances for the direct non-
linking associations (see Figure 9g). As seen in Experiment 
3, Fisher’s Z-transformed r values were not different from 
zero for either single, mean r = .001; t(41) = −.0003, 
p > .99, or repeated events, mean r = .005; t(37) = .161, 
p = .873. We also noted no significant difference in 
Z-transformed r values between single and repeated open-
loop events, t(37) = −.133, p = .895. These results suggest 
that there is no relationship between accuracy for indirect 
associations and accuracy for direct non-linking pairs 
across events, with repetition having no influence on this 
correlation.

Dependency of indirect association AD on all linking direct asso-
ciations. We subsequently assessed how dependent the 
indirect association AD was on retrieval of all the direct 
linking associations in the associative chain that might sup-
port its inference (i.e., AB-BC-CD, see Figure 1b for an 
illustration of the event structure; see Figure 9f). A one-way 
ANOVA found a main effect of repetition, F(1, 42) = 7.83, 
p = .008, ηp

2 = .157, and upon further examination using a 
paired samples t-test, we saw greater dependency in 
repeated than in single presentations, t(42) = −2.80, p = .008, 
d = −.427. A one-sample t-test found dependency in all 
open events, t(42) = 9.47, p < .001, d = 1.44. Hence, inferred 
association AD was dependent for retrieval on the retrieval 
of all direct linking pairs, more so in repeated events.

To further probe the relationship between the retrieval 
of AD and that of all direct linking associations, we cor-
related accuracy scores for AD with the product of accu-
racy scores for AB, BC and CD across open-loop events 
(see Figure 9g). As in Experiment 3, we found that 
Fisher’s Z-transformed r values were greater than zero 
for both single, mean r = .430; t(21) = 4.66, p < .001, 
d = .994, and repeated events, mean r = .674; t(26) = 9.11, 
p < .001, d = 1.75. However, unlike Experiment 3, there 
was a significant change in Z-transformed r values with 
encoding repetition, t(13) = −2.68, p = .019, d = −.717. 
Successfully retrieving AD was hence linked to success-
fully retrieving the associative chain of AB-BC-CD 
across events, and repetition had a beneficial effect on 
this correlation.
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Summary of simulations (Experiment 4)

The results described above indicate that a simple compu-
tational model of hippocampal memory function produces 
a similar pattern of retrieval accuracy and dependency as 
the empirical findings from Experiments 1, 2, and 3. As 
with our experiments, retrievals of overlapping associa-
tions from closed- but not open-loop events were depend-
ent on each other. We also saw significant retrieval 
dependency among indirect associations from the same 
open-loop event. The successful retrieval of these indirect 
associations appeared to rely on that of direct linking, but 
not non-linking, associations. Similarly, performance on 
indirect associations across events correlated with the 
product of performance on direct linking pairs, as observed 
in Experiments 1, 2 and 3, with repetition strengthening 
such correlations. Inferred associations had greater within-
event dependency than direct associations (as seen in 
Experiments 2 and 3 but not Experiment 1). Finally, encod-
ing repetition improved performance on direct (observed) 
and indirect associations (as in Experiment 3), and also 
increased the dependency of indirect associations (which 
was not seen in Experiment 3).

Our simulations demonstrate that the main pattern of 
experimental results can be accounted for by a process of 
pattern completion in an auto-associative neural network 
(with one exception, discussed below), and are therefore 
broadly consistent with contemporary models of hip-
pocampal memory function.

General discussion

Here, we examined the associative structure of encoded 
events and their contribution to successful inference across 
unseen associations. Across three experiments, we found 
no evidence for statistical dependency in the retrievals of 
pairwise associations from the same partially observed 
“open-loop” events, in contrast to the dependency found 
for retrievals from the same fully observed “closed-loop” 
events. These findings replicate previous experiments 
(Horner & Burgess, 2013, 2014; Horner et al., 2015) and 
suggest that a process of holistic pattern completion occurs 
for closed loops of overlapping pairs, but not for open 
loops. In addition, it extends previous results by showing 
that repeated presentation of the associations in open loops 
improves memory for the associations but does not 
increase dependency between them.

However, inferences for unseen associations in open-
loop events (i.e., AC, BD, or AD in the chain AB, BC, and 
CD) were highly dependent on retrieval of other observed 
or unseen associations from the same event. This interde-
pendency likely reflects a mechanism of pattern comple-
tion that is used for inferring indirect associations from 
partially observed open-loop events and also for retrievals 
from fully observed closed-loop events. We speculate that 

retrievals of observed associations may reflect either rec-
ollection of the individual presentation of that association 
(independent of other overlapping associations), or pattern 
completion in which all overlapping associations are 
retrieved. In this view, open-loop events afford individual 
retrievals while closed-loop events afford pattern comple-
tion due to the greater number of associations through 
which activity can spread (e.g., from A to B via AB and 
also via AC-BC). When inferring unseen associations, rec-
ollection of the presentation of the association is not pos-
sible, so pattern completion must be used. This will involve 
activity spreading via the observed linking associations 
(e.g., inferring AC via AB and BC), explaining the correla-
tion between inference performance and the product of 
performances on the linking associations. The interde-
pendency among unseen associations within open loops 
appears to reflect the fact that they share a common 
observed linking association (i.e., BC). Thus, the retrievals 
of different inferential associations from an open loop 
event all depend on the successful retrieval of the same 
direct linking association.

In the empirical data, repetition had no strong effect on 
dependency for either closed or open loops, direct or indi-
rect associations, suggesting that simply strengthening the 
open-loop associations in this way is not sufficient to 
induce pattern completion and thus holistic representation 
of the open loops of direct associations. Thus, increased 
associative strengths (and increased numbers of individual 
presentations that could be recollected) did not strongly 
affect the likelihood of pattern completion relative to indi-
vidual recollection of presentation when retrieving a spe-
cific paired associate (whereas inferring an indirect 
association can only occur via pattern completion).

Consistent with our interpretation, a computational 
model of the hippocampus as an auto-associative network 
replicated our main pattern of findings regarding accuracy 
and dependency, indicating that even though “open loops” 
of overlapping pairwise associations were retrieved inde-
pendently, inferences made across them were reliant on the 
linking associations that enable the inference.

The model differed from the data in showing an increase 
in dependency among indirect associations when presenta-
tion of the direct associations forming open loops were 
repeated, concomitant with an increase in accuracy. This 
arises from a reduction in the overall proportion of answers 
that are guesses (and will be independent) relative to the pro-
portion that can be accounted for by pattern completion 
(which will show dependency), which increases overall 
dependency. It is not clear why this effect was not seen in the 
empirical data, and this is a topic for future experiments.

Previous research has indicated that both encoding and 
retrieval processes potentially underlie inference. While 
some have suggested that events are stored as independent 
memory traces and then recalled and recombined at retrieval 
to support transfer (Banino et al., 2016; Kumaran & 
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McClelland, 2012; Wu & Levy, 2001), others propose 
dynamic learning interactions during which overlapping 
past events are stored as integrated mnemonic representa-
tions (Howard et al., 2005; O’Reilly & Rudy, 2000; 
Shohamy & Wagner, 2008). Our model assumes that infer-
ence results from pattern completion via the relevant direct 
linking associations. However, our current results cannot 
specify whether this occurs purely during retrieval, or 
whether there is some pattern completion and learning of 
indirect associations during or shortly after the encoding of 
the direct associations. All we can say is that, if indirect 
associations are partially formed prior to the retrieval tests, 
they are too weak to support dependency between direct 
associations from open-loop events, and are thus weaker 
than the direct associations formed in closed-loop events. To 
more accurately identify the point at which inferences are 
forged will require further experimental manipulations.

The retrieval dependency of indirect associations high-
lights the reconstructive nature of episodic memory, com-
prising not just the storage of information but the flexible 
inference of acquired knowledge. For open-loop events, the 
inference of unseen associations appears to have been 
achieved by pattern completion via observed linking asso-
ciations, even though there was no evidence for pattern 
completion during their own retrieval. This is consistent 
with a retrieve-and-integrate interpretation of associative 
inference (Banino et al., 2016; Carpenter & Schacter, 2017; 
Kumaran & McClelland, 2012; Schacter & Addis, 2007a, 
2007b; Wu & Levy, 2001; Zeithamova et al., 2012), in 
which independent associations can be retrieved and used 
to support pattern completion to solve the inference task.

The rapid formation of new long-term memories is usu-
ally thought to depend on the hippocampus, which then 
enables slow formation of semantic knowledge in neocor-
tical areas (Marr, 1971; McClelland et al., 1995; Scoville 
& Milner, 1957; Tulving, 1985; but see also Squire & 
Zola-Morgan, 1991). However, where new knowledge is 
consistent with, and incremental to, previously learned 
knowledge (or “schema”), it can be integrated directly into 
the neocortical system (Tse et al., 2007). Computational 
modelling suggests that this integration only requires lim-
ited reactivation of related data (McClelland et al., 2020). 
Thus, our evidence relating associative inference (AC, 
BD) to pattern completion via existing associations (AB, 
BC, CD) might reflect neocortical integration as well as 
hippocampal associative memory.

A point of discussion is whether overlapping pairwise 
associations can be considered as separate episodic events 
or as associations within the same extended episode. In pre-
vious work (Horner & Burgess, 2013, 2014; Horner et al., 
2015), closed loops of overlapping pairwise associates 
were considered to belong to the same episode despite 
being encoded at different times, showing the same depend-
ency across retrievals as for simultaneously encoded events 
(Horner & Burgess, 2013). However, open loops did not 

show this dependency, here or in previous work (Horner & 
Burgess, 2013, 2014; Horner et al., 2015). On these 
grounds, they should not be considered as forming “events,” 
following previous work on pairs of overlapping associa-
tions (Banino et al., 2016; Schlichting et al., 2014; Shohamy 
& Adcock, 2010; Shohamy & Wagner, 2008; Zeithamova 
et al., 2012, 2016). In this view, it is the presence of pattern 
completion and resulting statistical dependency that deter-
mines whether separate occurrences become distinct epi-
sodic memories. Our results, showing that inferred 
associations from open loops of overlapping pairs did show 
statistical dependency on each other and on the direct link-
ing pairs, raise questions for this dichotomy. They imply 
that pattern completion can be triggered, either by a set of 
associative connections (closed loops) or by requiring asso-
ciative inference which in turn can be solved by pattern 
completion more readily via the linking direct associations 
or via other inferential judgements from the same event.

Inferential reasoning in our experiments had been 
licenced by the experimenter as participants were specifi-
cally told to look out for any indirect links between the cue 
and the test options. In real life, however, congruent epi-
sodic events might not necessarily give rise to such infer-
ences. In reality, seeing Barack Obama in the kitchen one 
moment and later a hammer in the kitchen might not always 
lead one to relate Obama to the hammer. Numerous factors 
ranging from memory interference (Anderson & Neely, 
1996; Robertson, 2012; Shapiro & Olton, 1994) to context 
(Bransford & Johnson, 1972; Godden & Baddeley, 1980; 
Smith & Vela, 2001), schemas (Ghosh & Gilboa, 2014; Tse 
et al., 2007), and prior knowledge (Alba & Hasher, 1983; 
Preston & Eichenbaum, 2013; van Kesteren et al., 2010; 
Wang & Morris, 2010) will also affect the inferential pro-
cess. One potential future study could explore inference 
construction when it is explicitly licenced, when there is no 
mention of it in the instructions, and when participants are 
advised against making unfounded inferential presump-
tions across complementary associations.

Reaction time (RT) analysis could potentially yield 
interesting insights regarding the processes supporting 
retrieval of direct associations in closed versus open loops 
and retrieval of indirect and direct associations within 
open loops. Accordingly, we analysed RTs in Experiment 1 
(in which retrievals of direct and indirect associations were 
interleaved within the same session). We did not find dif-
ferences in RT for retrieving direct associations from 
closed versus open loop events, F(1, 24) = 0 .218, p = .645. 
We did find slower RTs for retrieving indirect versus direct 
associations from open loop events, F(1, 24) = 42.1, 
p < .001, ηp

2 = .637. However, the interpretation of this 
result is not straightforward, as performance is worse for 
indirect than direct associations. Similarly, Experiment 3 
(which also showed no differences in RTs when retrieving 
direct associations from closed versus open loops) showed 
faster RTs for retrieval of repeated versus singly presented 
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associations, F(1, 42) = 40.8, p < .001, ηp
2 = .493. Both 

results might potentially reflect performance levels rather 
than process differences.

In Experiment 3, where repetition was assessed, single 
trials on average had a greater interval between their final 
encoding trial and test compared to repeated trials, which 
might decrease memory performance for single events. 
The last trial of each repeated event was presented in the 
last block (see Experiment 3—Methods) while that was 
not necessarily the case for the last trial of each single-
presented event. Future studies could attempt to equate 
this interval in both conditions by presenting encoding tri-
als for single events during the last block.

Our results overall provide evidence that inferred infor-
mation makes use of hippocampal pattern completion for 
retrieval even if the process was not engaged during the 
retrieval of encoded associations. Interleaving retrieval of 
directly encoded and inferred associations and testing the 
latter before the former produced the same observations on 
dependency as separating them and testing direct associa-
tions first. However, the latter manipulations can boost 
dependency and thus pattern completion among inferred 
associations. Repetition had no impact on pattern comple-
tion among direct associations in open loops (A-B-C-D) 
despite increasing the likelihood of correctly retrieving 
inferred AD pairs that “closed” the loops, suggesting that 
retrieval of inferred knowledge is different from the encod-
ing of observed associations in terms of its effect on pattern 
completion. Whether this difference is qualitative or quan-
titative (inferred associations being weaker) remains a topic 
for the future.

In conclusion, we show that although overlapping asso-
ciations encoded in an open loop can be retrieved indepen-
dently, unseen associations inferred across them are 
significantly dependent on the retrieval of relevant encoded 
associations from the same event. Moreover, this depend-
ency on directly encoded associations produces dependency 
between inferred indirect associations from the same event. 
The findings suggest that both directly learned and indirectly 
inferred associations in an episode are stored together in an 
auto-associative network that is most likely situated in the 
hippocampus. Retrieval of inferred associations might there-
fore occur through hippocampal pattern completion, which 
is already thought to retrieve encoded associations in epi-
sodic memory (Gardner-Medwin, 1976; Marr, 1971; 
McClelland, 1995; Nakazawa et al., 2002; Wills et al., 2005).
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