Effect of wavelength selection on the accuracy of blood oxygen saturation estimates obtained from photoacoustic images
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ABSTRACT
In photoacoustic tomography (PAT) the image contrast is due to optical absorption, and because of this PAT images are sensitive to changes in blood oxygen saturation \((sO_2)\). However, this is not a linear relationship due to the presence of a non-uniform light fluence distribution. In this paper we systematically evaluate the conditions in which an approximate linear inversion scheme – which assumes the internal fluence distribution is unchanged when the absorption coefficient changes – can give accurate estimates of \(sO_2\). A numerical phantom of highly vascularised tissue is used as a test case for this assumption. It is shown that using multiple wavelengths over a broad range of the near-infrared spectrum yields inaccurate estimates of oxygenation, while a careful selection of wavelengths in the 620-920nm range is likely to yield more accurate oxygenation values. (We demonstrate that a 1D fluence correction, obtained from the average decay rate in the image, can further improve the estimates.) However, opting to use these longer wavelengths involves sacrificing signal-to-noise ratio in the image, as the absorption of blood is low in this range. This results in an inherent trade-off between uncertainty in the \(sO_2\) estimates due to fluence variation and error due to noise. This study shows that the depth to which \(sO_2\) can be estimated accurately using a linear approximation is limited \textit{in vivo}, even with idealised measurements, to at most 3mm. In practice, there will be even greater uncertainties affecting the estimates, eg. due to bandlimited or partial-view acoustic detection.
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1. INTRODUCTION
Blood oxygen saturation, defined as the ratio of oxygenated to total haemoglobin concentration, is a fundamental measure of physiological activity and is a key indicator of tissue function and pathology. Oxygen partial pressure was measured in the past using invasive catheterisation and gas extraction methods, but today systemic blood oxygenation can be measured noninvasively via pulse oximetry.\(^1\) Obtaining localised measures of oxygenation has been more challenging; brain activation can be imaged using Blood Oxygenation Level Dependent Magnetic Resonance Imaging,\(^2\) which responds to changes in both blood volume and/or venous deoxy-haemoglobin concentration but not oxygen saturation, while oxygenation can be estimated with low spatial resolution using optical techniques, such as near-infrared spectroscopy (NIRS)\(^3\) and diffuse optical tomography (DOT).\(^4\)

Optical methods are attractive due to their relative low cost compared with MR techniques and their high specificity; the absorption spectrum of blood in the ‘near infrared window’, where water and blood absorption are low so the light can penetrate the tissue, is strongly dependent on the level of oxygenation allowing highly specific imaging. However, purely optical approaches afford limited spatial resolution due to the highly diffusive nature of biological tissue. Photoacoustic imaging, which involves the deposition of optical energy in order to generate MHz-frequency acoustic waves, does not suffer from this limitation due to the fact that ultrasonic waves undergo relatively little scattering in soft tissue.

Photoacoustic imaging can provide micron-resolution 3D images of soft tissue \textit{in vivo}\(^5\) and it is for this reason that it is particularly well suited to imaging oxygenation in applications such as cancer staging.\(^6,7\) However, photoacoustic images are not proportional to absorption, or indeed blood oxygenation; a photoacoustic image,
\( p_0(\mathbf{x}, \lambda) \) the initial acoustic pressure, is in fact proportional to the product of the local light fluence, \( \Phi(\mathbf{x}, \lambda) \), as well as the absorption coefficient at that position, \( \mu_a(\mathbf{x}, \lambda) \):

\[
p_0(\mathbf{x}, \lambda) = \Gamma \Phi(\mathbf{x}, \lambda; \mu_a, \mu_s, g) \mu_a(\mathbf{x}, \lambda),
\]

(1)

where \( \Gamma \) is the Grüneisen parameter, \( \lambda \) is the optical wavelength, \( \mu_a \) is the scattering coefficient and \( g \) is the anisotropy factor. The absorption coefficient can be expanded in terms of a sum over products of \( \alpha_k \), the molar absorption coefficient for the \( k^{th} \) chromophore and \( c_k \), the concentration of this chromophore:

\[
p_0(\mathbf{x}, \lambda) = \Gamma \Phi(\mathbf{x}, \lambda; c_k, \mu_s, g) \sum_{k=1}^{K} \alpha_k(\lambda)c_k(\mathbf{x})
\]

(2)

Eq. (2) describes the propagation of light, absorption of optical energy by tissue chromophores and generation of the initial acoustic pressure. In the case where blood is assumed to be the only chromophore present in the medium, Eq. (2) can be succinctly written in matrix form for a given position \( \mathbf{x} \) in the tissue

\[
\begin{pmatrix}
p_0(\lambda_1) \\
\vdots \\
p_0(\lambda_N)
\end{pmatrix} = \Gamma \begin{pmatrix}
\Phi(\lambda_1) & \ldots & 0 \\
0 & \ddots & \vdots \\
0 & \ldots & \Phi(\lambda_N)
\end{pmatrix} \begin{pmatrix}
\alpha_{HbO2}(\lambda_1) & \alpha_{Hb}(\lambda_1) \\
\vdots & \vdots \\
\alpha_{HbO2}(\lambda_N) & \alpha_{Hb}(\lambda_N)
\end{pmatrix} \begin{pmatrix}
c_{HbO2} \\
c_{Hb}
\end{pmatrix},
\]

(3)

where \( c_{HbO2} \) and \( c_{Hb} \) are the concentrations of oxygenated- and deoxygenated-haemoglobin, respectively.

As we define oxygen saturation as,

\[
sO_2 = \frac{c_{HbO2}}{c_{HbO2} + c_{Hb}},
\]

(4)

oxygenation can be estimated by inverting Eq. (3) for the haemoglobin concentrations and substituting into Eq. (4). However, the matrix containing \( \Phi(\lambda) \) along the diagonal is typically unknown, given that the fluence is itself wavelength-dependent and depends on the medium properties throughout the tissue \( \mu_a(\mathbf{x}) \), \( \mu_s(\mathbf{x}) \) and \( g \).

One approach is to model the fluence explicitly using a model of light transport, such as a Monte Carlo (MC) model of light transport, the diffusion approximation (DA) or the radiative transfer equation (RTE), in order to divide it out of the photoacoustic image.\(^8\)–\(^12\) However, as the absorption and scattering are not known \( a \) priori, these models must be used to iteratively estimate the fluence within an optimisation scheme at significant computational expense.

An alternative, often exploited in the literature, is to assume that the effect of the fluence on estimating chromophore concentrations is negligible.\(^13\)–\(^16\) i.e. \( \Phi \propto \mathcal{I} \), the identity matrix, such that the concentrations of oxy- and deoxy-haemoglobin can be expressed as

\[
\begin{pmatrix}
c_{HbO2} \\
c_{Hb}
\end{pmatrix} \approx \frac{1}{\Gamma} \begin{pmatrix}
\alpha_{HbO2}(\lambda_1) & \alpha_{Hb}(\lambda_1) \\
\vdots & \vdots \\
\alpha_{HbO2}(\lambda_N) & \alpha_{Hb}(\lambda_N)
\end{pmatrix}^\dagger \begin{pmatrix}
p_0(\lambda_1) \\
p_0(\lambda_N)
\end{pmatrix},
\]

(5)

and \( ^\dagger \) is used to indicate the pseudoinverse.

This approximation is not true in general and depends on the illumination wavelengths as well as tissue geometry and composition. With collimated, one-sided illumination the fluence decays much more strongly in the illumination direction, \( z \), compared with the transverse directions; thus, by modelling the fluence as \( \Phi_{\text{est}}(\lambda) = \exp(-\mu_a^\text{th}(\lambda)z) \forall x, y, z \), this depth dependence can be reduced by dividing the entire image through by this correction factor. The method used to obtain \( \mu_a^\text{th}(\lambda)z \) involved integrating each image over \( x \) and \( y \), taking
the log, and fitting a straight line to the resultant data as a function of \( z \). Note that other approximate analytic models for the fluence exist, e.g. radial functions for the fluence in a cylindrical structure.\(^{17}\) Inversions of this type do not aim to model the fluence explicitly and are approximate.

In this paper, we present a rigorous numerical examination of the accuracy of the assumptions that the fluence is wavelength-independent or it follows 1D propagation with depth using a realistic model of light propagation in tissue. We use a highly vascularised, realistic tissue phantom to demonstrate that through careful selection of the optical wavelengths, oxygenation estimates in the phantom can be improved without explicitly modelling the fluence; however, this leads to a fundamental and problematic dilemma. The wavelengths found to be optimal for the estimation of blood oxygenation are those where the absorption coefficient of blood is low and changes little between illumination wavelengths; therefore estimates made at these wavelengths contain significant uncertainties due to low signal-to-noise ratio, while estimates made using wavelengths where blood absorption is high are inaccurate due to the fluence spectrum becoming distorted.

### 2. Generation of Digital Phantom

Several studies in the literature aim to quantify either relative oxygenation changes or absolute oxygenation in the brain using PAI.\(^{15,16,18,19}\) This reason, combined with the fact that optically the brain is representative of many tissues of interest for PAI, means this anatomy is an optimal choice for this investigation.

The phantom was developed from an ex vivo \( \mu \)CT dataset of a mouse brain vascular cast, which offers high contrast of the vasculature with 2.5\( \mu \)m isotropic voxel size. This was down-sampled to 25\( \mu \)m isotropic voxel size, followed by a two-step segmentation process. An initial thresholding step was used to remove noise from the background; connected-component analysis was subsequently applied in order to identify the connected portions of the vasculature. A vessel of interest (VOI) was selected by choosing the largest component following connected-component analysis, while smaller components were determined to form the background vasculature.

In order to make this phantom more realistic, skin and skull layers had to be added in via post-processing as these were not present in the \( \mu \)CT image. This was achieved by dilating the segmented image volume (using Minkowski addition with an isotropic cubic 500\( \mu \)m kernel) by 500\( \mu \)m in all directions, twice sequentially, producing two layers, variable in thickness, that were approximately 500\( \mu \)m thick on average. These layers were used to simulate skin and skull with realistic thicknesses for mice.\(^{20,21}\)

![Figure 1. MIPs (coronal view) of \( \mu \)CT vascular cast (left), segmented \( \mu \)CT vascular cast (centre) and segmented and dilated (via Minkowski addition) \( \mu \)CT vascular cast (right). Background tissue and vasculature, skin and skull, and vessel of interest (VOI) denoted.](image)

Vasculature in the brain had total haemoglobin concentration of 150gl\(^{-1}\). The background tissue was assumed to consist of a volume fraction of water of 55\% and 45\% haemoglobin with total haemoglobin concentration \( c_{HbT}^{bg} = 5.63\) gl\(^{-1}\) and \( sO_2 = 60.7\% \) oxygenation – values taken from rat brain cortical tissue.\(^{22}\)

As the original dataset did not include skin and skull layers surrounding the brain, these had to be introduced via post-processing. The skin layer had \( c_{HbT}^{skin} = 0.48\) gl\(^{-1}\) at 98.5\% oxygenation, 0.87\% melanosome volume fraction with the absorption coefficient following the trend \( \mu_{a,mel} = 0.452 \left( \frac{\lambda}{500nm} \right)^{-3} \), and 21.4\% water volume fraction.\(^{23}\)
The skull had wavelength-dependent absorption and scattering coefficients between 0.025mm\(^{-1}\) and 0.036mm\(^{-1}\), for \(\mu_a\), and 25mm\(^{-1}\) and 45mm\(^{-1}\), for \(\mu_s\), where the scattering coefficient was obtained by fitting to scattering data of cortical bone\(^{24}\).

The scattering coefficient of the background tissue and skin regions varied as a function of wavelength according to \(\mu_s' = A (\frac{\lambda}{\text{nm}})^{-B}\). The brain and blood regions of the phantom had \(A = 2.14\text{mm}^{-1}\) and \(B = 1.20\), the skin region had \(A_{\text{skin}} = 2.97\text{mm}^{-1}\) and \(B_{\text{skin}} = -0.705\). The anisotropy factor was heterogeneously distributed with \(g = 0.9\) for the tissue background and skin and \(g = 0.9945\) for blood vessels.

### 3. MONTE CARLO MODELLING OF LIGHT TRANSPORT

There are many ways of modelling light transport in tissue, with each method having its own benefits and limitations. The RTE is the most commonly used equation for describing light propagation in scattering and non-scattering media, but finite element implementations of this model are excessively computationally intensive due to the need to discretise the medium in both space and angle. The diffusion approximation simplifies this model by only modelling near-isotropic propagation and reduces computational demands as no angular discretisation is required. However, the DA is only accurate where the light field is diffusive, i.e. far from index-matched boundaries and the source, and in turbid media. Monte Carlo models of light transport, considered the ‘gold standard’, simulate the propagation of packets of energy, or ‘photons’, through the medium in order to accumulate the fluence. The photon packets are non-interacting and accurately model the RTE, meaning this model is both accurate in all situations which are of interest to us and can be massively parallelized.

For these reasons, MCX\(^{26}\) was used to simulate the fluence in the phantom, which was illuminated using a collimated circular beam, 11.7mm in diameter, with top-hat profile at \(z = 0\)mm in the +\(z\) direction in order to mimic illumination from a fibre tip. MC models always have some inherent spatially-varying variance in their fluence estimates due to an insufficient number of photons being simulated; as the number of photons in the simulation increases, the variance decreases and the fluence estimate converges to the ‘true’ solution predicted by the RTE. A series of experiments using an increasing number of photons allowed us to determine that simulating \(10\(^{14}\)\) photons yields a maximum uncertainty in \(sO_2\) estimates made using the model of 1.56% due to MC noise, meaning that estimates made on the vessel of interest show very little error due to MC noise.

### 4. ESTIMATING OXYGENATION IN VESSEL OF INTEREST

The phantom was illuminated as described in Section 3 with wavelengths in the 500-1000nm range at 20nm intervals in order to calculate the fluence. PA images were then formed by taking the product of the fluence with \(p_0(\lambda)\) and with \(\Gamma = 1\). It was assumed that \(p_0(\lambda)\) was perfectly reconstructed, without any partial-view or bandlimited-acquisition artefacts.

#### 4.1 Estimates using 26 wavelengths

A naive approach is to use a broad range of wavelengths across the NIR-visual range to perform the inversion with the aim of obtaining a better fit to the data. This inversion was performed as described by Eq. (5) with \(N = 26\), using wavelengths in the 500-1000nm range at 20nm intervals.

Fig. 2 shows the maximum intensity projection (MIP) in the \(y\)-direction of the oxygenation estimate made in every voxel, overlayed on the anatomy of the image in greyscale. The oxygenation estimates in the VOI are of very limited accuracy and only a few voxels near the surface of the brain, around 1mm in depth, contain accurate oxygenation values to within 20% (absolute error calculated as \(|sO_2^{\text{true}} - sO_2|\)). The impact of the 1D fluence correction is very small and only marginally improves the accuracy of \(sO_2\) estimates made using 26 wavelengths.

#### 4.2 Estimates using two or more wavelengths

It was demonstrated above (Fig. 2) that using many wavelengths across the 500-1000nm range, in an inversion that assumes unchanged fluence between wavelengths, yields inaccurate \(sO_2\) estimates beyond depths of 1-2mm, even when a simple depth-dependent and wavelength-dependent fluence correction is applied to the images. In order to illustrate why the assumption that the fluence is unchanged with wavelength is unlikely to be accurate
over a wide range of the spectrum, recall that a photoacoustic image is a function of both the absorption coefficient and the fluence; thus the change in photoacoustic amplitude with wavelength will in part be due to a change in the absorption coefficient as well as a change in fluence. In order for a linear inversion to be accurate, we require that the change in photoacoustic amplitude is predominantly due to a change in absorption, rather than fluence. This is formalised elsewhere, but it can be shown that we require \( \frac{\delta \mu_a}{\mu_a(\lambda_1)} \gg \frac{\delta \Phi}{\Phi(\lambda_1)} \).

Thus, wavelengths (or indeed oxygenation states) that satisfy this condition are those that will yield the most accurate oxygenation estimates. Although not presented here, this was demonstrated using a MC experiment on a blood-filled tube submerged in an absorbing-scattering background; it was revealed that the most accurate oxygenation values are obtained when \( \frac{\delta \mu_a}{\mu_a(\lambda_1)} \gg \frac{\delta \Phi}{\Phi(\lambda_1)} \). So, in a practical setting, can we determine a set of wavelengths that ensure this is the case?

Using the 26 PA images, inversions were run for all possible combinations of these 26 wavelengths \( \sum_{r=2}^{26} 26C_r = 6.71 \times 10^7 \) and \( \text{sO}_2 \) in the VOI was averaged over all voxels. It was found that there were no particular wavelengths that consistently yielded accurate oxygenation estimates on average over the vessel; however, the wavelengths that appeared in the most accurate estimates (within 10% of the true value of 90%) were those in the 620-1000nm range, where the absorption coefficient is low and undergoes a small change from \( \lambda_1 \leftrightarrow \lambda_2 \), which is what was anticipated given that the absorption coefficient undergoes small changes between different wavelengths in this range.

As choosing the set of \( N > 2 \) wavelengths in order to obtain the most accurate \( \text{sO}_2 \) estimates in an experiment configuration may be completely non-trivial, we can consider the average oxygenation estimates for the 325 combinations of \( N = 2 \) wavelengths, as these may be instructive of which regions of the spectrum are best-suited to obtaining accurate values of \( \text{sO}_2 \).

It was found that the wavelengths yielding the most accurate oxygenation estimates on average, to within 30% error at most, are those between 820nm and 960nm. This is consistent with the fact that when using more than two wavelengths, the inversion yielded accurate estimates when the wavelengths were in the 620-1000nm range and indicates that oxygenation is indeed more accurately estimated when the absorption coefficient undergoes small changes from one wavelength to another. It was again observed with two-wavelength inversions in experiments on a blood-filled tube submerged in an absorbing-scattering background that these wavelengths satisfy the relationship that the relative change in absorption must exceed that of the fluence.

It was found that with two-wavelength inversions the fluence correction has an important impact, shifting the optimal wavelengths from 820-960nm, without the fluence correction, to 600-920nm with the fluence correction applied. Without the application of the 1D fluence correction, the fluence is effectively ‘coloured’ as it passes through the medium, having its spectrum distorted by absorbing chromophores in the blood and skin. The minimal change in absorption in the 820-960nm range minimizes this effect. However, the 1D fluence correction

![Figure 2. MIPs of oxygenation estimates in VOI made using 26-wavelength linear inversion with wavelengths in range 500-1000nm without fluence correction (left) and with fluence correction (right), both overlayed on greyscale phantom. True oxygenation 90% indicated by line on colour bar. White indicates sO2 estimates outside valid range of 0-100%.](http://proceedings.spiedigitallibrary.org/proceedings/93231V-5)
ameliorates this spectral colouring and therefore improves the accuracy of estimates made where the absorption of blood is higher (600nm) and therefore undergoes a more significant change between illumination wavelengths.

Averaging over many voxels at a range of depths in the domain results in a loss of spatial information, which may obscure the impact of the fluence correction spatially within the image. MIPs of sO$_2$ in the VOI, overlayed on a greyscale MIP of the phantom, are shown in Fig. 3, where the left-hand image was generated using data without the 1D fluence correction and the right-hand image used data with the fluence correction. The wavelengths used in these inversions were 640nm and 840nm as these were found to yield the most accurate oxygenation estimates on average with the fluence correction applied to the PA images.

![MIPs of oxygenation estimates in VOI made using two-wavelength linear inversion at 640/840nm without fluence correction (left) and with fluence correction (right), both overlayed on greyscale phantom. True oxygenation 90% indicated by line on colour bar. White indicates sO$_2$ estimates outside valid range of 0-100%.

It can be seen that without the fluence correction the oxygenation values are predominantly above 95%, while when the image is divided through by a depth-dependent fluence correction, the values are centered around the true value of 90% plus-or-minus a few % to a depth of about 8mm. Moreover, the sO$_2$ estimates show less variation with depth. Nevertheless, such accurate estimates were only possible by selecting wavelengths that yielded oxygenation estimates that were closest to that of the known true value of 90%. In practice, as the true oxygenation is not known, one would have to select two wavelengths in the 600-920nm range and apply the fluence correction as described in Section 1 and rely on the resultant oxygenation estimates' accuracy. An additional problem is that in an experimental setting, the presence of noise in the data will also corrupt estimates.

The impact of limited signal-to-noise in practice is that oxygenation estimates will be have some inherent uncertainty due to noise in the PA images. Opting to use wavelengths in the 600-920nm range, where the absorption of blood is almost two orders of magnitude lower than in the 500-680nm range, involves sacrificing PA signal in favour of accurate sO$_2$ estimates. However, the presence of noise will corrupt estimates thus reducing their accuracy. This Catch-22 is fundamental to obtaining accurate oxygenation estimates in PA imaging.

5. SUMMARY AND CONCLUSIONS

In this paper we investigate the accuracy of inversion schemes that assume fluence is unchanged when the absorption coefficient changes with the aim of systematically evaluating under what conditions this assumption is valid in estimating blood oxygenation. These linear inversions were applied to a highly vascularised mouse brain phantom, surrounded by skin and skull, with a vessel-of-interest selected.

We initially performed an inversion with 26 wavelengths across the NIR range (500-1000nm). This yielded highly inaccurate estimates beyond depths of 1-2mm, even with the application of a depth- and wavelength-dependent fluence correction. This led to us asking the question of whether this approach is sensible, given that the absorption coefficient of 90% oxygenated blood changes by two orders of magnitude over this range. By running multiwavelength linear inversions for between 2 and 26 distinct wavelengths, it was demonstrated
that using wavelengths where the absorption coefficient of blood is significantly different yields inaccurate \(sO_2\) estimates due to spectral colouring of the fluence being more marked.

As hand-picking more than two wavelengths within the 600-1000nm range deemed optimal for reconstructing oxygenation is non-trivial in an experimental setting without explicit knowledge of the internal fluence distribution, the size of the problem was reduced by performing a linear inversion for 325 possible pairs of 26 wavelengths. It was found that without correcting the images using a 1D fluence correction, the most accurate oxygenation values on average over the VOI were obtained in the 820-960nm range. However, the application of such a correction shifted the range where \(sO_2\) is estimated most accurately to 600-920nm, where the absorption coefficient can undergo more significant changes between wavelengths and potentially provide higher SNR.

Nevertheless, that the wavelength pairs that produced the most accurate oxygenation estimates were consistently in the 600-960nm range revealed a fundamental trade-off: using wavelengths where the absorption of blood is high (\(<600nm\)) yields high SNR but produces significant spectral colouring of the fluence, thus negatively impacting our ability to estimate oxygenation accurately; however, by using longer wavelengths (600-1000nm), where the fluence is less coloured throughout the domain, means sacrificing SNR which also produces inaccurate \(sO_2\) estimates. With these two sources of uncertainty, it is clear that great care must be taken when using simple inversions to estimate \(sO_2\) to ensure accuracy. This represents a severe limitation in using linear inversions to estimate oxygenation from PA images.
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