Refractive-corrected ray-based inversion for three-dimensional ultrasound tomography of the breast

A. Javaherian, F. Lucka* & B.T. Cox

Department of Medical Physics & Biomedical Engineering, University College London, London, UK. WC1E 6BT
*Centrum Wiskunde & Informatica (CWI), 1098 XG Amsterdam, The Netherlands.
*Centre for Medical Image Computing, University College London, London, UK. WC1E 6BT

Abstract. Ultrasound Tomography has seen a revival of interest in the past decade, especially for breast imaging, due to improvements in both ultrasound and computing hardware. In particular, three-dimensional ultrasound tomography, a fully tomographic method in which the medium to be imaged is surrounded by ultrasound transducers, has become feasible. This has led to renewed attention on ultrasound tomography image reconstruction algorithms. In this paper, a comprehensive derivation and study of a robust framework for large-scale bent-ray ultrasound tomography in 3D for a hemispherical detector array is presented. Two ray-tracing approaches are derived and compared. More significantly, the problem of linking the rays between emitters and receivers, which is challenging in 3D due to the high number of degrees of freedom for the trajectory of rays, is analysed both as a minimisation and as a root-finding problem. The ray-linking problem is parameterised for a convex detection surface and two robust, accurate, and efficient derivative-free ray-linking algorithms are formulated and demonstrated and compared with a Jacobian-based benchmark approach. To stabilise these methods, novel adaptive-smoothing approaches are proposed that control the conditioning of the update matrices to ensure accurate linking. The nonlinear UST problem of estimating the sound speed was recast as a series of linearised subproblems, each solved using the above algorithms and within a steepest descent scheme. The whole imaging algorithm was demonstrated to be robust and accurate on realistic data simulated using a full-wave acoustic model and an anatomical breast phantom, and incorporating the errors due to time-of-flight picking that would be present with measured data. This method can be used to provide a low-artefact, quantitatively accurate, 3D sound speed maps. In addition to being useful in their own right, such 3D sound speed maps can be used to initialise full-wave inversion methods, or as an input to photoacoustic tomography reconstructions.
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1. Introduction

Ultrasound Tomography (UST) has received growing interest in the past decade, especially for breast imaging [35, 71, 72, 20, 25, 54]. Despite first being proposed nearly 50 years ago [21], it was not until recently that improvements in both ultrasound (US) and computing hardware have begun to be exploited to bring UST to the point where it can potentially compete with, and complement, the more established medical imaging modalities. UST is a fully tomographic method in which the medium to be imaged is surrounded by transducers (emitters and receivers) and US is sequentially transmitted from the transmitters (or from small groups) into the imaging target. The US propagates through the tissue, is scattered, refracted and attenuated, and finally detected by the array of detectors. The inverse problem is to recover images of the acoustic properties of the target. These typically include images of sound speed or acoustic attenuation, which can be quantitative, and reflection images (which are usually qualitative but related somewhat to the gradient of the acoustic impedance). The hope is that this quantitative information about the tissue properties can be used to aid diagnosis [62]. (It should be noted that UST is very different from conventional ultrasound imaging as widely-used in clinical settings, which is a backward-mode imaging modality that uses a small-area probe to give qualitative reflection images in real time.) In addition, photoacoustic tomography, which has similarly been receiving a great deal of attention in the past decade for 3D breast imaging [41, 52], depends on quantitatively accurate knowledge of the sound speed distribution. Even a low resolution (smoothed) sound speed map, if quantitatively accurate, could significantly improve 3D photoacoustic tomography reconstructions in heterogeneous media such as breast, where the image extends to deeper than superficial regions.

The majority of UST approaches have been limited to 2D cases, and thus out-of-plane effects are neglected, leading to image artefacts. This study concentrates on 3D volumetric reconstruction of the sound speed distribution from measurements made on a hemispherical surface around the imaging target.

The UST inverse problem can be tackled using full-waveform inversion approaches, such as are used in seismic applications, which are based on a minimisation of the $L_2$-norm of the discrepancy between the measured acoustic pressure and that from a numerical model [74, 46, 47, 6, 42]. To do this, the acoustic pressure is modelled using the wave equation for heterogeneous media, and the unknown acoustic property (here the sound speed) is iteratively updated using a computation of gradient of the $L_2$-norm of the discrepancy [57]. This class of methods can provide high spatial resolution images, are flexible, in the sense that different forward models can be used, and make use of all the information in the measured data. (See, for example, [74, 46, 47] for time-domain methods and [71, 72] for frequency-domain approaches.) However, one problem with these approaches is that they are very computationally expensive, and tackling 3D imaging scenarios remains challenging [74, 46, 47]. They are also vulnerable to uncertainties in the forward modelling, e.g., in the transducer properties [27], and the solution tends to converge to the nearest local minimum instead of the global minimum of the problem. As a result, minimisation-based full-wave approaches typically require a good initial guess. There is therefore still a great deal of interest in other approaches to UST, especially methods that are less intensive computationally.

Ray-based methods, which use a high-frequency approximation to reduce the wave propagation problem to a ray-propagation problem, are still popular. Indeed, ray-based methods are commonly used to provide the initial guess for full-wave inversions [71, 74, 47, 32, 72]. This approach, initially inspired by X-ray tomography, uses measurements of the time-of-flight (TOF) of the acoustic signals across the imaging target to reconstruct the slowness distribution (the reciprocal of the sound speed) using Radon-type inversion techniques [3]. Typically, two sets of data are recorded, one
from a known homogeneous reference medium such as water and another from the target. The
inverse problem then becomes reconstructing the difference in the slowness distributions between
the target and water from the differences in the TOFs measured between every pair of emitter
and receiver [17]. To solve this inverse problem, a method of relating the TOFs to the slowness
is required. This is usually achieved by computing the TOFs as the integrals of the slowness
along the rays that link the pairs of emitters and receivers. The inverse problem now becomes a
minimisation of the norm of the discrepancy between the measured and modelled TOFs via an
iterative adjustment of the slowness distribution. This is often done using a successive enforcement
of a Radon-type forward operator and its adjoint using the trajectories of the rays [35]. This raises
the question of how the ray trajectories are computed.

Early approaches to UST used an assumption that the acoustic waves propagate along straight
lines [17], thus neglecting diffraction, refraction and scattering [15]. Refraction (bending) of the
rays can be incorporated by basing the calculation of each ray trajectory on Fermat’s principle,
which states that the energy tends to propagate along the path with minimal acoustic length
[4,15,53]. However, because rays inherently assume a high-frequency approximation, diffraction
and scattering effects are still neglected [15]. An approach was recently published that applies to
weak heterogeneities and broadens the concept of a ray to a sensitivity kernel that includes these
phenomena to some extent [45].

One class of ray-tracing approaches is based on tracking the wavefront from an emitter across
the medium to all receivers simultaneously [32]. Among them, the fast marching method (FMM)
[68,65] has received much attention for UST [40,2]. However, because this approach is based on a
calculation of the wavefronts through the entire domain, it becomes computationally intensive for
the 3D UST [14], and has predominantly been used for 2D studies [26]. In addition, this approach
solves the trajectory of rays on the grid points, and therefore, the accuracy is limited by the grid
spacing. For example, in [2], FMM was used to compute TOFs for a 2D medium encompassed
by a circular detection surface. In [40], out-of-plane refraction is accounted for by applying the
FMM to a slab-like volume including the target slice aligned with the circular transducer array.
An application of FMM to 3D UST was also reported in [14].

Another class of ray-tracing approaches, two-point ray tracing, treats the emitters and receivers
as ray-emission and ray-reception points and computes only the rays between them (for all emitter-
receiver pairs). The numerical methods for calculating the trajectory of a ray that links a pair of
emission and reception points can be categorised into bending [70,50,55,51,49,73] and shooting
[4,5,53] approaches. In the bending method, the problem is framed as a two-point boundary
value problem. By fixing both end-points of the ray, its trajectory is iteratively computed until the
perturbation in the path becomes smaller than a tolerance [70,50,55,51,49,73]. In [70] and
[50], central finite difference approaches were used for solving a second-order differential equation
derived from an Euler Lagrange equation describing the trajectory of the rays (see Sec. 3.1).

In [53], a method for ray bending based on a reduction of the second-order ray equation to a set
of first-order equations was proposed, and was numerically solved using adaptively-varying finite
difference methods and varying meshes. It was shown that bending methods are more efficient than
shooting methods for a simple distribution of the sound speed, but they are less efficient, or may
fail for more complex media [12]. In the shooting method, the ray’s path is solved as a sequence
of initial value problems, given the starting position and an initial direction for the ray. With the
initial position of the ray fixed at the emission point, the initial direction of the ray is iteratively
controlled until the end point of the ray intercepts the reception point to within a small tolerance.
This is known as the ray-linking problem [4,60,61]. Shooting methods have been widely used for
2D UST imaging [4,5,53], but little work has been done on their extension to 3D.
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Both classes of two-point ray-tracing approaches, shooting and bending methods, are non-linear inverse problems, and are subject to instability or divergence, especially for 3D scenarios [60, 65]. For example, when the sound speed is non-differentiable or causes shadow zones [55, 61], the data may no longer depend continuously on the unknown function, leading to ill-posedness in the Hadamard sense. This is easier to deal with in shooting methods, as testing the convergence of (and setting a convergence criterion for) a shooting method is straightforward, because the error functional is a measure of the distance between the end point of the ray and the reception point.

One further comparison between full-wave and ray-based approaches relates to rotating measurement systems. The computational load of full-wave inversions, or ray-based approaches based on wavefront tracking, does not change as the number of receivers increases, as it only scales with the number of emitters. While this can be an advantage, it is not necessarily so. For example, consider a fixed array with \( N \) transducers, which act both as emitters and receivers. The number of unique emitter-receiver pairs will be \( N(N-1)/2 \). For some applications, including breast imaging, it may not be possible to fit enough transducers in the array because of their finite size, and it is necessary to rotate or translate the system to obtain sufficient data [20]. In this case, the number of effective emitters is \( N_{\text{eff}} = N_{\text{rot}} N' \), where \( N_{\text{rot}} \) is the number of rotations, and \( N' < N \) is the number of transducers. The number of unique emitter-receiver pairs is given in the rotating case by \( N_{\text{eff}}(N'-1)/2 \), so for the rotating system to measure as much data as the equivalent fixed system, it is necessary for \( N_{\text{eff}} > N \). In other words, data collected using a rotating array, as opposed to an equivalent fixed array, leads to an increased computational burden during the reconstruction when using full-wave or wavefront methods. For two-point ray tracing approaches, however, it will remain the same.

In this paper, a two-point ray-tracing approach for 3D transmission UST of the breast using a hemispherical detection surface will be described. Key to this is a novel technique to solve the problem of 3D ray-linking in this geometry. To the best of our knowledge, this manuscript presents the first refraction-corrected two-point ray-based inversion approach for full-3D transmission UST of the breast. Although, here, the ray-linking approach is applied to a hemispherical detection surface, it is parameterised in a general fashion and can be straightforwardly used for any arbitrary convex detection surface. In Section 2, the inverse problem of UST is defined, based on a refraction-corrected ray-based approach for a hemispherical detection surface. In Section 3, the ray tracing approach used is introduced, and novel efficient approaches to solving the associated inverse problem of ray-linking are derived in Section 4. In Section 5, all aspects of the method - ray-tracing, ray-linking, and quantitative sound speed imaging - are numerically validated. Section 6 contains a discussion and the conclusions. In the Appendix, the approach used for calculation of the TOFs (a slight modification of [35]) is presented.

2. Inverse Problem of Ultrasound Tomography

In this section, the forward operator under consideration and the associated inverse problem, are introduced.

2.1. Forward operator. Let \( \mathbf{x} = (x^1, \ldots, x^d) \) denote a spatial position in \( \mathbb{R}^d \) with \( d \) the dimension. For UST, \( d \) can be either 2 or 3, but here is restricted to \( d = 3 \). \( \Omega \subset \mathbb{R}^3 \) is an open bounded set in \( \mathbb{R}^3 \) given by the hemispherical volume, centred at the origin, which is bounded by the surface \( \mathcal{S} = (\mathcal{S}_1 \cup \mathcal{S}_2) \subset \mathbb{R}^2 \), where \( \mathcal{S}_1 = \{ x^3 < 0 \cap | \mathbf{x} | = R \} \) is hemispherical surface of radius \( R \), and \( \mathcal{S}_2 = \{ x^3 = 0 \cap \sqrt{x^1^2 + x^2^2} \leq R \} \) is a circular plane. \( \Omega \) contains the spatially-varying part of the refractive index distribution, \( n(\mathbf{x}) = c_w/c(\mathbf{x}) \), where \( c(\mathbf{x}) \) denotes the spatially varying sound...
speed distribution, and \( c_w \) is a scalar value representing the reference sound speed (here the sound speed in water), i.e. \( (n(x) - 1) \in C^\infty_0(\Omega) \).

**Definition 1.** A ray is defined using \( f_{(n,e,p)}(x) = 0 \), where \( e \in S_1 \) denotes an initial point for the ray, and \( p \in S \) represents the interception point of the ray with surface \( S \) after traveling through the medium.

**Definition 2.** The continuous forward operator is defined as
\[
A : D(\Omega) \to S_1 \times S, \\
L_{(e,p)} = A_{(n,e,p)}[n(x)] = \int_\Omega n(x)\delta(f_{(n,e,p)}(x)) \, dx, (1)
\]
where the space \( D \) is defined such that any function \( n(x) \in D \) satisfies the condition that \( (n(x) - 1) \in C^\infty_0(\Omega) \). Here, \( \delta \) denotes the Dirac delta function, and \( L_{(e,p)} \) is the acoustic length along a ray that links the point \( e \) to the point \( p \), and is given by the path integral of \( n(x) \) along the ray \( \delta(f_{(n,e,p)}(x)) \). (A ray can be parameterised by the distance along it, \( s \), by describing it as the line of points \( \{x_{ray}(s), s \in [0, L_{ray}]\} \) that satisfy \( f_{(n,e,p)}(x) = 0 \), where \( L_{ray} \) is the physical length - not the acoustic length - of the ray; see Fig. 1.)

![Figure 1](image)

**Figure 1.** A ray starts at the emission point \( e \in S_1 \) (also written as in \( x_e \in R^3 \)) and ends at the interception point \( p \) (or \( x_p \)). The ray consists of the points \( x_{ray}(s), s \in [0, L_{ray}] \) that satisfy \( f_{(n,e,p)} = 0 \) (see Definitions 1 and 2).

**2.2. Discrete forward operator.** In practice, the calculations are done on a grid of \( N_n \) discrete grid points. \( \bar{n} \in R^{N_n} \) refers to the discretised refractive index field defined on the grid, \( \bar{e} \in S_1 \) and \( \bar{r} \in S_1 \) indicate the discretised emission and reception points, and \( N_e \) and \( N_r \) are the number of emitters and receivers, respectively. Note that the discretised emission and reception points do not necessarily lie on the grid points but rather correspond to the centres of actual transducer positions, as defined in the experiment. (In general, an overbar, \( \bar{\cdot} \) indicates a discretised variable.) The measurements consist of the times-of-flight \( \bar{T} \in R^{N_eN_r} \) between every physical emitter and receiver.

**Definition 3.** A discretised variant of the forward operator can be defined as
\[
A : R^{N_n} \to R^{N_eN_r}, \\
\bar{L} = A[\bar{n}], (2)
\]
where $\tilde{L} = c_w \tilde{T}$ is the discretised acoustic length, and, from Eq. (1), the dependence of $\tilde{L}$ on $\bar{n}$ is nonlinear. Also, $L(\bar{e}, \bar{r})$ is used to denote the acoustic length between an emission point $\bar{e}$ and reception point $\bar{r}$. (Note that a ray in the continuous domain links an arbitrary point $e \in S_1$ to an interception point $p \in S$, and a ray in the discretised domain links a discretised emission point $\bar{e} \in S_1$ to a discretised reception point $\bar{r} \in S_1 \subset S$.) The emitters and receivers are assumed to be points in space and emit and receive rays in all directions with equal weighting.

**Definition 4.** A linearisation of $A$ around a fixed refractive index distribution $\bar{n}$ gives a Jacobian matrix of the form

$$
J \in \mathbb{R}^{N_e N_r \times N_n} \\
\delta \tilde{L} = J[\bar{n}] \delta \bar{n},
$$

where $\delta \tilde{L}$ denotes the change in the acoustic length due to perturbation $\delta \bar{n}$ in the refractive index field. The action of $J$ on $\delta \bar{n}$ for each pair of emitters and receivers is equivalent to an inner product of the corresponding row in $J$ by $\delta \bar{n}$, and gives the integral of the refractive index distribution along a ray that links this pair. Further details are given in Section 3.4.

2.3. **Inverse problem.** The UST inverse problem is to find the refractive index distribution of an object $\bar{n}_{\text{object}}(x)$ from the discrepancies between the measured acoustic lengths across the object and across a reference medium (water), i.e. to find $\bar{n}_{\text{object}}(x)$ from $\Delta \tilde{L} = c_w \Delta \tilde{T}$, where $\Delta \tilde{T} = \tilde{T}_{\text{object}} - \tilde{T}_w$ and $\tilde{T}_w$ are the times-of-flight through water with known sound speed $c_w$. This can be posed as a nonlinear minimisation problem of the form

$$
\bar{n}_* = \arg \min_{\bar{n}} E[\bar{n}] = \arg \min_{\bar{n}} \| A[\bar{n}] - A[\bar{n}_w] - \Delta \tilde{L} \|_2^2,
$$

where the ‘object’ subscript has been dropped and from now on is implied. This nonlinear problem can be solved as a sequence of linearised problems. A linearisation of the forward operator $A$ about a fixed $\bar{n}_q$, the $q$-th update for the refractive index field, gives the approximations

$$
A[\bar{n}] \approx A[\bar{n}_q] + J[\bar{n}_q](\bar{n} - \bar{n}_q) \\
A[\bar{n}_w] \approx A[\bar{n}_q] + J[\bar{n}_q](\bar{n}_w - \bar{n}_q)
$$

Substituting Eq. (5) into Eq. (4) gives the $q$-th linearised minimisation

$$
\bar{n}_{q+1} = \arg \min_{\bar{n}} \tilde{E}_q[\bar{n}] = \arg \min_{\bar{n}} \| J[\bar{n}_q] \Delta \bar{n} - \Delta \tilde{L} \|_2^2,
$$

where $\Delta \bar{n} = \bar{n} - \bar{n}_w$ with $n_w = 1$ for all grid points. Each linearised subproblem Eq. (6) is solved by setting $\nabla \tilde{E}_q[\bar{n}] = 0$, where the operator $\nabla (\cdot)$ denotes the gradient. (By convention, the first iteration is $q = 0$.) As these are least squares problems, they lead to normal equations, which here are solved using a steepest descent algorithm with a fixed step length $1$, and terminated after a fixed number of iterations. The sequence of linearised subproblems is recursively repeated until

$$
1 - \tilde{E}[\bar{n}_{q+1}]/\tilde{E}[\bar{n}_q] < \varepsilon_n,
$$

where $\varepsilon_n$ is a user-defined stopping threshold.

**Remark 1.** Early-stopping of the steepest descent iterations in the solution of the subproblems can act implicitly as a regulariser, but an explicit regularisation term was not included in the objective function Eq. (4) so that the reconstructed image depends only on the proposed ray-based reconstruction algorithm and not on the value of a regularisation parameter. See, for example, [35, 2] for the application of regularisation to the UST inverse problem.
3. Ray tracing

Here, the method used for finding the rays $f_{(n,e,p)}(x) = 0$ (see Definition 1) is described.

3.1. Ray equation. A general form of the acoustic wave equation in free space is
\begin{equation}
  u_{tt}(x,t) - c(x)^2 u_{xx}(x,t) = 0, \quad x \in \mathbb{R}^3, \ t > 0,
\end{equation}
where $u$ is the acoustic pressure, and $t$ time. When $c$ is constant, a harmonic wave solution of Eq. (8) can be written as $u(x,t) = U(x) \exp(i(k \cdot x - \omega t))$, where $U$ is the amplitude, $\omega$ is the angular frequency, and $k$ is a wavevector describing the direction of propagation. $U$, $\omega$ and $k$ are specified by the initial conditions [63]. For a spatially varying $c(x)$, this can be modified, under a high frequency approximation, into the form [34, 75]
\begin{equation}
  u(x,t) \approx U(x) e^{i\omega(W(x)/c_0 - t)},
\end{equation}
where $k \cdot x$ has been replaced by $(\omega/c_0)W(x)$, the accumulated phase, and $c_0$ is a reference sound speed. For the high frequency approximation to hold, the fractional change in sound speed gradient over the longest wavelength involved in the problem must be small compared to the sound speed [34]. Now, substituting Eq. (9) into Eq. (8) gives the two equations
\begin{equation}
  \nabla^2 U - \frac{\omega^2}{c_0^2} U \nabla W \cdot \nabla W = -\frac{\omega^2}{c_0^2} U, \quad 2\nabla W \cdot \nabla U + U \nabla^2 W = 0.
\end{equation}

For the left-hand-side equation, neglecting the first term because of the same high frequency approximation gives [34, 75]
\begin{equation}
  \nabla W \cdot \nabla W = n^2(x).
\end{equation}
This is known as the eikonal equation. The surfaces on which $W(x)$ is constant are surfaces of constant phase called wavefronts, and the lines which are always normal to these wavefronts are rays. The acoustic energy propagates along these rays in the direction defined by the unit vector $d\mathbf{x}_{\text{ray}}/ds$, where [4]
\begin{equation}
  \frac{d\mathbf{x}_{\text{ray}}}{ds} = \frac{\nabla W(x)}{n(x)}.
\end{equation}

As $d/ds(n \, d\mathbf{x}_{\text{ray}}/ds) = d/ds(\nabla W) = \nabla(\nabla W) = \nabla n$, this leads directly to another form of the eikonal equation which here is called the ray equation:
\begin{equation}
  \frac{d}{ds} \left( n \frac{d\mathbf{x}_{\text{ray}}(s)}{ds} \right) = \nabla n.
\end{equation}

In addition, the right-hand-side equation in Eq. (10) is called transport equation, and can be used for computation of the amplitude of the field along the ray [61], although it is not used in this study.

3.2. Fermat’s principle. The ray equation can also be found using Fermat’s principle [56, 24], which states that the path between two points taken by a ray makes the acoustic length stationary under variations in a family of nearby paths. As above, let $s$ denote the distance along a ray, and $\mathbf{x}(s) \in \mathbb{R}^3$ and $(d\mathbf{x}/ds)(s) \in S^2$, denote the ray’s position vector and (unit) direction vector, respectively. (The subscript on $\mathbf{x}_{\text{ray}}(s)$ has been dropped for this section for conciseness.)
Define 5. The acoustic length of a path \( x(s) \) taken by a ray in passing from point \( p_1 \) to \( p_2 \) is defined by
\[
L_{(p_1, p_2)} = \int_{p_1}^{p_2} n(x(s)) ds,
\]
where \( ds = |dx(s)| \) is an infinitesimal distance along the ray (see Eq. (1)).

Definition 6. A family of \( C^2 \) continuous paths \( x(s, \epsilon) \in \mathbb{R}^3 \), which smoothly depends on \( \epsilon \), gives a set of smooth transformations of the ray path \( x(s) \) in an interval including \( \epsilon = 0 \), and satisfies
\[
x(s_{p_1}, \epsilon) = x(s_{p_1}), \quad x(s_{p_2}, \epsilon) = x(s_{p_2}).
\]

An infinitesimal variation of the path \( x(s) \) is defined in the form
\[
\delta x(s) := \frac{dx}{d\epsilon} |_{\epsilon = 0} x(s, \epsilon),
\]
where, from Eq. (15), \( \delta x(s_{p_1}) = \delta x(s_{p_2}) = 0 \).

Definition 7. Using Definitions 5 and 6 together with the fact that \( dx/ds \) is a unit vector, the stationary acoustic length under variation in a family of nearby paths satisfies
\[
\delta L_{(p_1, p_2)} = \delta \left[ \int_{s_{p_1}}^{s_{p_2}} n(x(s)) \left( \frac{dx}{ds} \cdot \frac{dx}{ds} \right)^{1/2} ds \right] = 0.
\]

Lemma 1. Using Definition 5 and the boundary conditions in Eq. (15), the stationarity of the optical length defined in Eq. (17) yields a path \( x(s) \) that satisfies Eq. (13).

Proof. Consider the integrand in Eq. (17) as a Lagrangian function in the form \( F(x, x', s) = n(x)(x' \cdot x')^{1/2} \), where \( x' = dx/ds \) has been used for brevity. Using Definition 6, a perturbation of the first order, \( \delta x \), is applied to the path \( x(s) \) to give
\[
\delta L_{(p_1, p_2)} = \int_{s_{p_1}}^{s_{p_2}} \left[ F(x + \delta x, x' + \delta x') - F(x, x') \right] ds
\]
\[
= \int_{s_{p_1}}^{s_{p_2}} \left[ \delta x \cdot \frac{\partial F}{\partial x} + \delta x' \cdot \frac{\partial F}{\partial x'} \right] ds.
\]

Now, applying an integration by parts to the second term in the integrand, together with the boundary conditions in Definition 6 gives
\[
\delta L_{(p_1, p_2)} = \int_{s_{p_1}}^{s_{p_2}} \delta x \cdot \left( \frac{\partial F}{\partial x} - \frac{d}{ds} \frac{\partial F}{\partial x'} \right) ds.
\]

The proof is straightforwardly completed by substituting \( F \) into the above equation and setting the first order change \( \delta L_{(p_1, p_2)} \) to zero for all perturbations \( \epsilon \).

3.3. Numerical ray tracing. In this section, two numerical ray-tracing algorithms are derived.

3.3.1. Dual-update algorithm. Consider a ray starting from an emission point \( x = x_\epsilon \). A Taylor series expansion of the ray’s position vector \( x(s) \) can be written
\[
x(s + \Delta s) = x(s) + \frac{dx}{ds} |_s \Delta s + \frac{1}{2} \frac{d^2 x}{ds^2} \Delta s^2 + O(\Delta s^3),
\]
\[
= x(s) + \frac{d^2 x}{ds^2} \Delta s^2 + O(\Delta s^3).
\]
where \(\frac{dx}{ds}\) and \(\frac{d^2x}{ds^2}\) denote the first-order and second-order derivatives of the position vector at point \(s\), respectively. The second derivative can be found by expanding Eq. \(13\) to get,
\[
\frac{d^2x}{ds^2} = \frac{1}{n} \left[ \nabla n - \left( \nabla n \cdot \frac{dx}{ds} \right) \frac{dx}{ds} \right], \tag{21}
\]
which is orthogonal to \(\frac{dx}{ds}\). For the first step, the first-order derivative, the ray tangent, is given by the user but for subsequent steps it needs to be found. A Taylor series expansion for \(\frac{dx}{ds}\) can be written as
\[
\frac{dx}{ds} \bigg|_{s+\Delta s} = \frac{dx}{ds} \bigg|_s + \frac{d^2x}{ds^2} \bigg|_s \Delta s + O(\Delta s^2). \tag{22}
\]
The two Taylor series, Eqs. \(20\) and \(22\) can be combined with Eq. \(21\) into a dual-update iterative scheme to calculate the next step along the ray \(x(s + \Delta s)\) from the current point \(x(s)\). This is written below as Algorithm 1. The normalisation of the update vector in line 6 is included because it makes numerical integration along the ray easier if the ray is defined at evenly spaced points. The normalisation of the ray tangent vector, \(d\), in line 9 is there to ensure that it, like \(\frac{dx}{ds}\) that it is an approximation to, is a unit vector. In numerical tests in which \(n\) and \(\nabla n\) are known exactly, the error in the path of the ray as calculated by Algorithm 1 converges at a rate of \(O(\Delta s^2)\), see Sec. 5.1.3. In many practical scenarios, such as in the inverse problem considered in this paper, the error in the ray path will, however, be dominated by error in the approximations of \(n\) and \(\nabla n\) (Sec. 3.4). Furthermore, it is often the acoustic length - the integral of \(n\) along the ray - that is the salient quantity, not the ray path per se, and that will include errors due to the numerical approximation of the path integral as well. It can therefore be beneficial to trade a reduction in the formal rate of convergence of an algorithm for an increase in its computational efficiency, particularly when the former has little detrimental effect on the accuracy in the overall problem and the latter can significantly reduce the computational burden. With this in mind, a second ray-tracing algorithm was derived.

\begin{algorithm}
\caption{Ray tracing: dual-update approach}
\begin{algorithmic}[1]
\State \textbf{input:} \(x_0 \in \mathbb{R}^3, d_0 \in S^2\)
\State \textbf{initialise:} \(x(0) = x_0, d(0) = d_0\)
\While {\(x(s)\) is inside \(\Omega\)}
\State \(h = \left( \nabla n - \left( \nabla n \cdot d \right) d \right)/n\)
\State \(g = d + h\Delta s/2\)
\State \(g \gets g/|g|\)
\State \(x \gets x + g\Delta s\)
\State \(d \gets d + h\Delta s\)
\State \(d \gets d/|d|\)
\EndWhile
\end{algorithmic}
\end{algorithm}

3.3.2. \textit{Mixed-step algorithm.} The ray tracing algorithm derived in this section and used in the examples below, sometimes known as the mixed-step algorithm, is computationally more efficient than Algorithm 1, although converges more slowly with \(\Delta s\). Starting from the Taylor series expansion for the ray position vector, Eq. \(20\), and replacing the first derivative with the central
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difference approximation \( \frac{dx}{ds}|_s = (x(s + \Delta s) - x(s - \Delta s))/(2\Delta s) \), gives a result which can be rearranged into the form

\[
x(s + \Delta s) = x(s) + d|_s \Delta s + \frac{d^2 x}{ds^2} \bigg|_s \Delta s^2,
\]

where \( d|_s := (x(s) - x(s - \Delta s))/\Delta s \) is a backward difference. Eq. (23) can be rewritten as

\[
x(s + \Delta s) = x(s) + d|_{s+\Delta s} \Delta s,
\]

where the ray-direction update is given by

\[
d|_{s+\Delta s} = d|_s + \frac{d^2 x}{ds^2} \bigg|_s \Delta s,
\]

(see the Taylor series, Eq. (22)). Note that the ray-direction update \( d|_{s+\Delta s} \) must be normalised to ensure that Fermat’s principle holds (see Eq. (21)) and it gives steps along the ray of equal length \( \Delta s \). Using Eq. (24) to calculate the next position along the ray requires \( d|_{s+\Delta s} \) to be calculated from Eq. (25), which raises the question of how to compute \( d^2 x/ds^2 \). This must be done using the ray equation, Eq. (21), as it is via this equation that the refractive index affects the ray path, but \( dx/ds|_s \) in Eq. (21) is not known. In deriving Eq. (25) from the Taylor series, \( dx/ds|_s \) was approximated using a central difference. However, here the backward difference \( d|_s \) is preferred for reasons of computational efficiency (and for Fermat’s principle to hold it must be normalised, as mentioned above). The use of a backward difference raises one issue, which is that it is necessary to know \( x(s - \Delta s) \) at each step, and for the first step this is not known. This can be overcome by defining \( d|_0 \) as the user-defined initial ray tangent, and using Eq. (20) and Eq. (21) to compute \( x(\Delta s) \) given \( x(0) \). The resulting algorithm is shown in Algorithm 2. This algorithm can be coded more efficiently than Algorithm 1 as it contains fewer steps and fewer stored variables; the trade-off is a reduction in the convergence rate due to the first-order backward difference approximation used in the ray equation. However, as mentioned above, this is rarely a problem in practice as typically greater errors arise from the approximation of the refractive index gradient and the numerical path integration (described in Secs. 3.4 and 3.4.3 below).

Algorithm 2 Ray tracing: mixed-step approach

1: input: \( x_e \in \mathbb{R}^3, d_e \in S^2 \) \hspace{1cm} \( \triangleright \) Input initial ray position and tangent vector
2: initialise: \( x = x_e, d = d_e \) \hspace{1cm} \( \triangleright \) Set initial ray position and tangent vector
3: \( h = (\nabla n - (\nabla n \cdot d) d)/n \) \hspace{1cm} \( \triangleright \) Compute the initial second derivative using Eq. (21)
4: \( d \leftarrow d + h\Delta s/2 \) \hspace{1cm} \( \triangleright \) Update the ray direction based on Eq. (20)
5: \( d \leftarrow d/|d| \) \hspace{1cm} \( \triangleright \) Make the update direction a unit vector
6: \( x \leftarrow x + d\Delta s \) \hspace{1cm} \( \triangleright \) Update ray position vector
7: while \( x(s) \) is inside \( \Omega \) \ do
8: \( h = (\nabla n - (\nabla n \cdot d) d)/n \) \hspace{1cm} \( \triangleright \) Compute the second derivative using Eq. (21)
9: \( d \leftarrow d + h\Delta s \) \hspace{1cm} \( \triangleright \) Update the ray direction using Eq. (21)
10: \( d \leftarrow d/|d| \) \hspace{1cm} \( \triangleright \) Make the update direction a unit vector
11: \( x \leftarrow x + d\Delta s \) \hspace{1cm} \( \triangleright \) Update the ray position vector
12: end while
3.4. Grid-to-ray interpolation. As mentioned in Sec. 2.2, the refractive index is defined on a grid of points. In contrast, the points along the ray computed using the algorithms above can lie anywhere in Ω and are not restricted to grid points. An interpolation map from the grid to the rays is therefore necessary for approximating n and ∇n in the ray tracing algorithms, as well as for forming the Jacobian matrix J[\hat{n}_q] (cf. Definition 4) used for solving the inverse problem in Eq. [6].

3.4.1. Numerical approximation of refractive index. The refractive index field was discretised on a mesh of points \( x_i \) with \( i \in \{1, ..., N_n\} \). For simplicity, a rectilinear grid was used with grid points indexed with the multi-index \( i = (i^1, i^2, i^3) \in \{1, ..., N_n^1\} \times \{1, ..., N_n^2\} \times \{1, ..., N_n^3\} \) with \( N_n = \prod_{j=1}^3 N_n^j \) and an equal grid spacing \( \Delta x \) along all Cartesian coordinates \( j \). Also, \( x_{j} \) is used to indicate the position of grid point \( i \) along Cartesian coordinate \( j \). (Recall that \( x^j \) denotes the position in continuous Euclidean space along the Cartesian coordinate \( j \).

Let \( \{\phi_i(x), i = 1, ..., N_n\} \) denote a set of basis functions for which basis function \( \phi_i(x) \) is related to grid point \( i \). An arbitrary continuous scalar field \( z(x) \) (this could be the refractive index or a component of its gradient) can be approximated as a linear combination of these basis functions

\[
z(x) \approx \hat{z}(x) = \sum_{i=1}^{N_n} \hat{z}_i \phi_i(x), \tag{26}
\]

Here, trilinear basis functions defined on a regular grid were used, which take the form [15]

\[
\phi_i(x) = \prod_{j=1}^{3} \left(1 - \left|x^j_i - x^j\right|/\Delta x\right), \tag{27}
\]

where

\[
u^j_i(x) = \begin{cases} \frac{(x^j - x^j_i)}{\Delta x}, & x_{(i-1)^j} < x^j < x_{(i+1)^j} \\ 0, & \text{otherwise.} \end{cases} \tag{28}
\]

Here, \( x_{(i\pm 1)^j} \) denotes the two grid points adjacent to the grid point \( x_i \) along the Cartesian coordinate \( j \). The basis function \( \phi_i(x) \) has a pyramidal shape with the vertex on point \( i \), and it vanishes on the neighboring grid points. Because this basis function is a polynomial of first order along each Cartesian coordinate \( j \), the interpolated function \( \hat{z} \) is continuous but its first derivative is not continuous [15]. Therefore, for an approximation of the directional gradients of the refractive index, we follow [4 5], where the discretised directional gradients are first calculated from the values of field at the grid nodes using finite differences, and are then approximated for off-grid points using the same interpolation as for the field itself. (Using this approach, the need for different interpolation operators for the refractive index and each of the three gradient components is avoided.) It has been shown that this approach gives an approximation that is sufficiently accurate for weakly heterogeneous media [4 5 15], which is the case here. We will show in Section 5 that this approach provides a good trade-off between accuracy and computational cost.

3.4.2. Interpolation operator. This section describes the map used for interpolating from the discretised field on the grid, \( \hat{z} \), to an arbitrary point along the ray using Eq. [26].

Definition 8. The positions of the first and last vertices of each cubic voxel \( v \) along each Cartesian coordinate \( j \) are given by \( x^j_{0v}, x^j_{1v} \), where \( i^v \in \{0, 1\} \) denotes the first and last vertices. Any arbitrary point \( x = \{x^j, j = 1, 2, 3\} \) contained in \( v \) satisfies \( x_{0v}^j \leq x^j < x_{1v}^j \) for all Cartesian coordinates.
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The values of the discretised field \( \bar{z} \) associated with the vertices of voxel \( v \), containing \( x \), are notated \( \bar{z}^v \) and defined using the map

\[
J^v : \mathbb{R}^{N_n} \rightarrow \mathbb{R}^8
\]

\[
\bar{z}^v[\bar{x}] = J^v[\bar{x}] \bar{z}.
\] (29)

Correspondingly, the elements of \( \bar{z}^v \) are written as

\[
\bar{z}^v = \begin{bmatrix}
\bar{z}^v(0,0,0); \\
\bar{z}^v(0,0,1); \\
\bar{z}^v(0,1,0); \\
\bar{z}^v(0,1,1); \\
\bar{z}^v(1,0,0); \\
\bar{z}^v(1,0,1); \\
\bar{z}^v(1,1,0); \\
\bar{z}^v(1,1,1)
\end{bmatrix}^T.
\] (30)

We will also use

\[
Q^v[\bar{x}] = [1, l^{(v,1)}, l^{(v,2)}, l^{(v,3)}; l^{(v,1)}l^{(v,2)}, l^{(v,1)}l^{(v,2)}l^{(v,3)}],
\] (31)

where the dependence of \( l^{(v,j)} \) on \( x \) is neglected for brevity, but is given by

\[
l^{(v,j)}(x) = \frac{x - x_{0,j}}{x_{1,j} - x_{0,j}} = \frac{x - x_{0,j}}{\Delta x}.
\] (32)

**Definition 9.** The trajectory of a ray-linking an emission point \( \bar{e} \) to a reception point \( \bar{r} \) is defined by the points \( s_m \), \( m \in \{0, ..., M_{(\bar{e},\bar{r})}\} \), where the initial point \( s_0 \) matches the emission point \( \bar{e} \), the final point \( s_{M_{(\bar{e},\bar{r})}} \) matches the reception point \( \bar{r} \), and the number of the sampling points along the ray is \( M_{(\bar{e},\bar{r})} + 1 \). For ray tracing algorithms that take equal sized steps along the ray, as is the case for Algorithms 1 and 2, the points \( s_m \) must satisfy

\[
s_m = \begin{cases}
m\Delta s, & m \in \{0, ..., M_{(\bar{e},\bar{r})} - 1\} \\
(m - 1)\Delta s + \Delta s', & m = M_{(\bar{e},\bar{r})}.
\end{cases}
\] (33)

Also, the second line in Eq. (33) is used in order to indicate that the last point of the ray must be matched to the reception point \( \bar{r} \), and thus \( \Delta s' = s_{M_{(\bar{e},\bar{r})}} - s_{M_{(\bar{e},\bar{r})}-1} \) with \( \Delta s' \leq \Delta s \). This is achieved using ray-linking, described in Sec. 4.

**Lemma 2.** Using the trilinear basis function, Eq. (27), an interpolation map (operator) from a discretised field \( \bar{z} \) to sampling points \( s_m \) on a ray is defined as

\[
J^{\text{int}}_{(s_m;\bar{e},\bar{r})} : \mathbb{R}^{N_n} \rightarrow \mathbb{R}^{M_{(\bar{e},\bar{r})}+1}
\]

\[
\hat{z}[x_{(s_m;\bar{e},\bar{r})}] = J^{\text{int}}_{(s_m;\bar{e},\bar{r})}\bar{z} = Q^v[x_{(s_m;\bar{e},\bar{r})}]CJ^v[x_{(s_m;\bar{e},\bar{r})}]\hat{z},
\] (34)

where, the matrix \( C \in \mathbb{R}^{8\times 8} \) is in the form

\[
C = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
-1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & -1 & 0 & 1 & 0 \\
1 & -1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & -1 & 1 & 0 & 0 \\
-1 & 1 & 1 & -1 & 1 & -1 & -1 & 1
\end{bmatrix}.
\] (35)

**Proof.** The proof is obtained by forming \( \hat{z} \) in Eq. (26) using Eq. (27) and Eq. (28), and then re-arranging into the formula Eq. (34) using Eq. (31) and Eq. (32).

**Remark 2.** The interpolation operator \( J^{\text{int}}_{(\bar{e},\bar{r})} \) is used for two purposes: for approximating \( n \) and \( \nabla n \) along the rays in the ray tracing algorithm above, and in constructing the Jacobian matrix (Definition 4), described below.
3.4.3. Jacobian matrix. This section follows the definition for the Jacobian matrix $J$ in Definition 4 and gives further details about its action on a perturbation field $\delta n$. It is worth mentioning that while $J$ is dependent on $\bar{n}$, it acts on $\Delta \bar{n}$ in our iterative inversion algorithm (see Eq. (31)). From Eq. (34), $J_{(\bar{e}, \bar{r})}^{\text{int}}$ maps $\delta \bar{n}$ on the grid points to $\delta \bar{n}$ on the sample points along one ray, the one between the emission point $\bar{e}$ and reception point $\bar{r}$. Given $\delta \bar{n}$, the perturbation in the acoustic length along that ray can be calculated using the map

$$J_{(\bar{e}, \bar{r})}^{\text{int}}: \mathbb{R}^{M(\bar{e}, \bar{r})+1} \to \mathbb{R},$$

$$\delta L_{(\bar{e}, \bar{r})} = J_{(\bar{e}, \bar{r})}^{\text{int}} \delta \bar{n} = \frac{1}{2} \delta \bar{n} \left[ x_{(0;\bar{e}, \bar{r})} \right] \Delta s + \sum_{m=1}^{M(\bar{e}, \bar{r})-2} \delta \bar{n} \left[ x_{(m\Delta s;\bar{e}, \bar{r})} \right] \Delta s$$

$$+ \frac{1}{2} \delta \bar{n} \left[ x_{((M(\bar{e}, \bar{r})-1)\Delta s;\bar{e}, \bar{r})} \right] (\Delta s + \Delta s')$$

$$+ \frac{1}{2} \delta \bar{n} \left[ x_{((M(\bar{e}, \bar{r})-1)\Delta s+\Delta s';\bar{e}, \bar{r})} \right] \Delta s',$$

which is a numerical path integration of the $\delta \bar{n}$ along the ray using the trapezoidal rule. Using $J_{(\bar{e}, \bar{r})}$ to denote the row of the full Jacobian $J$ corresponding to an emission point $\bar{e}$ and a reception point $\bar{r}$, and considering Definition 4, Eq. (34) and Eq. (36), the action of $J_{(\bar{e}, \bar{r})}$ on a field $\delta \bar{n}$ can be written as

$$J_{(\bar{e}, \bar{r})} : \mathbb{R}^{N_{\bar{n}}} \to \mathbb{R},$$

$$\delta L_{(\bar{e}, \bar{r})} = J_{(\bar{e}, \bar{r})} \delta \bar{n} = J_{(\bar{e}, \bar{r})}^{\text{int}} \delta \bar{n}. \tag{37}$$

4. Ray-linking (Two-point ray tracing)

The ray tracing algorithms derived in Section 3 solve a path for the rays $f_{(n; \bar{e}, p)} = 0$, where $\bar{e} \in S_1$ is the emission point on the hemispherical surface $S_1$, and $p \in S$ is the interception point of the ray with the surface $S$ after traveling through the medium. From Definitions 3 and 4, the forward operator and Jacobian matrix are given by the path integral of the refractive index along a set of rays that link the emission points $\bar{e}$ to the reception points $\bar{r}$. These rays are defined using $f_{(n; \bar{e}, \bar{r})} = 0$. Accordingly, for each pair of points $\bar{e}$ and $\bar{r}$, one seeks to find the ray’s path $f_{(n; \bar{e}, \bar{r})} = 0$ such that $p$ matches $\bar{r}$. Applying this condition leads to a boundary value problem called ray-linking. This boundary value problem can be solved as a sequence of initial value problems by adjusting the initial direction of the ray until the ray intercepts $S$ sufficiently close to the reception point $\bar{r}$ \cite{61, 60, 59, 58, 57}. This approach fits into a class of methods for solving boundary value problems known as shooting methods.

An alternative class of methods for two-point ray tracing is that based on ray bending. These kinds of approaches follow directly the Fermat’s principle, and are based on fixing the two end points of the ray at the required emission and reception points, and perturbing the ray trajectory until the acoustic length along the ray becomes stationary under these perturbations \cite{60, 58, 57}. In this study, we use the former approach, ray-linking, and calculate the ray path between each pair of emitters and receivers by solving the inverse problem of finding the initial ray direction given the reception point through successive implementations of the ray-tracing algorithm.

4.1. Ray-linking inverse problem. In the shooting method, the task of finding the ray that links the emission point $\bar{e}$ to the reception point $\bar{r}$ has been recast as the inverse problem of finding the initial ray-direction that results in the ray reaching the $\bar{r}$ (or close enough to it). This must
be solved for all pairs of emission and reception points \((\bar{e}, \bar{r})\). Here, this is solved for each ray by iteratively adjusting the initial ray direction \(d_e\) until the interception point \(p\) matches the reception point \(\bar{r}\). To facilitate this, we first parameterise the problem in a way that can be adapted to any convex detection surface. Accordingly, the unknown initial direction of the ray \(d_e = [\theta_e, \varphi_e]^T \in \mathbb{R}^2\) is written in terms of the azimuthal and polar angles. Then for each ray, the direction from the emission point \(\bar{e}\) to the end point of the ray, the interception point \(p\), is defined as a unit vector in spherical-coordinates centered on the emission point \(\bar{e}\), i.e.,

\[
\mathbb{R}^2 \rightarrow [0, 2\pi) \times [0, \pi)
\]

\[
\gamma(\bar{e}, p)[d_e] = \gamma(\bar{e}, p)[\theta_e, \varphi_e] = \frac{x_p[d_e] - x_e}{|x_p[d_e] - x_e|},
\]

where, from Algorithm 2, the dependence of \(x_p\), and therefore \(\gamma(\bar{e}, p)\), on the unknown initial direction vector \(d_e\) is nonlinear. Here, \(\theta_e \in [0, 2\pi)\) and \(\varphi_e \in [0, \pi)\) are respectively the azimuthal and polar angles of the reception point \(p\) with respect to the emission point \(\bar{e}\). In the same way, the position of the reception point \(\bar{r}\) is defined in terms of a unit direction vector \(\gamma(\bar{e}, \bar{r})\),

\[
\gamma(\bar{e}, \bar{r}) = (\theta(\bar{e}, \bar{r}), \varphi(\bar{e}, \bar{r}))^T = \frac{x_r - x_e}{|x_r - x_e|}.
\]

Using these definitions, the ray-linking problem for the pair of points \(\bar{e}\) and \(\bar{r}\) can be expressed either as a problem of solving for the root of the residual function \(F: \mathbb{R}^2 \rightarrow [-\pi, \pi) \times [-\pi, \pi)\):

\[
F(\bar{e}, \bar{r})(d_e) = \gamma(\bar{e}, p)[d_e] - \gamma(\bar{e}, \bar{r}) = 0,
\]

or alternatively as a minimisation of the functional \(\mathcal{E}: \mathbb{R}^2 \rightarrow \mathbb{R}\):

\[
\arg\min_{d_e} \mathcal{E}(d_e) := \frac{1}{2} \|F(\bar{e}, \bar{r})(d_e)\|^2.
\]

The problem Eq. (41) is equivalent to solving for the root of the gradient of the residual function. (Note that the two elements of the residual function are wrapped to their corresponding intervals.) A schematic for this ray-linking inverse problem is shown in Fig. 2. Using the above parameterisation, this inverse problem can be thought of as an iterative adjustment of the initial direction \(d_e\) until the unit vector \(\gamma(\bar{e}, p)\) becomes aligned to the required unit vector \(\gamma(\bar{e}, \bar{r})\) (see Fig. 2). In this way, the algorithms described below for solving the ray-linking inverse problem become independent from the geometry, and can be adapted to any arbitrary convex detection surface.

Remark 3. A wide variety of standard solvers were applied to this problem but a significant portion of the rays always failed to link to the reception points. The reason for this is that the problem can become ill-posed in some cases. Adaptive-smoothing schemes are proposed to manage the ill-posedness, and are incorporated into three classical methods (Gauss-Newton, BFGS, and Broyden) in the three subsections below. The three methods are compared for accuracy as well as computational cost.

4.2. Initial ray direction. As described in Sec. 2.3 the refractive index map \(\hat{n}_q\) is updated at every iteration \(q\) of the UST reconstruction. The ray-linking problem must be solved for every pair of emitters and receivers \((\bar{e}, \bar{r})\) for every iteration \(q\), as the updated refractive index will change the ray trajectories. For each iteration \(q > 0\) the initial direction of the ray, \(d_e(\bar{e}, q)\), is chosen to be the optimal ray from the previous iteration \(d_e(\bar{e}, q-1)\). For the first iteration it is chosen to be the unit
Figure 2. The initial ray (grey line), with initial direction given by the unit vector $d^0_{\bar{e}}$, leaves the emission point $\bar{e} \in S_1$ and arrives at the interception point $p \in S$ (which is in a direction $\gamma(\bar{e}, p)$ from $\bar{e}$). Following the ray-linking, the ray leaves $\bar{e}$ with a different initial direction and arrives at the desired reception point $\bar{r} \in S_1$ (which is in a direction $\gamma(\bar{e}, \bar{r})$ from $\bar{e}$). The ray-linking method works by iteratively adjusting the initial direction $d_{\bar{e}}$ until $\gamma(\bar{e}, p) = \gamma(\bar{e}, \bar{r})$.

For $q = 0$, because $\bar{n}_0 = 1$, the Jacobian matrix $J[\bar{n}_0]$ in Eq. (41) is also formed using $\gamma(\bar{e}, \bar{r})$. As shown in the numerical results in Sec. 5, this choice provides very good initial guesses for the ray-linking problems. For the case of multiple linking paths, which will occur if the solution of the ray-linking problem is non-unique [4], this choice leads to the shortest path. An alternative way to choose the initial guesses is to shoot many initial rays from the emission point $\bar{e}$ then choose, for each reception point $\bar{r}$, the closest ray as the initial guess. However, our experience was that this approach worked less well than the proposed approach above, perhaps due to the existence of multiple linking paths.

4.3. Ray-linking using functional minimisation: Damped Gauss-Newton. In the geophysics literature, a popular approach for ray-linking is solving the minimisation problem Eq. (41) based on an iterative linearisation of the functional $\mathcal{E}$ using finite differences, and solving a sequence of linearised minimization problems using Newton-type methods [30, 64, 60, 61]. Correspondingly, the $k$-th linearisation of $\gamma(\bar{e}, p)$ around $d^k_{\bar{e}}$ gives an approximation

\[
\gamma(\bar{e}, p)[d_{\bar{e}}] \approx \gamma(\bar{e}, p)[d^k_{\bar{e}}] + J[d^k_{\bar{e}}](d_{\bar{e}} - d^k_{\bar{e}}).
\]

Here, the superscript $k$ denotes the iteration number (the number of the linearised subproblem), and it is assumed that $d_{\bar{e}}$ is sufficiently close to $d^k_{\bar{e}}$. Also, $J[d^k_{\bar{e}}] \in \mathbb{R}^{2 \times 2}$ denotes the partial derivative (Jacobian) matrix at $d^k_{\bar{e}}$, and is calculated using finite differences. ($J$ should not be confused with its counterpart $J$ that stands for the Jacobian matrix (Definition 4) for the UST inverse problem.
Using Eq. (43), the minimisation problem Eq. (41) can be modified into the form
\[ p^k = \arg \min_{p} \tilde{E}[d^k_e] = \arg \min_{p} \|J[d^k_e]p - (\gamma(e,\bar{p}) - \gamma(e,p)[d^k_e])\|_2, \]  
(44)
where \( \tilde{E}[d^k_e] \) is the \( k \)-linearised functional, and \( p^k \) denotes the search direction. (The factor of a half has been dropped as it is not important.) The problem Eq. (44) is solved for \( p^k \) by setting the gradient of the linearised functional to zero by forming the normal equations
\[ \nabla \tilde{E}[d^k_e] = H^k p^k - (J^k)^T(\gamma(e,\bar{p}) - \gamma(e,p)[d^k_e]) = 0, \]  
(45)
where \( J^k := J[d^k_e] \), and \( H^k = (J^k)^TJ^k \) is an approximation of the Hessian matrix in which the term of second order derivatives is neglected.

### 4.3.1. Partial derivative (Jacobian) matrix

The Jacobian matrix is in the form
\[ J[d^k_e] = \begin{bmatrix} \partial \gamma(e,p)[\theta^k_e, \varphi^k_e], & \partial \gamma(e,p)[\theta^k_e, \varphi^k_e] \end{bmatrix}. \]  
(46)

Here, the partial derivatives are calculated using finite differences
\[ \frac{\partial \gamma(e,p)[\theta^k_e, \varphi^k_e]}{\partial \theta^k_e} = \frac{\gamma(e,p)[\theta^k_e + \Delta \theta^k_e, \varphi^k_e] - \gamma(e,p)[\theta^k_e, \varphi^k_e]}{\Delta \theta^k_e}, \]
\[ \frac{\partial \gamma(e,p)[\theta^k_e, \varphi^k_e]}{\partial \varphi^k_e} = \frac{\gamma(e,p)[\theta^k_e, \varphi^k_e + \Delta \varphi^k_e] - \gamma(e,p)[\theta^k_e, \varphi^k_e]}{\Delta \varphi^k_e}, \]  
(47)

where \( \Delta \theta^k_e \) and \( \Delta \varphi^k_e \) are perturbations enforced on the two elements of \( d^k_e \). How these perturbations are chosen is important. It has been shown that the inverse problem of ray-linking is subject to instability or divergence because of its highly nonlinear nature, especially for 3D cases [75, 61]. One important factor that affects the convergence is the accuracy of the Jacobian matrix [61], which is affected by the perturbations to the finite differences. A small perturbation gives a more accurate Jacobian matrix when \( \gamma(e,p) \) is differentiable with respect to the initial direction \( d_e \), but the Jacobian matrix can become singular or close to singular when \( \gamma(e,p) \) is nondifferentiable with respect to \( d_e \) or very sensitive to changes in \( d_e \). This may occur, for example, in the presence of singularities, such as when the trajectory of a ray is tangent to inter-medium boundaries, or when a ray is perpendicular to \( \nabla n \), and thus a small change in \( d_e \) will lead to a large change in the position of the interception point of the ray with the detection surface \( S_1 \). This issue, together with the low-dimensional nature of the ray-linking inverse problem, motivates using an adaptive approach for calculation of the Jacobian matrix. To facilitate this, each iteration of the ray-linking algorithm starts with a scaled perturbation in the form
\[ \Delta \theta^k_e = \tau \text{ sign}(\theta^k_e) \max\left(\text{abs}(\theta^k_e), \frac{1}{2} \|d^k_e\|_1\right), \]
\[ \Delta \varphi^k_e = \tau \text{ sign}(\varphi^k_e) \max\left(\text{abs}(\varphi^k_e), \frac{1}{2} \|d^k_e\|_1\right), \]  
(48)
where \( \tau \) is a small scalar. The perturbation is then increased recursively by controlling \( \tau \) until the singular values of \( H^k \), \( \Lambda^k \in \mathbb{R}^2 \), satisfy the two conditions
\[ \max(\Lambda^k)/\min(\Lambda^k) < \vartheta \quad \text{and} \quad \min(\Lambda^k) > \min(|\nabla \tilde{E}[d^k_e]|, \varsigma). \]  
(49)
Here, $\vartheta$ and $\varsigma$ are large and small scalar values, respectively. The former condition enforces a bound on the ill-conditioning of the Hessian matrix, and the latter prevents very large search directions (see Section 4.1 in [50]).

This scheme, here referred to as adaptive smoothing, is outlined in Algorithm 3. The parameters $\eta$ and $N_h$ are user-adjusted parameters, but our numerical experience shows that the optimal values are independent of the particular object being imaged.

Algorithm 3 Adaptive smoothing calculation of well-conditioned Hessian and Jacobian matrices, $J^k$ and $H^k$, for the damped Gauss-Newton approach to the ray-linking problem.

1. input: $N_h$ ▷ Maximum number of iterations
2. input: $\vartheta, \varsigma$ ▷ Scalars in the conditions in Eq. (49)
3. input: $\eta$ ▷ Integer factor $> 1$ by which $\tau$ is recursively increased
4. initialise: $\tau = 0$ ▷ Controls the perturbation, Eq. (48)
5. initialise: $k_h = 0$ ▷ Set the counter
6. calculate $J^k$ and $H^k$ using Eqs. (46), (47), (48) and Alg. 2 ▷ Form Jacobian & Hessian
7. calculate the singular values $\Lambda^k$ of $H^k$ ▷ Return well-conditioned Jacobian and Hessian matrices
8. while $\Lambda^k$ does not satisfy Eq. (49) and $k_h < N_h$ do ▷ Iterate until Hessian is well-conditioned
9. $\tau \leftarrow \eta \tau$ ▷ Increase the perturbation size
10. calculate $J^k$ and $H^k$ using Eqs. (46), (47), (48) and Alg. 2 ▷ Form Jacobian & Hessian
11. calculate the singular values $\Lambda^k$ of $H^k$ ▷ Increment the counter
12. $k_h \leftarrow k_h + 1$
13. end while
14. output: $J^k$ and $H^k$

4.3.2. Backtracking line search. Having defined the Jacobian matrix $J^k$ and Hessian matrix $H^k$, Eq. (45) can be solved for the search direction $p^k$. Once this is done, a search is conducted along $p^k$ for a point that gives a sufficient descent step for $E[d_e^k]$:

$$d_{e}^{k+1} = d_{e}^{k} + \alpha^{k} p^{k},$$

where $\alpha^k$ is the step length. Choosing $\alpha^k$ is the damping process of the Gauss-Newton method, and is done here using a backtracking line search technique. The step length starts at $\alpha = 1$ and is reduced recursively by a factor $\beta \in (0, 1)$ until the following Armijo condition is satisfied:

$$E\left(d_{e}^{k} + \alpha^{k} \cdot p^{k}\right) \leq E(d_{e}^{k}) + \mu \alpha^{k} \cdot p^{k} \nabla E\left(d_{e}^{k}\right),$$

where $\mu \in (0, 0.1]$ is a user-adjusted parameter. In addition, a limit was set on the maximum number of recursions in the backtracking loop. (The full Wolfe conditions also require a recursive calculation of $\nabla E\left(d_{e}^{k} + \alpha^{k} \cdot p^{k}\right)$ for each iteration $k$, which is costly, so only the Armijo rule was used here.)

Algorithm 3 can now be used to compute the initial ray direction to ensure ray-linking from the emission point $\bar{e}$ to the reception point $\bar{r}$. The whole ray-linking procedure using this functional minimisation approach, Eq. (41), is outlined in Algorithm 4. In this algorithm, $d_{e,q}^{0}$ and $d_{e,q}^{*}$ denote the initial guess and an optimal solution respectively for the initial direction of the ray for linearisation $q$ of the UST inverse problem (Sec. 2.3). The choice of initial direction $d_{e,q}^{0}$ is described above in Sec. 4.2.
Algorithm 4 Ray-linking from emission point $\bar{e}$ to reception point $\bar{r}$ using a damped Gauss-Newton method (for linearisation $q$ of the UST inverse problem)

1: input: $\gamma_{(\bar{e},\bar{r})}$
2: input: $N_{\text{link}}$
3: input: $\varepsilon_{\text{link}}$
4: initialise: $d^0_{\bar{e}} = d^0_{(\bar{e},q)}$
5: initialise: $k = 0$
6: calculate $E(d^k_{\bar{e}})$ using Eq. (41)
7: while $E(d^k_{\bar{e}}) > \varepsilon_{\text{link}}$ and $k < N_{\text{link}}$ do
8: calculate $J^k$ and $H^k$ using Algorithm 3
9: calculate $p^k$ using Eq. (45)
10: choose $\alpha^k$ that satisfies Eq. (51)
11: $d^{k+1}_{\bar{e}} \leftarrow d^k_{\bar{e}} + \alpha^k p^k$
12: calculate $E(d^{k+1}_{\bar{e}})$ using Eq. (41)
13: $k \leftarrow k + 1$
14: end while
15: output: $d^*_{(\bar{e},q)}$

4.4. Ray-linking using root-finding: Quasi-Newton with box constraints. An analogous approach to solving Eq. (41) using the Gauss-Newton approach would be to solve the system of nonlinear equations Eq. (40) using the Newton-Raphson method [19]. This approach gives a sequence of linear equations

$$J^k p^k + F[d^k_{\bar{e}}] = 0,$$ (52)

where, compared to Eq. (40), the subscripts $(\bar{e}, \bar{r})$ for the function $F$ has been neglected for brevity. The Newton-Raphson method, like the Gauss-Newton approach, requires frequent calculation of the Jacobian, which is computationally costly. Each iteration of a Newton-type method (or a trust region method [7]), used for solving either Eq. (40) or Eq. (41), requires at least two additional function evaluations per iteration to calculate the Jacobian. (Note that if a higher order finite difference scheme is used to increase the accuracy over formulae Eq. (47), the number of function evaluations will increase accordingly.) Fortunately, there is a class of approaches for solving nonlinear equations such as Eq. (52) - Quasi-Newton methods - that have the great advantage of not requiring Jacobian calculations. For nonlinear equations, Quasi-Newton methods suggest a replacement of the sequence of equations Eq. (52) by derivative-free linear equations of the form

$$B^k p^k + F[d^k_{\bar{e}}] = 0,$$ (53)

where $B^k$ is a matrix that approximates $J^k$ using the two last updates. There are different formulas for forming the approximate Jacobian $B^k$. Here, projected variants of the BFGS formula and a Broyden-like scheme will be described, as they have been found to give good results.

4.4.1. BFGS-like formula. For updating the matrix $B$, one way is to use a modified variant of the BFGS formula in the form

$$B^{k+1} = B^k + \tau^k \left( \frac{-B^k s^k s^T B^k}{s^k s^T} + \frac{y^k y^T}{y^T s^k} \right),$$ (54)
where \( s^k = d_{k+1}^k - d_k^k \) and \( y^k = F(d_{k+1}^k) - F(d_k^k). \) \( d_{k+1}^k \) is calculated using the update formula Eq. (50) and then projected onto a set of box constraints, as described in Sec. 4.4.3 below. The two terms in the parentheses are two symmetric rank-one matrices, but their summation provides a rank-two update for \( B \). Setting the parameter \( \tau^k \in \{0, 1\} \) to 1 for all \( k \) gives the standard BFGS formula \[23, 37\]. \( B^k \), in Eq. (53), needs to be invertible, so that we can solve for \( p^k \). For unconstrained optimisation, the Wolfe conditions may be used to ensure \( B^k \) is positive definite, and therefore invertible, but they are not applicable to the root-finding problem here \[37\]. Modified BFGS approaches have been proposed that ensure positive definiteness \[23, 37\] but these approaches require at least one more function evaluation per iteration than vanilla BFGS, and in any case are applicable only to symmetric nonlinear equations, so not relevant here. A BFGS trust-region method has also been proposed for nonlinear equations \[76\], but it relies on the Jacobian matrix which is what we are trying to avoid.

Here the nonsingularity of the matrix \( B \) is ensured using adaptive smoothing, i.e. iterative adjustment of \( \tau \) as described in Algorithm 5 below. For the Broyden-like method below, Sec. 4.4.2 the parameter \( \tau \) has been included in previous theoretical work \[58, 48, 38\]. For the BFGS-like scheme, to the best of our knowledge, this is not the case but in our experience the method works well numerically. (This may be because for the optimisation case, for which BFGS is more commonly used, the positive definiteness of the update of \( B \) can be ensured using the Wolfe conditions.) Indeed, it is shown in the results section below that this BFGS-like formula, when combined with a box constraint on the sequence of initial directions, is much more efficient for ray-linking than the Gauss-Newton method above, which relies on the costly calculation of the Jacobian matrix.

**Algorithm 5 Adaptive smoothing calculation of the approximate Jacobian matrix, \( B^k \), for the BFGS-like approach to the ray-linking problem**

1: input: \( B^k \)                                 \( \triangleright \) Latest Jacobian approximation
2: input: \( N_h \)                                 \( \triangleright \) Maximum number of iterations
3: input: \( \vartheta, \varsigma \)                   \( \triangleright \) Scalars in the conditions in Eq. (49)
4: input: \( \eta \in (0, 1) \)                      \( \triangleright \) Factor by which \( \tau \) is recursively decreased
5: initialise: \( \tau = 1 \)                       \( \triangleright \) Weights the update to \( B^k \), Eq. (54)
6: calculate the singular values \( \Lambda^k \) of \( B^k \)
7: while Eq. (49) is not satisfied and \( k_h < N_h \) do \( \triangleright \) Iterate until Jacobian \( B \) is well-conditioned
8: \( \tau \leftarrow \eta \tau \)
9: calculate \( B^{k+1} \) using Eq. (54)            \( \triangleright \) Reduce the update weight
10: calculate the singular values \( \Lambda^{k+1} \) of \( B^{k+1} \)
11: \( k_h \leftarrow k_h + 1 \)                     \( \triangleright \) Update the Jacobian approximation
12: end while
13: output: \( B^{k+1} \)                           \( \triangleright \) Return the updated Jacobian approximation

**4.4.2. Broyden-like formula.** Another way to approximate the Jacobian matrix \( B^k \), which is popular for solving nonlinear systems, is to use a Broyden-like formula \[58, 48, 38, 37\]. Initially, \( B^0 = J^0 \), where \( J^0 \) is calculated using Eq. (47), with a large enough perturbation to ensure nonsingularity, then for \( k \geq 1 \) this approximation is updated using the formula

\[
B^{k+1} = B^k + \tau^k \left( \frac{y^k - B^k s^k}{s^k} \right) s^k T,
\]

(55)
where $|\tau^k - 1| \leq \bar{\tau}$ with $\bar{\tau} \in (0, 1)$ a fixed scalar \[58 \ 38 \ 37 \ 48\]. When $\tau^k = 1$ for all $k$, \[55\] becomes Broyden's rank one formula \[10\], and in this case a nonsingular $B^k$ does not necessarily ensure a nonsingular $B^{k+1}$. For our application, this can occur when a small change in the initial angle leads to a large change in the end point of the ray \[75 \ 61\]. To avoid this issue, adaptive smoothing is used, i.e. the singular values $\Lambda$ of the matrix $B$ are controlled using a scalar $\tau$ initialised as 1, and gradually moved away up to a neighborhood of radius $\bar{\tau}$ until the conditions Eq. \[49\] are satisfied. (In the second condition the gradient is replaced by $E[d^k_e]$. See Section 4.1 in \[50\].) This is outlined in Algorithm 6. Note that adaptive smoothing via a recursive adjustment of $\tau$, as used in Algorithms \[5\] and \[6\] is very cheap compared to the approach used in Algorithm \[3\] as it does not require any additional function evaluations.

Algorithm 6 Adaptive smoothing calculation of the approximate Jacobian matrix, $B^k$, for the Broyden-like approach to the ray-linking problem

1: input: $B^k$
2: input: $N_h$
3: input: $\delta$, $\varsigma$
4: input: $\eta_c \in (0, \bar{\tau})$
5: input: $\bar{\tau}$
6: initialise: $\eta = 0$
7: initialise: $\eta_s = 1$
8: initialise: $\tau = 1$
9: calculate the singular values $\Lambda^k$ of $B^k$
10: while $\Lambda^k$ does not satisfy Eq. \[49\] and $|\tau - 1| \leq \bar{\tau}$ and $k_h < N_h$ do
11: 
12: if $\eta_s > 0$ then
13: $\eta \leftarrow \eta + \eta_c$
14: end if
15: $\eta_s \leftarrow -\eta_s$
16: $\tau = 1 + \eta_s \eta$
17: calculate $B^{k+1}$ using Eq. \[58\]
18: calculate the singular values $\Lambda^k$
19: $k_h \leftarrow k_h + 1$
20: end while
21: output: $B^{k+1}$

4.4.3. Box constraints. The reason for choosing the Gauss-Newton method to solve the minimisation problem Eq. \[41\] in Section 4.3 is the fast convergence rate of Newton-type methods for unconstrained minimisation problems. Similarly, the convergence of quasi-Newton methods for solving Eq. \[41\] is well-established \[37\], but for nonlinear equations such as Eq. \[40\], less progress has been made \[37 \ 77\]. A significant challenge is the lack of line-search techniques for algorithms that avoid costly derivative calculations \[37\]. A good review of derivative-free line search techniques is given in \[37\] and the reader is also referred to \[22 \ 39 \ 13\]. However, these algorithms are typically conservative, and the high number of function evaluations required per iteration risks losing the computational advantage of not calculating gradients. Here, to achieve higher efficiency, an undamped variant of the update formula Eq. \[50\] was used, with $\alpha^k = 1$ for all $k$. If the search direction $p^k$ obtained from Eq. \[53\] is not a descent direction for $E$ at $d^k_e$, then the sequence
\( d_k, k = 0, 1, \ldots \) is likely to diverge. If the update direction \( p_k \) is a descent direction, then, with an undamped scheme, it is still possible that the update step is large enough for the sequence to diverge. To ameliorate this, a box constraint of the form \( \Gamma = \{d \in \mathbb{R}^2 \mid l \leq d \leq u \} \), was enforced, where \( l \in \mathbb{R}^2 \) and \( u \in \mathbb{R}^2 \) are specified lower and upper bounds, and the inequalities are component-wise. The bounds are chosen as angular intervals containing an initial guess. Since \( p_k \) does not guarantee that the update \( d_k + p_k \) is a feasible point, \( d_k + p_k \) is projected onto the set \( \Gamma \).

To do this, a vector \( \psi \) is defined as

\[
\psi^k_i = \begin{cases} 
\zeta \left( \frac{d_k^i - d_{(e,i)}^i}{p^i} \right), & \text{if } d_k^i + p_k^i < l_i, \\
\zeta \left( \frac{u_i - d_{(e,i)}^i}{p^i} \right), & \text{if } d_k^i + p_k^i > u_i, \\
1, & \text{otherwise,}
\end{cases}
\]

(56)

where \( \zeta \in (0, 1) \) is a scalar, and \( i \in \{1, 2\} \) denotes the components. The update direction is then modified using

\[
p^k_i = \text{sign}(\psi^k_i) \left( \max(\text{abs}(\psi^k_i), \kappa) \right) p^i,
\]

(57)

where \( \kappa \) is a very small scalar, used to prevent the direction becoming stuck at one or other of the limits. Note that because this minimisation is low-dimensional (two dimensions), a violation of the box constraint for even one component means that \( p_k \) may not be a descent direction, or may be a descent direction towards a local minimum far from the initial guess. In these cases, the update is projected to the interior of the feasible set, rather than the active set, using the parameter \( \zeta \), which is heuristically chosen to be 0.5.

5. Numerical results

Having laid out our approach to the UST inverse problem of estimating the refractive index in Sec. 2.3 and, above, the details of the ray tracing and ray-linking algorithms that will be used to achieve this, this section will describe numerical experiments demonstrating the effectiveness of this approach to 3D UST.

First, in Sec. 5.1 the accuracy of the ray tracing algorithms, Algorithms 1 and 2, will be demonstrated on both continuous (analytically-known gradient) and discretised refractive index maps based on the Maxwell fish-eye phantom. In Sec. 5.2 these algorithms are used in calculations of acoustic length (the integral of the refractive index along a ray), and it is shown that these calculations are dominated by the grid-to-ray interpolation error and therefore Algorithm 2 is more efficient for solving the UST problem.

Section 5.3 describes the more complex breast phantom that was used in the subsequent UST study, and how the measured time series were simulated. (The time-of-flight picking method used to calculate the first-arrival of the signals from the simulated time series is described in an Appendix.) Finally, in Sec. 5.4 all the previous work is brought together to demonstrate how to solve the problem of estimating the refractive index (sound speed) in 3D ultrasound tomography of the breast. Our bent ray approach is compared to an approach using straight-rays, and the different ray-linking algorithms are compared with respect to accuracy and computational time.

5.1 Numerical validation of ray tracing algorithms.
Algorithm 7 Ray-linking from emission point \( \vec{e} \) to reception point \( \vec{r} \) using a Quasi-Newton method (for linearisation \( q \) of the UST inverse problem)

1: **input:** \( \gamma(\vec{e}, \vec{r}) \)  
2: **input:** \( l, u \)  
3: **input:** \( N_{\text{link}} \)  
4: **input:** \( \varepsilon_{\text{link}} \)  
5: **initialise:** \( d^0_k = d^{(0)}_{\vec{e}, \vec{q}} \)  
6: **initialise:** \( k = 0 \)  
7: calculate \( B^0 = \mathcal{J}^0 \) using Eq. (47)  
8: calculate \( \mathcal{E}(d^k) \) using Eq. (41)  
9: while \( \mathcal{E}(d^k) > \varepsilon_{\text{link}} \) and \( k < N_{\text{link}} \) do
10: calculate \( p^k \) using Eq. (53)  
11: calculate \( p^k \) using \( l \) and \( u \) using Eq. (56) and Eq. (57)  
12: update \( d^{k+1}_k = d^k + p^k \)  
13: calculate \( s^k = d^{k+1}_k - d^k \)  
14: calculate \( F(d^{k+1}_k) \) using Eq. (40)  
15: calculate \( y^k = F(d^{k+1}_k) - F(d^k) \)  
16: calculate \( B^{k+1} \) using Alg. 5 (BFGS) or Alg. 6 (Broyden)  
17: calculate \( \mathcal{E}(d^{k+1}_k) \) using Eq. (41)  
18: \( k \leftarrow k + 1 \)  
19: **output:** \( d^*_{\vec{e}, \vec{q}} \)  
20: end while

5.1.1. Maxwell’s fish-eye lens phantom. The numerical validation of the ray tracing algorithms was performed using a refractive index field for which ray paths across it are known analytically. A well-known refractive index function for this purpose is Maxwell’s ‘fish-eye lens’, which is defined as

\[
n(x) = \frac{n_o}{1 + (\frac{x}{a})^2},
\]

(58)

where \( n_o \) denotes the refractive index at the origin of the Cartesian coordinates \( (x, y, z) = (0, 0, 0)^T \). (Here, we set \( n_o = 1 \) and \( a = 1 \).) \( [29, 4, 53] \). This phantom has two interesting and useful properties which will be used below to test the ray tracing algorithms’ accuracy.

A ray starting from a point \( p_1 \) satisfying \( |x_{p_1}| = a \) will travel along a circular path including the mirror point \( p_2 \) with respect to \( o \), i.e., \( x_{p_2} = -x_{p_1} \), and will return to the initial point on completion of the circle. Then it is clear that:

1. the particular circular path followed is tangent to the initial ray direction, and
2. the acoustic length along the ray on completion of the corresponding circle will equal twice the acoustic length along the line segment \( p_1 o p_2 \).

5.1.2. Ray-path convergence. In this section, the first property of rays propagating through the fish-eye phantom will be exploited. A family of 100 rays were initialised at position \( x_{p_1} = [0, 0, a]^T \) with initial directions tangent to a sphere centred at \( x_o = [a, a, 0]^T \). The initial directions of the rays were chosen to lie in a plane normal to a line segment \( p_1 o \), and were spaced evenly to form a complete Rodriguez rotation with respect to the radial line \( p_1 o \). (In other words, 100 rotations with
angles between 0 and $2\pi$ were applied to a reference initial direction $(-1/\sqrt{3})[1/\sqrt{2}, 1/\sqrt{2}, \sqrt{2}]^T$, for which the axis of rotation was the line segment $p_1 \circ'$. Analytically, all the rays will travel along the surface of the sphere and finally intercept the point $p_1$. The extent to which the paths calculated using the ray tracing algorithms differ from these paths can therefore be used as a metric to test the accuracy of the algorithms. The rays with the above initialisations were propagated using Algorithms 1 and 2 and terminated when they reached a neighborhood of $p_1$ with a radius $\Delta s$, where $\Delta s$ is the step size. The mean radial deviation of the calculated ray points from the sphere with radius $p_1 \circ'$ is then computed:

$$RE_{rd}(p_1) = \text{mean} \left( \frac{\sum_{m=1}^{M(p_1, \hat{p}_1)} \text{abs} \left( |x_{(s_m \circ p_1, \hat{p}_1)} - x_{\circ'}| - \sqrt{3}a \right)}{\sqrt{3}a} \times 100. \right)$$

(59)

Note that $|x_{p_1} - x_{\circ'}| = \sqrt{3}a$ and the mean operator indicates averaging across the family of 100 rays.

First, the rays were traced using analytical $n$ and $\nabla n$ (calculated from Eq. (58)) in order to remove grid-to-ray interpolation effects associated with discretisation. The rays were traced for step sizes $\Delta s = 2(\frac{4}{5} \times 0.53)$ times the reference length (in Matlab notation). The reference length was chosen to be $2 \times \pi a/360$, which is equivalent to 1 degree arc length along a circle centred at $o$.

Figure 5(a) shows the convergence of the error $RE_{rd}$ as the step size $\Delta s$ is decreased. It is clear that the dual-update ray tracing algorithm, Algorithm 1, exhibits a quadratic convergence rate for $RE_{rd}$, and the traditional mixed-step algorithm, Algorithm 2, provides a linear convergence rate, as expected given the accuracy of the respective estimates of the direction vector updates (Sec. 3.3).

Second, to demonstrate the effect of the grid-to-ray interpolation on the convergence, ie. the effects using a discretised $n$ and $\nabla n$, the same experiment was repeated on a computational grid with spacing equal to the reference length. Fig. 4 shows the analytical ray paths through the fish-eye lens phantom, and the color indicates the deviation of the computed ray paths from these exact solutions. For this illustration, the step length $\Delta s$ was set equal to the reference length (grid spacing).
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Figure 4. Testing ray tracing algorithms using Maxwell’s fish-eye lens phantom. The analytical ray paths with the color indicating the deviation from it, $\text{abs} \left( | \mathbf{x}(s_n,p_1,p_1) - \mathbf{x}_{\text{opt}} | - \sqrt{3}a \right) / \sqrt{3}a \times 100$ with $a = 1$, for the two algorithms, (a) dual-update algorithm (b) mixed-step algorithm. Note the different color scales. Rays for only half of the ray launch angles are shown for clarity. The step length $\Delta s$ was set equal to the reference length (grid spacing) for this illustration.

Figure 5(a) shows the convergence of the error $RE_{al}$ in this case as the step size $\Delta s$ is decreased. As expected, for larger step sizes the discretisation effects are negligible and the algorithms provide the same convergence rate as using a continuous $n$. However, the discretisation errors become more important as $\Delta s$ decreases, eventually clearly dominating the error for Algorithm 1 for small step sizes.

5.1.3. Acoustic-length convergence. In this section, the second property of the fish-eye phantom will be exploited. A family of 100 rays were initialised at point $p_1$ with initial directions set as described above. Therefore, in the ideal case, all these rays would travel along the surface of the sphere, pass through the mirror point $p_2$, and finally intercept point $p_1$, as in Fig. 4. Numerically, when the rays were propagated using Algorithms 1 and 2, they passed close to $p_2$ and then back to close to $p_1$. They were terminated when they reached a neighborhood of $p_1$ with a radius $\Delta s$, where $\Delta s$ is the step size. This final point was then discarded (as it may be beyond $p_1$) and the path was completed by linking the previous ray point to $p_1$ using a straight line. The mean error in the acoustic length was calculated using

$$RE_{al}(p_1) = \text{mean} \left( \frac{\text{abs}(\bar{L}_{p_1} - L_{\text{true}})}{L_{\text{true}}} \right) \times 100,$$

(60)

where the acoustic length along the rays $\bar{L}_{p_1}$ was calculated using Eq. (36), and also $L_{\text{true}}$, which is twice the acoustic length between $p_1$ and $p_2$ calculated analytically.

Figure 5(b) shows the error $RE_{al}$ as the step size $\Delta s$ is decreased for analytical and discretised $n$. Both ray tracing algorithms exhibit a quadratic convergence rate for $RE_{al}$, dominated by the error in the numerical integration Eq. (36). Figure 5(b) also shows that for larger $\Delta s$ the grid-to-ray interpolation effects due to a discretisation of $n$ is negligible, but the interpolation errors dominate for small $\Delta s$, and lead to a saturation in the reduction of $RE_{al}$ with a decrease in $\Delta s$. 
5.2. Ultrasound tomography: Data simulation.

5.2.1. Imaging system. Ultrasound tomography data was simulated for an imaging system consists of 1024 emitters and 4048 receivers uniformly distributed over a hemispherical surface (bowl) of radius $R = 12.35$ cm using a Golden section method. The emitters and receivers were simulated as points as shown in Figures 6(a) and 6(b), respectively. (Some practical systems use a coarser distribution of transducers in combination with translations and rotations of the bowl to provide an equivalent amount of data [20], as mentioned in the Introduction. Because our proposed image reconstruction approach doesn’t consider the correlation between neighboring transducers, it would still be applicable when the transducers are more coarsely spaced. Note that, unlike with fixed emitters, in the rotating setting the spacing between emitters can be varied by changing the rotation angle.

Figure 5. Comparison of ray-tracing algorithms 1 and 2. (a) Mean error in ray-path (radius) deviation for continuous (analytical) and discretised refractive index. (b) Mean error in the acoustic length of the ray paths (integral of refractive index). (c) Mean CPU time per ray using continuous (analytical) $n$. Algorithm 2 was used in the image reconstructions in Sec. 5.3 because it is faster for the same error in the acoustic length.
5.2.2. Digital breast phantom. A 3D digital phantom mimicking the anatomical properties of the breast [43] was used in this study. The sound speed was set to a range between 1470 m/s and 1580 m/s. A frequency-dependent absorption of the form $\alpha = \alpha_0 f^y \text{dBcm}^{-1}$ was included, with the coefficient $\alpha_0 = 0.75 \text{ dB MHz}^{-y} \text{cm}^{-1}$ for the breast tissue and $\alpha_0 = 0.6 \text{ dB MHz}^{-y} \text{cm}^{-1}$ for other tissue types. Here, the frequency power $y$ was set to 1.4. $f$ here is the frequency in MHz. The computational grid consisted of $522 \times 522 \times 272$ grid points ($26.1 \times 26.1 \times 13.6$ cm$^3$) and a grid spacing of $5 \times 10^{-2}$ cm along all the Cartesian coordinates. With this grid spacing and sound speed distribution, the maximum frequency supported by the grid is 1.47 MHz. Several slices through the phantom are shown in the left columns in Figs. 10 and 11.

5.2.3. Simulating time series data and time-of-flight picking. A k-space pseudospectral method (k-Wave) was used for simulation of the acoustic pressure time series data [67]. The emission and reception points were placed on the computational grid using nearest-neighbor interpolation. Two sets of simulations were performed, the first with the bowl filled with just water (sound speed 1500 m/s), and the second with the breast phantom in the water. To simulate the data, each emitter was individually driven by an excitation pulse, and the set of acoustic pressure time series induced at the receivers were recorded simultaneously. This was repeated for each emitter. The pressure time series were recorded at 4245 time points with a sampling rate of 20 MHz, and additive white Gaussian noise was added to give a 40 dB signal-to-noise ratio. The computational time for a simulation of the two sets of data using k-Wave’s C++ GPU code [67] on eight NVIDIA Tesla P40 Pascal GPUs was about 4.5 days.

The output of practical ultrasound transducers covers a finite (and typically quite limited) bandwidth, and the field produced becomes more directional at high frequencies. In choosing transducers for a imager, therefore, a trade-off must be made between the range of frequencies in the excitation pulse and the directionality of the detectors. In practical breast imaging systems, because acoustic absorption attenuates the higher frequencies preferentially, lower frequencies tend to be preferred, (typically below 5 MHz). The system modelled here uses relatively low frequencies (0.75 MHz centre frequency) and assumes the emitters and detectors are omni-directional. The excitation pulse and its spectrum are shown in Figs. 7(a) and 7(b).
There are three principal, practical, reasons for choosing this frequency range for the simulations. First, to match an experimental imager that is currently under construction. Second, to limit the time taken to simulate the 3D data to about one week given the available hardware. Third, when time-of-flight images, such as we are producing here, are used as a starting point for full-wave inversions, they must be able to use the time series recorded for the full-wave inversions. When performing 3D image reconstruction with full-wave methods it is currently impractical to use higher frequencies over volumes of this size as the forward and adjoint calculations are too computationally demanding. Lower frequencies, however, can be modelled.

It is immediately clear that the effect of the chosen frequency range is that the pulse is not tightly confined in time. When it has propagated through the heterogeneous breast medium from the emitter to the detector, the long pulsewidth makes it harder to pick the time-of-arrival of the pulse at the detector. This is a non-trivial challenge in practice, and there are many methods devoted to accurate time-of-flight picking. The method used here, and described in the Appendix, was found to be robust for this simulated breast imaging time series data.

It is important to note that the performance of ray-based approaches relying on first-arrival picking depends strongly on the properties of the excitation pulse. The decision to use lower frequency excitation pulses therefore has the effect of introducing more uncertainty into the time-of-flight data that is used as the input to the image reconstruction. When it is possible to use excitation pulses with higher frequencies and wider bandwidths, the time-of-flight picking would be expected to be more precise, having a knock-on beneficial effect on the reconstructed images.

5.3. Ultrasound tomography: Image reconstruction procedure. The grid used for reconstruction consisted of $262 \times 262 \times 138$ grid points with a spatial spacing of 1 mm along all the Cartesian coordinates. (This is different from the grid used to simulate the data to avoid the inverse crime, although this study doesn’t use the same model for data generation and image reconstruction anyway.)
Prior to the image reconstructions, a Region of Interest (ROI) that encompassed the heterogeneous breast region was found, and the refractive index outside this region was set to 1. To define the ROI, a rough image was computed using straight rays and a binary image segmentation scheme based on an edge-based active contour method [11] was applied on the reconstructed low-contrast image to separate the breast region (ROI) from non-breast.

The initial guess for the refractive index was set to $\bar{n} = 1$, which corresponds to the known sound speed in water (1500 m/s). For each emitter, rays are computed only for receivers that are at least 8 cm from the emitter, based on the idea that a ray linking closer points will not hit the breast region, and is thus not useful in the image reconstruction. The image reconstructions were performed in Matlab R2019a (The MathWorks, Inc) using one 8-core Xeon E5-2620 v4 2.1 GHz CPU.

5.3.1. Straight-ray approach. For comparison with the bent-ray approach, the breast phantom was reconstructed using straight rays, i.e. assuming that the medium is non-refracting and so the rays travel along straight lines between the emission and reception points. To implement this, the initial direction $d_e$ in Algorithm 2 was set to the unit vector pointing from the emission point to the reception point, and the ray’s path was calculated using $\nabla n = 0$ and $\Delta s = 1$ mm, the grid spacing for image reconstruction. Because for this case, the forward operator $A$ is linear, the refractive index was found by minimising the least squares problem Eq. (4) using a steepest descent algorithm, as explained in Section 2.3. The sequence of reconstructed images were calculated using a constraint for $\bar{n}$ outside the ROI, and the difference from the true refractive index was recorded after every 40 steepest descent iterations for comparison with the bent-ray approaches. The straight-ray inversion algorithm was terminated when the stopping condition in Eq. (7) was satisfied.

5.3.2. Bent-ray approaches. In the bent-ray approaches, the UST inversion for the refractive index was solved as a sequence of linearised minimisation problems, Eq. (6), as described in Sec. 2.3. For each linearised subproblem $q$, the Jacobian matrix $J$ was formed as described in Sec. 3.4.3 using the ray paths between all sufficiently separated emitter-receiver pairs. Each linear subproblem was terminated after 400 steepest descent iterations.

Algorithm 2 was used with $\Delta s = 1$ mm to trace rays between each pair of emitters and receivers. This was implemented with $\nabla n$ zero outside the ROI, assuming the medium outside the ROI is homogeneous, to reduce the computational cost. For the first iteration in the UST problem, iteration $q = 0$, the refractive index was set to be homogeneous ($\bar{n} = 1$) and thus the first traced ray reaches the corresponding reception point directly (as in the straight-ray case). For subsequent iterations, the discretised refractive index was smoothed by convolving with a cube with side length equaling five grid points in all Cartesian directions.

For each ray, a ray-linking algorithm was then used to match the end point of the rays to the corresponding reception points. Images were reconstructed for all three ray-linking approaches. The ray-linking performances of the three ray-linking approaches are compared in Sec. 5.4 below, and the final reconstructed images are given in Sec. 5.5.

5.4. Comparison of ray-linking algorithms. The image reconstructions described above were performed for all three ray-linking algorithms, and the accuracy and convergence rates with which the algorithms honed in on the target reception points were compared. All the rays were traced as described in Sec. 5.3.2 above, and, for each ray, one of the ray-linking algorithms was used to match the end point of the ray to its corresponding reception point. All the ray-linking algorithms were terminated when the residual function $\mathcal{E}(d)^2$ reached a tolerance $\varepsilon_{\text{link}} = 1 \times 10^{-6}$, or if the number of ray-linking iterations $k$ exceeded $N_{\text{link}} = 100$. 
5.4.1. Gauss-Newton. Ray-linking with the Gauss-Newton approach was performed using Algorithm 4. For each iteration $k$, Algorithm 3 was used to adjust the perturbations enforced on the initial angles for calculation of the finite differences, Eq. (47), in the Jacobian matrix $J$ via controlling the parameter $\tau$. The algorithm was initialised by $\tau = 1 \times 10^{-15}$ for all $k$, and was recursively increased by a factor $\eta = 10$ until the conditions in Eq. (49) were satisfied, with $\vartheta = 1 \times 10^{-4}$ and $\varsigma = 1 \times 10^{-4}$. This loop was unconditionally terminated when the associated iteration number $k_h$ became greater than $N_h = 5$, i.e., when an increase of $\tau$ up to $10^{-10}$ still does not sufficiently reduce the ill-conditioning of $\mathcal{H}^k$. In these rare cases, the ray-linking problem was restarted using an initial $\tau$ for all $k$ 10 times greater than the previous attempt. (For evaluation purposes, the iteration number $k$ was not reset.) After calculation of a well-conditioned Hessian matrix $\mathcal{H}^k$, the initial direction was updated using Eq. (50) with a step length $\alpha^k$ satisfying Eq. (51) with $\mu = 1 \times 10^{-4}$.

5.4.2. Quasi-Newton. The Quasi-Newton ray-linking approaches were performed using Algorithm 7. The matrix $\mathcal{B}^0$ was calculated using Eq. (47) with a fixed perturbation of $1 \times 10^{-6}$ for both components. The update directions were bounded using upper and lower bounds $l = d_{(0,q)}^0 - 0.2$ radians and $u = d_{(0,q)}^0 + 0.2$ radians for all $q$, and $\varsigma = 0.5, \zeta = 1 \times 10^{-6}$. For the BFGS-like approach, the approximate derivative matrix $\mathcal{B}^k$ was updated using Algorithm 5 with the parameter $\tau$ initialised by 1 and recursively reduced by a factor $\eta = 0.5$ until $\mathcal{B}^k$ satisfied the conditions in Eq. (49). (The conditions used the same parameters as for the Gauss-Newton method except that the objective function value $\mathcal{E}(\mathcal{D}^k)$ was replaced by its gradient). The smoothing loop was unconditionally terminated if the iteration number $k_h$ exceeded $N_h = 20$.

For the Broyden-like approach, the derivative matrix $\mathcal{B}^k$ was updated using Algorithm 6. The parameter $\tau^k$ was initialised as 1 and changed within a neighborhood $\tau = 0.1$ with an increment parameter $\eta_k = \pm 0.01$ until the conditions in Eq. (49) were satisfied with the same parameters as used for the BFGS-like approach.

5.4.3. Numerical results. Figure 9(a) shows the fraction of the refracted rays for which the end point failed to reach sufficiently close to the reception point within the maximum permissible number of iterations. The failures were calculated as a percentage of the number of rays that hit the breast phantom and were therefore refracted, not as a percentage of all emitted rays. (If the non-refracted rays passing through the water only were included, this percentage would be much lower.) The results are shown for iterations $q = 1, 2, 3$. Subproblem $q = 0$, in which all the rays are straight rays, does not appear in Figure 9(a) and the stopping criterion of our UST inverse problem, Eq. (7), was satisfied at iteration $q = 3$.

At the start of each iteration $q$, the rays need to be initialised. Rays previously successfully linked (on iteration $q - 1$) used the same initial direction for iteration $q$. For rays that failed to link previously, a decision was made between using the last initial direction reached on iteration $q - 1$, $d_{(e,q-1)}^{N_{\text{link}}}$, and the first one, $d_{(e,q-1)}^0$, the ray giving the smaller value of the functional $\mathcal{E}$, Eq. (41), being used. The reason for not discarding outright the ray that failed to link is that, typically, the algorithm has not diverged (because the singular values are controlled) but is stuck in a local minimum often, but not always, close to the reception point. As shown in Figure 9(a) for all ray-linking algorithms, the fraction of rays that failed to reach the termination tolerance was very low at less than 0.5%. Among these algorithms, the Broyden-like approach performed best with fraction of failures on the order of $10^{-4}$ for all UST iterations. Note that it would be possible to re-attempt the failed ray-linking problems after changing the size of the smoothing window enforced on the refractive index distribution (just for those specific rays). Because the portion of failures is
very low, the increase in the computational cost of the whole image reconstruction algorithm would be negligible. Nevertheless, this approach was not taken in this work.

Figure 9(b) shows the mean number of traced rays to reach sufficiently close to the reception point for each emission-reception pair. This includes the rays that failed to reach the stopping threshold after $N_{\text{link}}$ iterations, but not the unrefracted rays that reach the reception points directly, as these rays do not require ray-linking. Note that for the Gauss-Newton method, the number of traced rays is larger because each ray-linking iteration required at least three rays to be traced, two for the Jacobian and one for the residual, and maybe more in cases when smoothing loop and the backtracking loop require additional function evaluations. For the Quasi-Newton methods, in contrast, each iteration was equivalent to tracing only one single ray. The mean number of iterations for ray-linking using the Broyden-like approach was about six, plus an additional single ray for initialisation of the derivative matrix. If the unrefracted rays were also included the mean number of traced rays would be significantly lower.
5.5. Ultrasound tomography: Results.

5.5.1. Reconstructed sound speed (refractive index) images. Figures 10 and 11 show slices through the 3D image volumes of the reconstructed breast phantom. The left column in Fig. 10 shows slices through the phantom at depths of $z = -7, -6, -5, -4$ cm; the left column in Fig. 11 shows slices through the phantom at $x = 0$ and $y = -1$ cm. The centre columns show the images reconstructed using straight rays (the images for which $RE_q$ was minimum are shown), and the right columns show the images reconstructed using the bent-ray code. (Only the images reconstructed using the fastest ray-linking approach, Broyden-like, are shown as all three approaches gave very similar images). All the figures are shown on the same colour scale. A metric was used to quantifying the accuracy of the reconstructed images, the squared relative error,

$$RE_q = \frac{\|\bar{c}_q - \bar{c}_{\text{breast}}\|^2_2}{\|\bar{c}_{\text{w}} - \bar{c}_{\text{breast}}\|^2_2} \times 100\%,$$

(61)

where $\bar{c}_q$ is the reconstructed images of the sound speed after the subproblem $q$ and $\bar{c}_{\text{breast}}$ is the sound speed of the breast phantom interpolated to the image reconstruction grid. Figure 8 shows $RE_q$ against the elapsed computation time for the whole image for each approach tested: straight rays and the three bent-ray methods (Gauss-Newton and the two Quasi-Newton methods). The Broyden-like Quasi-Newton method was also used using data evenly subsampled by a factor of 2 for both emitters and receivers (a four-fold reduction in emitter-receiver pairs). The computation time in this plot includes the calculation of the ROI, the construction of the Jacobian matrices, and the steepest descent iterations for all subproblems $q$, but not the time-of-flight picking. Because an accelerated data processing approach was used (see Appendix) the time for calculation of the times-of-flight was just a few minutes using two CPUs. The results in Figs. 10 and 11 show the clear improvement that the bent-ray approach has over the straight ray approach, both in terms of
image resolution and quantitative accuracy. Furthermore, as Fig. 8 shows, the sub-sampled bent-ray approach has reduced the squared error, compared to the straight ray case, by about 25% for about the same computation time and with four times fewer transducers.

5.5.2. *Effect of signal-to-noise ratio on the image reconstruction.* In this section, the ray-linking method based on the Broyden-like approach, which was the fastest approach, was used for image reconstruction from data with different signal-to-noise ratios (SNR). Fig. 12 shows the relative error (RE) of the optimal reconstructed images, showing - by comparing to Fig. 8 - that the images reconstructed using the bent-ray approach from the data sets with SNR $>25$ dB are more accurate than the image reconstructed using the straight approach from the data sets with 40dB SNR.
Figure 10. Left: true sound speed distribution, Centre: reconstructed using straight-ray approach, $RE_\ast = 80.27\%$, Right: reconstructed using bent-ray approach (algorithms 2, 6 and 7), $RE_\ast = 54.00\%$. * denotes the optimal iteration. Slices through the 3D images at (a)-(c): $z = -7$ cm, (d)-(f): $z = -6$ cm, (g)-(i) $z = -5$ cm, (j)-(l) $z = -4$ cm.
Figure 11. Left: true sound speed distribution, Centre: reconstructed using straight-ray approach, $RE_s = 80.27\%$, Right: reconstructed using bent-ray approach (algorithms 2, 6 and 7), $RE_s = 54.00\%$. Slices through the 3D images at (a)-(c): $x = 0$ cm, (d)-(f): $y = -1$ cm.
Figure 12. Accuracy of the reconstructed images for different SNR in the data, the relative error at the optimal iteration $RE_*$. The Broyden-like approach was used for ray linking.
6. Discussion and Conclusions

6.1. Contributions of this work. This paper presents a comprehensive derivation and study of a robust framework for large-scale bent-ray UST in 3D for a hemispherical detector array. While ray-based methods have been studied for decades, in geophysics in particular [61], most previous work for biological tissue has been restricted to 2D geometries or to obtaining reflection images. In particular,

- This is the first study to present an algorithm for quantitative sound speed estimation in 3D using a hemispherical bowl array, and tailored for UST of breast.
- **Ray-tracing.** It was shown that a *dual-update* approach (Algorithm 1) to ray-tracing provided more accurate ray-paths than the traditional *mixed-step* approach (Algorithm 2), but for calculation of the acoustic length, which is dominated by the step size along the ray, the algorithms performed similarly. Algorithm 2 was more computationally efficient.
- **Ray-linking.** The ray-linking problem in 3D is challenging due to the high number of degrees of freedom for the trajectory of rays [61]. An approach to ray-linking was proposed that is novel in the way the problem is parameterised and solved for a hemi-spherical detection surface, which could be straightforwardly generalised to any convex detection surface. This problem was then analysed both as a minimisation, Eq. (41), and as a root-finding problem, Eq. (40). A *Gauss-Newton* approach was proposed to solve the former, and two derivative-free *quasi-Newton* approaches (*Broyden-like* and *BFGS-like*) were proposed to solve the latter. A limitation for these *quasi-Newton* approaches is the lack of efficient line search techniques. Here, a simple box constraint for mitigating nonmonotone behaviour and avoiding divergence was proposed and found to work well.
- **Adaptive smoothing.** To overcome ill-posedness in the ray-linking problem, novel adaptive smoothing schemes were proposed. These controlled the conditioning of the Hessian in the *Gauss-Newton* scheme, and the approximate derivative matrix in the *quasi-Newton* methods to ensure successful ray-linking. The fraction of ray-linking failures using the *Broyden-like* approach is about 0.05% (Fig. 9). (This neglects the pairs for which the first traced ray hits the reception point directly.) The mean number of rays needed for ray-linking between an emitter-receiver pair was only about 6.
- **Realistic simulation design.** The approach and algorithms presented here are intended to be practically useful, hence the emphasis is on robustness and efficiency at each stage of the algorithm design. In order to ascertain their likely performance with real measured data from a breast imager, a highly realistic scenario was simulated. First, the bowl array and number of transceivers were chosen to be of comparable size and number to those used in practical breast imaging systems. Second, the phantom used was realistic of breast tissue [43]. Third, the frequency spectrum of the excitation pulse was bandlimited, mimicking the frequency range of detected signals in practice, with a relatively low centre frequency. (This was partly for data generation reasons - see below - and partly so that the same data could later be used for 3D full-wave inversion, which is also restricted in the usable frequency range for computational reasons.) Fourth, the data was simulated using a broadband full-wave model [67] and a realistic level of noise was added to the time series. Fifth, a commonly-used TOF-picking algorithm (with a minor modification for speed-up and reduction of mispicks) was used, so the TOF values contained a realistic level of variance - see appendix.
- **Image reconstruction.** The nonlinear UST problem of estimating the sound speed was solved as a series of linearised subproblems, each solved using a steepest descent scheme. (Other methods, eg. based on conjugate gradients or LSQR, could also be used but in our
experience the images produced by these approaches are similar, and, for practical cases, they are more sensitive to the stopping criterion used for termination of each linearised subproblem.) Figure 8 shows that in about the same computational time as the straight ray case, a sub-sampled Broyden-like bent-ray approach reduced the squared error by about 25% with just 25% of the transducers. A comparison of the images in Figs. 10 and 11 shows that the bent-ray approach offers a significant improvement over the straight-ray approach.

6.2. Limitations. As explained in Sec. 3 the theory of ray tracing is based on a high-frequency approximation. UST systems designed for use with ray-based image reconstructions therefore often use excitation pulses with a central frequency of about 2.5 MHz [17, 62, 20]. (The limit is the preferential high frequency attenuation of tissue.) Here, an excitation pulse with a much lower central frequency of 0.75 MHz was used in order to manage the computational cost of running full-wave acoustic simulations for 1024 emitters. Even so, these 1024 3D simulations took more than a week on an 8-GPU cluster (see Section 5.2) with a fast full-wave simulation code [67]. The TOF-picking, and therefore the accuracy of the reconstructed images, would be significantly improved were a more broadband excitation pulse with a higher central frequency used (as may be the case with experimentally measured data). Unusually, therefore, for a simulation study, the images shown here are unlikely to represent the best performance of the algorithms, but are limited by the 3D data simulation. The TOF-picking will also be affected by the signal-to-noise ratio of the data. Our numerical experience shows that gradual increases in the noise level lead to a gradual degradation in image quality.

The number of emitters was also limited by the computational demands, and so it was not practical to study a scenario with a greater number of emitters, which are the case for example in a translational-rotational setting geometry [20], to see how it would affect image accuracy. By studying what happens when the number of emitters is reduced, it seems likely that there would be some improvement with more emitters but not a dramatic change.

There are several steps in the algorithms where approximations are made. Any of these could, under various circumstances, become the limiting factor in the image accuracy, although for the simulations shown here the variance in the TOF estimates dominates the error. These include the window used to smooth \( \bar{n} \), grid spacing and grid-to-ray interpolation effects (the shape function used for trilinear interpolation is non-differentiable, but represents a trade-off between accuracy and speed), spacing along the ray, and the stopping criteria.

6.3. Summary. A set of robust and efficient algorithms have been designed for 3D bent-ray ultrasound tomography of the breast (ray tracing, ray-linking, and solving for the sound speed). These have been validated and tested with realistic simulated data. Because of the computational demands in generating the data for the simulation, the algorithms could not be tested to the limit of their performance. Nevertheless, the results demonstrate the usefulness of these algorithms for breast tomography and the technique could be used either as an adjunct to a full-wave inversion or another modality such as photoacoustic tomography, or as an efficient image reconstruction approach in its own right.

ACKNOWLEDGEMENTS

This work was funded by the European Union’s Horizon 2020 Research and Innovation program H2020 ICT 2016-2017 under Grant agreement No. 732411, which is an initiative of the Photonics Public Private Partnership. The authors would like to thank Michael Jaeger, and others in the Pammoth consortium, [https://www.pammoth-2020.eu](https://www.pammoth-2020.eu) as well as Marta Betcke, Francesc Rul-lan,
Bradley Treeby and UCL’s Biomedical Ultrasound Group for helpful discussions on various aspects of ray-based inversions and numerical modelling.

REFERENCES

THREE-DIMENSIONAL RAY-BASED ULTRASOUND TOMOGRAPHY


[75] W. Yang, A basic study on two-point seismic ray tracing, December 2003.
APPENDIX A. TIME-OF-FLIGHT PICKING ALGORITHM

This appendix describes the method used for picking, from the measured time series, the time of the first arrival of the ultrasound pulse after it has travelled through just water, $T_{w}$, and after it has travelled through the object in water, $T_{\text{object}}$ (see Sec. 2.3). In this approach, based on [39], the time at which the Akaike Information Criterion (AIC) is minimum is calculated in a time window that is expected to include the first arrival of the signal. This method is called Modified AIC. This paper is primarily concerned with the inverse problem of reconstructing the sound speed when given time-of-flight data, and not with the time-of-flight picking itself. Many picking algorithms have been proposed, and we do not present here an analysis of which picking algorithm is optimal. Nevertheless, our experience with signals simulated from the breast phantom, Sec. 5.2.2, and real signals measured in a 2D UST experiment, is that this approach outperforms many other first arrival picking approaches found in the geophysical literature, for example those reviewed in [1]. We also found that the accuracy of the Modified AIC approach depends on the chosen time window.

Here, we propose an approach for selecting an appropriate time window by including information about the amplitude of the envelope of the measured signal. We confirmed the effectiveness of our approach on measured 2D UST data (not shown). Each measured signal is defined using $y$ with indices $i \in \{1, \ldots, N_i\}$, and $t_i$ denoting the measurement time instant associated with the index $i$.

**Step 1: Envelope.** Normalise the amplitude of the signal, and then calculate the envelope (absolute Hilbert transform).

**Step 2: Large window.** For each measured signal, based on the distance between the relevant emitter and receiver pair together with an assumption for the minimum and maximum sound speed, choose a large time window. Here, 1400 and 1600 m/s were used for the minimum and maximum values for the sound speed. (In practical cases it might be possible to reduce the difference between these values; here the extremes are used, i.e. the minimum and maximum values across the whole domain.)

Figure 13(a) shows a measured signal that is normalised in amplitude. The chosen large window is shown by the green dash lines. $y_{w_i}$ is used to indicate the portion of the signal that inside this large window.

**Step 3: Small window.** Another window, the small time window, that is expected to include the first-arrival of the signal is then chosen. The last point of the small window is chosen as the first time index in the large window for which the amplitude of the envelope of $y_{w_i}$ is greater than a threshold $a_{th} \in (0, 1)$. Here, $a_{th}$ is a user-adjusted parameter, and is Set to 0.5. For choosing the first time index for the small window, we move backward for a time equal to the duration of the main lobe of the excitation pulse. Using the excitation pulse shown in Fig. 7(a), the size of the small window was chosen to be 3 $\mu$s, and is shown by the black lines in Figs. 13(a) and 13(b). The measured signal inside the small window is denoted $y_{w_{i_l}}$, and $i_l$ and $i_r$ denote the indices representing the left and right edges, respectively. Also, the number of time indices in this window is represented by $N_{w_{i_l}}$.

**Step 4: Modified Akaike Information Criterion (AIC).** The Modified AIC approach is then applied to the portion of the signal that is confined to our small window, $y_{w_{i_l}}$, in order to calculate the first arrival of the signal. Using AIC approach, Maeda’s formula is used to calculate the AIC of the signal at time index $t_i$, $i \in \{i_l, \ldots, i_r\}$ [44]

$$AIC(t_i) = i \log \left( \sigma^2(y(1 : t_i)) \right) + (N_i - i - 1) \log \left( \sigma^2(y(t_i + 1 : N_i)) \right),$$

(62)

where $\sigma^2$ denotes the variance. Following an approach proposed in [39], we calculate the minimum of AIC in our chosen small time window, and then choose another smaller window containing
the minimum, here referred to as the AIC window, with time indices $i' \in \{i'_l, ..., i'_r\}$ with $1 <= i'_l < i'_r <= N_{sw}$. Here, we choose $N_{AIC}$ as the closest integer to $0.25N_{sw}$. We then calculate the weights

$$\Upsilon(t_{i'}) = e^{-\varrho(t_{i'})/2} \sum_{t_{i''}=1}^{N_{AIC}} e^{-\varrho(t_{i''})/2},$$

(63)

where $\varrho(t_{i'}) = AIC(t_{i'}) - AIC_{\text{min}}$. The first-arrival time $t_f$ is then calculated using

$$t_f = \sum_{t_{i'}=1}^{N_{AIC}} \Upsilon(t_{i'}) t_{i'}.$$

(64)

Figures 14(a) and 14(b) show the calculated first arrival times within the large and small windows respectively. The approach explained above is applied separately to the two sets of data, collected from water alone and with the object present, and the discrepancy between the first arrivals $\Delta T$ is calculated and used as data for solving the UST inverse problem (see Section 2.3).
Figure 14. The chosen first arrival time $t_f$ from view of (a) the large window and (b) the small window.