On the Error Probability of Interference Exploitation Precoding with Power Allocation
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Abstract—In this paper, we analyze the performance of constructive interference (CI) precoding in downlink multi-user multiple-input single-output (MU-MISO) systems with phase-shift-keying (PSK) signals. A new closed-form expression is derived for the moment generating function (MGF) of the received signal-to-noise-ratio (SNR). Then, the MGF is used to calculate the average symbol error probability (SEP) for the CI technique. In light of this, new exact analytical expression and very accurate asymptotic expression for the average SEP are presented. Based on the new SEP expressions, a power allocation scheme to minimize the sum SEPs (Min-Sum) is investigated, and analytical expression of the power allocation factors is derived. The numerical results show that, the CI precoding yields superior performance over conventional interference suppression precoding techniques in terms of SEP. Furthermore, the Min-Sum power allocation scheme provides additional up to 10dB gains in the transmit SNR compared to equal power allocation technique.

Index Terms—Interference exploitation, multiple users MIMO, PSK.

I. INTRODUCTION

Multi-user multiple-input single-output (MU-MISO) communication systems play important roles in achieving high reliability, and spectral-efficiency [1], [2]. However, the multi-user interference in MU-MISO systems is the main cause of performance degradation in practical implementations. Consequently, a large number of researches have been conducted on canceling the interference in MU-MISO systems [2], [3]. For instance, dirty-paper coding (DPC) technique has been introduced to eliminate the interference in applications when the channel state information (CSI) is perfectly known at the base station (BS) [4]. Nevertheless, it is difficult to implement DPC in practical applications, because of its very high complexity. Consequently, low-complexity linear precoding schemes, such as zero-forcing (ZF), have received significant attention in recent years [5], [6]. Furthermore, precoding design schemes that based on optimization have also widely investigated [7], [8]. For instance, signal to interference-plus-noise ratio (SINR) balancing technique is a precoding scheme that aims to optimize the minimum SINR subject to power constraints [7], [8]. However, all the aforementioned precoding techniques have ignored the fact that the multi-user interference can be beneficial to the received symbols, and thus it can be exploited to increase the received power of the useful signals. Based on this fact, constructive interference (CI) exploitation technique has been proposed to enhance the performance of MU-MISO systems [8]–[10]. The interference is considered to be constructive if it pushes the received symbols deeper in the constructive region of the desired symbol. Therefore, with the knowledge of both the users’ channels and users’ data symbols, the precoder can be designed to make all the multi-user interference constructive to the received symbols. The concept of interference exploitation technique has been extensively investigated over the past few years. This concept was introduced in [9], where the CI precoding was proposed for down-link MIMO systems. The results in [9] showed that the CI precoding can improve the received SINR without increasing the transmission power. In [10] a low-complexity vector precoding scheme for CI in down-link MU-MISO system was proposed. The authors in [8] presented new beamforming techniques for MU-MISO systems in order to minimize the transmission power by using the concept of the CI exploitation technique. Recently, closed-form expression for CI precoding in MU-MISO systems under PSK signaling has been derived in [7]. Based on this closed-form expression, the CI exploitation approach has been analytically investigated in [11]–[13].

Accordingly this paper analyzes the performance of CI precoding with M-PSK signals in MU-MISO systems. Firstly, we derive exact analytical expression of the moment-generating function (MGF) of the received SNR. Based on this, we calculate the average symbol error probability (SEP) for CI precoding with M-PSK signals. In this context, exact analytical expression for the SEP is derived. Additionally and to provide more insights, new accurate approximation for the SEP is also presented. Building on the new SEP expressions, a power allocation scheme to minimize the sum-SEPs (Min-Sum) is considered, and closed form expression of the power allocation factors is derived. The results in this paper demonstrate that, for a given SEP value the CI precoding provides up to 16dB gain in the transmit SNR compared to the traditional interference suppression, ZF, precoding scheme. Furthermore, a significant improvement in the average SEP can be attained using the Min-Sum power allocation scheme compared to the uniform power allocation scheme.

II. SYSTEM MODEL

We consider a down-link MU-MISO system, where N-antenna BS transmits signals to K single antenna users. The down-link K×N channel matrix between the BS and the users
is denoted by $\mathbf{G}$, which is modeled as $\mathbf{G} = \mathbf{D}^{1/2} \tilde{\mathbf{G}}$, where the $K \times N$ matrix $\mathbf{G}$ represents the small-scale fading coefficients from the BS to the users which are assumed to be independent, circularly symmetric complex Gaussian random variables with zero mean and unit variance, and $\mathbf{D}$ is a $K \times K$ diagonal matrix models the path-loss where $|\mathbf{D}|_{kk} = \omega_k = d_k^{-m}$, $d_k$ is the distance from the BS to the $k^{th}$ user and $m$ is the path-loss exponent. Therefore, the received signal at user $k$ can be written as

$$ y_k = \mathbf{g}_k \mathbf{W} \mathbf{x} + n_k $$

(1)

where $\mathbf{x}$ is the PSK-modulated signal vector, $\mathbf{W}$ is the precoding matrix, $\mathbf{g}_k$ is the channel vector between the BS and the $k^{th}$ user, and $n_k$ is the additive white Gaussian noise (AWGN) at the $k^{th}$ user, $n_k \sim \mathcal{CN}(0, \sigma^2_k)$. The CI precoding matrix with PSK signaling is given by [7], [11], [12]

$$ \mathbf{W} = \frac{1}{K} \beta \mathbf{G}^H \left( \mathbf{G} \mathbf{G}^H \right)^{-1} \text{diag} \{ \mathbf{V}^{-1} \mathbf{u} \} \mathbf{x} \mathbf{x}^H, $$

(2)

where $\beta = \sqrt{P_p \beta_p}$, $P_p$ is the total transmit power and $\beta_p$ is the power scaling factor, $\beta_p = \sqrt{\frac{1}{u^H \sqrt{\mathbf{u} \mathbf{u}^{-1}}}}$, while $\mathbf{V} = \text{diag} (x^H) \left( \mathbf{G} \mathbf{G}^H \right)^{-1} \text{diag} (x) \mathbf{1}^H \mathbf{u} = \mathbf{1}$. In the CI technique the resulting interference contributes to the desired signal power. Consequently, the received SNR at user $k$ using CI precoding can be expressed as [8], [14]

$$ \gamma_k = \frac{|\mathbf{g}_k \mathbf{W} \mathbf{x}|^2}{\sigma_k^2} $$

(3)

Next, the MGF of the received SNR and the performance of CI precoding in terms of the average SEP are considered.

### III. MGF Derivation

In this section, we derive the MGF of the received SNR in (3). To start with, by substituting (2) into (3), the received SNR at user $k$ can be expressed as

$$ \gamma_k = \frac{\sqrt{P_p \beta_p}}{K} \mathbf{G}^H \left( \mathbf{G} \mathbf{G}^H \right)^{-1} \text{diag} \{ \mathbf{V}^{-1} \mathbf{u} \} \mathbf{x}^2 \sigma_k^2 $$

(4)

For mathematical tractability, the scaling factor $\beta_p$ is designed to constrain the long-term total power transmission, and thus it can be presented as $\beta_p = \sqrt{\frac{1}{\mathbf{E} [\mathbf{u}^H \mathbf{u}^{-1} \mathbf{u}^{-1} \mathbf{u} \mathbf{u}^{-1} \mathbf{u}^H]}}$ [3], [7]. Given that, the matrix $\left( \mathbf{G} \mathbf{G}^H \right)$ has Wishart distribution, we can find that, $\beta_p = \frac{1}{\sqrt{\mathbf{u}^H \text{diag}(\mathbf{x}^H) \mathbf{1} \Sigma_{\mathbf{x}} \text{diag}(\mathbf{x}) \mathbf{1}^H \mathbf{u}}} = \sqrt{\frac{1}{\mathbf{u}^H \text{diag}(\mathbf{x}^H) \mathbf{1} \Sigma_{\mathbf{x}} \text{diag}(\mathbf{x}) \mathbf{1}^H \mathbf{u}}}$, where $\Sigma = \mathbf{D}$ [15]. The last formula in (4) can be written also as

$$ \gamma_k = \left( \frac{\sqrt{P_p \beta_p}}{K} \mathbf{b} \Sigma \mathbf{u} \frac{\mathbf{b} \Sigma \mathbf{u}}{\mathbf{b} \Sigma \mathbf{u}} \right)^2 = \alpha_k |h|^2 $$

(5)

where $\mathbf{b} = \mathbf{a}_k$, $\mathbf{a}_k$ is a $1 \times K$ vector the elements of this vector are zeros and the $k^{th}$ element of this vector is one, and $\mathbf{A} = \mathbf{V}^{-1}$, $\alpha_k = \frac{\sqrt{P_p \beta_p}}{K} \mathbf{b} \Sigma \mathbf{u}$ and $h = \frac{\mathbf{b} \Sigma \mathbf{u}}{\mathbf{b} \Sigma \mathbf{u}}$. The distribution of $h = \frac{\mathbf{b} \Sigma \mathbf{u}}{\mathbf{b} \Sigma \mathbf{u}}$ can be approximated to Gamma distribution [15]. Therefore, the MGF of the received SNR can be derived as

$$ M_{\gamma_k}(z) = \int_0^\infty e^{-z \gamma_k} f_{\gamma_k}(\gamma) \ d\gamma $$

(6)

$$ M_{\gamma}(z) = \int_0^\infty e^{-z \alpha_k |h|^2} \left( \frac{h^{N-1} e^{-h}}{(N-1)!} \right) \ d\mathbf{h} $$

(7)

This expression can be simplified using Gaussian Quadrature rule as

$$ M_{\gamma}(z) = \sum_{i=1}^n H_i e^{-z P_p \zeta_i |h|^2} \left( \frac{h^{N-1} e^{-h}}{(N-1)!} \right) $$

(8)

where $\zeta_k = \frac{|\mathbf{b} \Sigma \mathbf{u}|^2}{\sigma_k^2}$, $H_i$ and $h_i$ are the $i^{th}$ zero and the weighting factor of the Laguerre polynomials, respectively [16].

### IV. Average Symbol Error Probability (SEP)

The average SEP with $M$-PSK, can be written as [17, (5.67)]

$$ P_{e,k} = \frac{1}{\pi} \int_0^\Theta M_{\gamma}(z) \ d\theta $$

(9)

In the following, the exact and approximate formulas of the average SEP are derived.

#### A. Exact SEP

For simplicity, we can write (9) as

$$ P_{e,k} = \frac{1}{\pi} \int_0^\Theta M_{\gamma}(z) \ d\theta $$

(10)

where $\Theta = \frac{\pi (M-1)}{M}$ and $z = \frac{-\sin^2 \left( \frac{\Theta}{2} \right)}{\sin^2 \Phi}$. By Substituting (8) into (10), we can get

$$ P_{e,k} = \frac{1}{\pi} \int_0^\Theta \sum_{i=1}^n \frac{H_i e^{-z P_p \zeta_i |h|^2} \left( \frac{h^{N-1} e^{-h}}{(N-1)!} \right) \ d\Phi} $$

(11)

and

$$ P_{e,k} = \frac{1}{\pi} \sum_{i=1}^n \frac{H_i h_i^{N-1} e^{-z P_p \zeta_i |h|^2} \left( \frac{h^{N-1} e^{-h}}{(N-1)!} \right) \ d\Phi} $$

(12)

As we can see from (12), the exact SEP expression is obtained with single integration which can be evaluated efficiently using numerical integration methods.
B. Approximate SEP

Here we provide very accurate approximation of the average SEP. Firstly, (10) can be written as

\[ P_{e,k} = \mathcal{E} \left[ \frac{1}{\pi} \int_{0}^{\pi} e\left( \frac{-\sin^2(\pi/3)}{\sin^2\theta} \right) d\theta \right] \]

\[ + \frac{1}{\pi} \int_{\pi/2}^{\pi} e\left( \frac{-\sin^2(\pi/3)}{\sin^2\theta} \right) d\theta \]

(13)

The first and the second terms in (13) can be efficiently approximated by [18], [19]

\[ \frac{1}{\pi} \int_{0}^{\pi} e\left( \frac{-\sin^2(\pi/3)}{\sin^2\theta} \right) d\theta \approx \frac{1}{12} e^{-\sin^2(\pi/3)} + \frac{1}{4} e^{-\frac{4}{3} \sin^2(\pi/3)} \]

(14)

\[ \frac{1}{\pi} \int_{\pi/2}^{\pi} e\left( \frac{-\sin^2(\pi/3)}{\sin^2\theta} \right) d\theta \approx \frac{1}{2\pi} \left( e^{-\sin^2(\pi/3)} + \frac{1}{4} e^{-\frac{4}{3} \sin^2(\pi/3)} \right) \left( \Theta - \frac{\pi}{2} \right) \]

(15)

Now substituting (14) and (15) into (13), the approximate expression of the average SEP can be obtained as [18], [19]

\[ P_{e,k} = \mathcal{E} \left[ \frac{1}{12} e^{-\sin^2(\pi/3)} + \frac{1}{4} e^{-\frac{4}{3} \sin^2(\pi/3)} \right] \]

\[ + \frac{1}{2\pi} \left( e^{-\sin^2(\pi/3)} + \frac{1}{4} e^{-\frac{4}{3} \sin^2(\pi/3)} \right) \left( \Theta - \frac{\pi}{2} \right) \]

(16)

which can be expressed as

\[ P_{e,k} = \left( \frac{\Theta}{2\pi} - \frac{1}{6} \right) M_1 \gamma \left( \sin^2(\pi/3) \right) + \frac{1}{4} M_1 \gamma \left( \frac{4 \sin^2(\pi/3)}{3} \right) \]

\[ + \left( \frac{\Theta}{2\pi} - \frac{1}{6} \right) M_1 \gamma \left( \frac{\sin^2(\pi/3)}{\sin^2\Theta} \right) \]

(17)

Finally, substituting (8) into (17), the approximate expression of the average SEP can be written as in (18), shown at the top of the next page.

The numerical results in Section (VI) will show that, the approximate SEP expression in (18) is very accurate.

V. Error Minimization Through Power Allocation

The main aim of this part is to use the analytical expressions derived in the previous sections to minimize the sum-SEPs of the CI precoding with non equal power allocation (EPA) subject to total power constraint. Therefore, the optimization problem of this power-allocation scheme can be formulated as

\[ \min_{\mathbf{a}} \quad 1_{K}^{T} \mathbf{p} \]

\[ S.t : \sum_{k=1}^{K} a_k = 1, \quad a_k \geq 0 \]

(19)

where \( \mathbf{p} = [P_{e,1}, ..., P_{e,K}, ..., P_{e,K}]^{T} \) is the users’ SEP vector, and \( \mathbf{a} = [a_1, ..., a_k, ..., a_K] \) is the relative power allocation vector. The optimization problem in (19) can also be written as

\[ \min_{\mathbf{a}} \quad \sum_{k=1}^{K} P_{e,k} \]

\[ S.t : \sum_{k=1}^{K} a_k = 1, \quad a_k \geq 0 \]

(20)

Substituting (18) into (20), we can get

\[ \min_{\mathbf{a}} \quad \sum_{k=1}^{K} \left\{ c_1 \left[ \sum_{i=1}^{n} \vartheta_i e^{-z_2 \vartheta_i P_{e,k} \gamma |h_i|^2} \right] + c_2 \left[ \sum_{i=1}^{n} \vartheta_i e^{-z_2 \vartheta_i P_{e,k} \gamma |h_i|^2} \right] \right\} \]

\[ S.t : \sum_{k=1}^{K} a_k = 1, \quad a_k \geq 0 \]

(21)

where \( c_1 = \frac{(M-1)}{N-1} \), \( c_2 = \frac{1}{4(N-1)} \), \( c_3 = \frac{(M-1)}{4(N-1)} \), \( \vartheta_i = \frac{h_i^{N-1} H_i}{\sin^2(\pi/3)} \), \( z_1 = \sin^2(\pi/3) \), \( z_2 = \frac{4 \sin^2(\pi/3)}{3} \) and \( z_3 = \frac{\sin^2(\pi/3)}{\sin^2\Theta} \). The function in (21) is convex in the parameters \( a_k \) over the feasible set defined by linear power ratio constraints, \( \frac{\partial}{\partial a_k} P_{e,k} > 0 \) for \( a_k > 0 \). Consequently, the problem in (21) can be optimally solved using software tools. However, in order to gain some insights into the power allocation strategy, we consider numerical solution as follows. Following the definitions in [20], the Lagrangian of the optimization problem in (21) can be written as,

\[ \mathcal{L}(\mathbf{p}, \lambda) = 1_{K}^{T} \mathbf{p} + \lambda \left( \sum_{k=1}^{K} a_k - 1 \right) \]

(22)

where \( \lambda \) is the Lagrange multiplier satisfying the power constraint. Therefore, the solution can be obtained from the conditions

\[ \frac{\partial}{\partial \lambda} \mathcal{L}(\mathbf{p}, \lambda) = \left( \sum_{k=1}^{K} a_k - 1 \right) = 0 \]

(23)
where
\[
\psi_k = c_1 \left[ \sum_{i=1}^{n} \omega_{1,i,k} \vartheta_i e^{-\omega_{1,k} \vartheta_i} \right] + c_2 \left[ \sum_{i=1}^{n} \omega_{2,i,k} \vartheta_i e^{-\omega_{2,k} \vartheta_i} \right] + c_3 \left[ \sum_{i=1}^{n} \omega_{3,i,k} \vartheta_i e^{-\omega_{3,k} \vartheta_i} \right],
\]
\[
\omega_{ij,k} = z_j P_{P_k} |h_i|^2, j = 1, 2, 3.\]
From (24), it can be noted that
\[
\psi_k = \psi_{k-1} = \ldots = \psi_1,
\]
thus,
\[
c_1 \left[ \sum_{i=1}^{n} \omega_{1,i,k} \vartheta_i e^{-\omega_{1,k} \vartheta_i} \right] + c_2 \left[ \sum_{i=1}^{n} \omega_{2,i,k} \vartheta_i e^{-\omega_{2,k} \vartheta_i} \right] + c_3 \left[ \sum_{i=1}^{n} \omega_{3,i,k} \vartheta_i e^{-\omega_{3,k} \vartheta_i} \right]
\]
Considering the first-order laguerre-polynomial, we can get
\[
(M - 1) \left[ \frac{1}{2M} - \frac{1}{6} \right] \zeta_k e^{-z_1 P_{P_k} \gamma_k |h_i|^2} ak + \frac{1}{3} \zeta_k e^{-a_k z_2 P_{P_k} \gamma_k |h_i|^2}
\]
\[
+ \frac{(M - 1)}{2M} - \frac{1}{\sin^2 \frac{\pi(M - 1)}{M}} \zeta_k e^{-a_k z_3 P_{P_k} \gamma_k |h_i|^2} =
\]
\[
(M - 1) \left[ \frac{1}{2M} - \frac{1}{6} \right] \zeta_1 e^{-z_1 P_{P_k} \gamma_1 |h_i|^2} a_k + \frac{1}{3} \zeta_1 e^{-a_k z_2 P_{P_k} \gamma_1 |h_i|^2}
\]
\[
+ \frac{(M - 1)}{2M} - \frac{1}{\sin^2 \frac{\pi(M - 1)}{M}} \zeta_1 e^{-a_k z_3 P_{P_k} \gamma_1 |h_i|^2} =
\]
For a given \( \zeta_1 \) and \( \zeta_k \), we can find
\[
e^{-z_1 P_{P_k} \gamma_k |h_i|^2} a_k = \frac{\zeta_1}{\zeta_k} e^{-z_1 P_{P_k} \gamma_1 |h_i|^2} a_k
\]
\[
e^{-a_k z_2 P_{P_k} \gamma_k |h_i|^2} = \frac{\zeta_1}{\zeta_k} e^{-a_k z_2 P_{P_k} \gamma_1 |h_i|^2}
\]
\[
e^{-a_k z_3 P_{P_k} \gamma_k |h_i|^2} = \frac{\zeta_1}{\zeta_k} e^{-a_k z_3 P_{P_k} \gamma_1 |h_i|^2}
\]
which can also be written as
\[
ak = \frac{\zeta_1 a_k}{\zeta_k} - \frac{\ln \frac{\zeta_1}{\zeta_k}}{z_1 P_{P_k} \gamma_k |h_i|^2}
\]
the SEPs, and the gap between the CI and ZF precoding techniques.

To illustrate the effect of users number on the average SEP, in Fig. 2 we present the average SEPs for the CI and ZF precoding techniques, when $N = K = 5$, as in Fig. 2a and when $N = 10$, $K = 5$ as in Fig. 2b. From Figs. 1 and 2, it is evident that increasing number of users and antennas result in enhancing the system performance. Furthermore, the CI precoding provides additional up to 16dB gain in $\eta_t$ compared to ZF scheme.

Fig. 3 depicts the average SEP as a function of the transmit SNR, $\eta_t$, for EPA, and Min-Sum power allocation schemes. Fig. 3a, shows the SEP when $N = K = 3$, and Fig. 3b, shows the SEP when $N = K = 8$. From these results it is clearly visible that, EPA scheme achieves higher SEP than Min-Sum scheme. Furthermore, by comparing the results in Figs. 3a and 3b we can clearly notice that, the superiority of Min-Sum scheme is more obvious when number of users and BS antennas are large.

VII. CONCLUSIONS

In this paper the performance of CI precoding technique has been investigated. Firstly, new exact closed-form expression of the MGF was derived. Based on this, the average SEP of CI precoding has been calculated. In this regard, exact analytical expression of the SEP for CI precoding with $M$-PSK was obtained. Additionally, accurate asymptotic expression for the average SEP has been presented. Then, building on the new expressions of the SEP, a power allocation scheme to minimize the total SEP was studied and closed form expression of the power allocation factors were obtained. The numerical results explained that, the CI scheme has much lower SEP than ZF scheme in the all considered scenarios. Furthermore, Min-Sum power allocation technique can perform much lower SEP compared to EPA scheme.
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Figure 3: SEP versus transmit SNR with different power allocation schemes.