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Abstract
Our world has been transformed by technologies incorporating artificial 
intelligence (AI) within mass communication, employment, entertainment and 
many other aspects of our daily lives. However, within the domain of education, it 
seems that our ways of working and, particularly, assessing have hardly changed at 
all. We continue to prize examinations and summative testing as the most reliable 
way to assess educational achievements, and we continue to rely on paper-based 
test delivery as our modus operandi. Inertia, tradition and aversion to perceived 
risk have resulted in a lack of innovation (James, 2006), particularly so in the area 
of high-stakes assessment. The summer of 2020 brought this deficit into very 
sharp focus with the A-level debacle in England, where grades were awarded, 
challenged, rescinded and reset. These events are potentially catastrophic in terms 
of how we trust national examinations, and the problems arise from using just one 
way to define academic success and one way to operationalize that approach 
to assessment. While sophisticated digital learning platforms, multimedia 
technologies and wireless communication are transforming what, when and how 
learning can take place, transformation in national and international assessment 
thinking and practice trails behind. In this article, we present some of the current 
research and advances in AI and how these can be applied to the context of 
high-stakes assessment. Our discussion focuses not on the question of whether 
we should be using technologies, but on how we can use them effectively to 
better support practice. An example from one testing agency in England using a 
globally popular test of English that assesses oral, aural, reading and written skills 
is described to explain and propose just how well new technologies can augment 
assessment theory and practice. 
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Introduction
This article considers how research and advances in artificial intelligence-led 
technologies are viewed and understood in the context of high-stakes assessment. 
We discuss these issues using an example from one testing agency in England which 
has established a globally popular test of English that assesses oral, aural, reading and 
written skills. The test uses artificial intelligence (AI) technologies to support practical 
elements of test delivery, and it also employs AI to determine grading and awarding 
outcomes. Despite there being a prevalence of AI and related technologies in everyday 
life, within the context of educational research and within education settings, such as 
schools and colleges, the use of technology (particularly technology including AI) has 
been slow to evolve. Within the domain of educational assessment, it is still considered 
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the new kid on the block. In many senses, this is surprising because there is obvious 
value in harnessing contemporary computing power to facilitate AI and automated 
machine decision making in the processing of data such as exam results. This was 
never so relevant as in 2020, when the entirety of the national high-stakes testing 
systems in England ground to a halt due to the COVID-19 pandemic. The simple fact 
that students could no longer sit in an exam hall in front of paper-based examinations 
meant that the entire system had to be revised. It is the reliance on antiquated systems 
of testing that led to the slow unravelling of the now infamous examinations debacle 
(see, for example, Barton, 2020; McDonagh, 2020).

We might expect that the functionality of AI technologies alone would be a 
verifiable means to improve the accuracy and reliability of assessment practice such as 
high-stakes national and international tests. However, it seems that there are several 
issues at play here. First, there is concern about the efficacy of reliance on automated 
systems to facilitate authentic assessments of student learning. For example, would 
even the best AI technology we have be able to evaluate a student’s answer in a 
nuanced manner taking into account the broad range of insight that an experienced 
examiner will draw upon? Second, there is a more pragmatic issue: the fear of machines 
taking over a human role (Zawacki-Richter et al., 2019) – could the mechanization of 
this aspect of education practice potentially leave experienced assessors redundant?

To address these issues, our discussion relates to the nature of trust in the use of 
AI technology in assessment practice and considers one question: How do we make it 
work effectively for our purposes?

How do we make AI technology work effectively  
for our purposes? 
There are several international testing agencies who assess millions of English as a 
second language (ESL) students each year on receptive (listening and reading) and 
productive (speaking and writing) skills for the extremely competitive admissions to 
English-speaking universities. Such goals are responsible for making tests high stakes 
(Chapelle and Chung, 2010), and prospective candidates rely on them to access life-
changing opportunities such as citizenship or educational opportunities. Where a test 
holds such intrinsic power, we need to be sure that the skills are being tested with 
high validity and reliability and that we are able to obtain accurate scoring and fast, 
informed feedback. Confidence is at the heart of validity in high-stakes testing, and 
while it is not always considered, it is, in fact, critical to the value of assessments that 
wield such influence. 

Concerns over the use of automated marking technologies (Falkner et  al., 
2014) often cite fear of a loss of the human touch as potentially harmful to the 
assessment process, but we propose that in the majority of cases, the opposite 
may be true. The use of AI technologies allows the judgement of hundreds of 
human assessors to work in unison and within classrooms. Indeed, used well, AI can 
potentially enable teachers to spend less time marking and more time focusing on 
teaching and learning. Recent events, such as the inability in England to present 
national examinations in a form other than on paper, have begun to unmask well-
hidden inadequacies that underpin national testing systems – we discuss this further 
in the next section. 

The use of AI per se has historically been viewed as something that should 
invoke caution. In 1920, the Czech playwright Karel Čapek released his script for a 
futurist view of the world; in R.U.R. (Rossum’s Universal Robots) (Koreis, no date), the 
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audience was presented with a vision of the year 2000, a world dominated by robots, 
but, as the story unfolds, we see the machines evolve a capacity for emotion, and thus 
some ‘hope’ for the future. The uneasy relationship between the human condition and 
robotic/artificial technology continues to be a popular theme presented alongside 
serious discussions on the ways in which new technologies influence day-to-day 
living. However, since the 1950s, our curiosity about the capacity of machine learning 
and AI technologies has also evolved into a respected and multidimensional domain 
within scientific research and development (Bibel, 2014; Bostrom and Yudkowsky, 
2014). In 2020, we rarely think about the many AI-led technologies that guide the 
day-to-day aspects of life, such as targeted advertising on our mobile phones or 
satellite navigation systems or managing the weekly shop. It is perhaps the rather 
mundane nature of these kinds of AI intrusions that is precisely why they are no longer 
visible to us; whereas when they have an effect on something more important, such as 
educational outcomes, they grab our attention. 

Our perception of new technologies is shaped by how they impact our lives, and 
education domains are particularly idiosyncratic because we tend to trust those we 
know as educational enactors (Corrigan and Chapman, 2008). For example, we believe 
that our teachers are more trustworthy than a machine when it comes to an important 
practice such as assessment. However, the example of A levels in England reveals 
our ‘flexible’ attitude to trust in teacher judgement, because usually our students rely 
on national test outcomes that are standardized using statistical algorithms to model 
the data provided from markers via examination boards. In 2020, the government’s 
wish to reject teacher-estimated grades alone and, initially at least, to insist that 
students must accept standardized grades generated by a statistical algorithm led 
to national demonstrations and the eventual retreat of government to allow students 
a choice of their ‘best’ outcome (Richardson, 2020). What was not often discussed 
was the fact that every year, the data that provide the evidence for awarding grades 
for A levels and GCSEs is always modelled using statistics in order to consider what 
the comparable standard might be. These data are generally considered alongside 
discussions with expert examiners (the human input) to determine the outcomes 
at grade boundaries (see Assessment and Qualifications Alliance, 2020). There 
are technological interventions that already form part of the awarding process and  
practice – for example, online marking and modelling of awarding data – but we only 
tend to consider their efficacy when there is a crisis. In terms of assessment, one of 
the most pressing issues highlighted in summer 2020 was the fact that assessment is 
not a simple process, nor does it provide us with precise outcomes. This knowledge 
is unsettling in a culture where an examination result based on paper-based test 
experiences is reified and considered the gold standard; expecting people to alter 
how they think about this public endeavour is a challenge indeed. 

Assessment technologies
Automated scoring, including the use of AI, is now integral to the latest education 
technology innovations, particularly in the field of both formative and summative 
assessment practice. AI developers make a range of claims for its integrity and its 
application (see, for example, Moon and Pae, 2011; Pinot de Moira, 2013; Bridgeman, 
2013), and they generally agree that:

•• it speeds up marking times 
•• it removes/reduces human bias 
•• it is as accurate and at least as reliable as human markers. 
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Based on these assertions, it appears that some AI-led technology has the potential 
to challenge the status quo in existing educational assessment practices, particularly 
in how we mark and provide feedback on student work. This claim may be surprising 
to some, given that the perception of formative assessment modes is characterized by 
personal responses that are reliant on text or verbal feedback (Sadler, 1989). However, 
AI has a proven record in formative assessment use, particularly in the US (see, for 
example, Attali, 2013; Bridgeman, 2013; Luckin, 2017), and, as Whithaus (cited in Shermis 
and Burstein, 2013: vii) claims, ‘Pretending that software systems, and particularly 
software agents that provide feedback, are not parts of students’ writing processes, 
not parts of a broader ecology of available writing tools in the second decade of the 
21st century, is simply naïve.’ Whithaus (2006) adds that it is time to talk more about the 
use of technologies and to open up more public discussions about their use and value 
in education. We agree, particularly given that they are so widely used in high-stakes 
assessment in English language testing, as we explain later in this article.

However, both within and beyond the education sector, there is some hesitancy 
in accepting new, AI-led practice, particularly in countries or jurisdictions with long-
established paper-based testing histories. Paradoxically, within technology-enabled 
assessment systems, few people actually ask the question ‘Does it actually work?’; 
rather, the more common question posed is ‘OK, how does it work for our purposes?’ 
This is where language testing is leading the way in the use of particular technologies 
to support not only assessment, but also student learning, and those engaged in 
their development are keen to promote the value of moving above and beyond the 
established ways of testing which rely on paper. 

In a world already transformed by technology in the way people communicate, 
work and live their daily lives, most educational assessment in the UK has hardly 
changed at all (Timmis et al., 2016). Despite continuous discourses that promote AI 
technologies, we continue to not trust them in high-stakes assessments. 

Across all areas of education, within the sciences, society and politics, and 
throughout commerce, it is not simply that new technologies are boosting our abilities; 
they are also actively influencing and guiding them (Natarajan et al., 2017; Paschen 
et al., 2020), for better or, indeed, for worse. Using neural networks and deep learning, 
AI is increasingly being employed in higher education selection and screening 
procedures to ensure that students and workers have a construct representative, fair, 
valid and reliable assessment for migrant entry or for study purposes across the world. 
Bearing this in mind, perhaps we should be proactive in understanding just how they 
influence what we do, because they are a tool and, as Shermis and Burstein (2013) and 
Shaw (2008) argue, part of the educational journey with AI technologies is to consider 
how to create sustainable automated systems that support and serve us. 

Bridle (2018: n.p.) claims that, in many ways, technologies are ‘extensions of 
ourselves, codified in machines and infrastructures, in frameworks of knowledge and 
action’, but he adds that they do not have all of the answers we seek. It is important to 
understand the limitations as well as the potential of current technology. Such issues 
have been brought into sharp focus in 2020 as the impact of the COVID-19 pandemic 
has challenged national testing and examination systems around the world simply 
because students could not sit their exams in the usual way. The validity of results 
for the very highest of high-stakes exams is under the spotlight and, in England, so 
is the reliance on an algorithm (not using any AI) used to calculate outcomes based 
on testing centre predictions and then standardized using comparable outcomes 
(Pearson, 2017). This approach was problematic in the extreme. The final grades 
triggered a national outcry from students, teachers and parents demanding fairer 
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outcomes, given that 39 per cent found their calculated grades had then been reduced 
so that the comparable outcome percentages could be maintained compared to 
2019. Following several U-turns from the UK government, the grades awarded were 
not those generated by the algorithm and adjusted, but those predicted by teachers. 
These events produced a great deal of fodder for the news and social media (for a 
useful summary, see Richardson, 2020), but, more importantly, the debates highlighted 
a broadly weak understanding of just what it is that algorithms do. Even the prime 
minister demonstrated his ignorance by calling it a ‘mutant algorithm’ (Stewart, 2020), 
as if it had some mind of its own or was reliant on some AI technology, whereas 
this model was something much more straightforward. The outputs from this kind 
of model are only as good as the data that go in, and with a lack of the most crucial 
indicators – the exam results – the expectation that outcomes would be accurate 
was wildly optimistic. The fallout from the debacle finally resulted in a parliamentary 
inquiry (UK Parliament, 2020a, 2020b), and there will be more to follow as we look 
ahead to planning for national assessments in 2021. 

Reliance on paper-based examinations for national high-stakes tests has 
proven to be fallible in the face of a global pandemic, as test takers were unable to sit 
traditional examinations due to enforced isolation. There has been an increase in the 
interest and use of self-proctored online examinations, where test takers sit tests in 
their own homes and log into secure environments. Of course, as with all high-stakes 
tests, the continued issue is trust in the technology, but, as we will discuss in the next 
section, AI potentially affords a range of ways to engender trustworthiness. 

‘Good technology’ and assessment in the UK
The notion of good technology and assessment can be conceptualized in three 
separate yet intertwined issues in the constructs, delivery mechanism and efficiency/
reliability of national assessment systems. When Ken Boston (2005), Chief Executive of 
the Qualifications and Curriculum Authority (QCA) – the executive non-departmental 
public body of the Department for Education in the United Kingdom – announced 
that he expected on-screen assessments for all new qualifications by 2009, and that 
e-assessment should be a routine provision in this country by that time, he and the 
QCA had a number of motivations. It was clear then, and has continued to be the 
case ever since, that there is a need to incorporate twenty-first-century technology 
into education generally, and into assessment specifically. Ripley (2004) was already 
arguing for modernization of the logistics of examination management in this country. 
As the number of externally marked tests and exams increased exponentially, so the 
cottage industry of scripts being sent through the post to the doorsteps of examiners 
was deemed to be, at the least, insecure and, at most, costly in terms of both time and 
people. These systems are beginning to change as more marking is undertaken on 
screen.

We have by no means reached a point where we are making appropriate 
use of good technology, but the motivation for change should not be seen as the 
sole driving force for assessment changes. One should never underestimate the 
importance of quality, robustness and efficiency of assessment operational systems 
in the perceived success or failure of national assessments – the public face of 
assessment is critical in terms of engendering trust and confidence. The numerous 
debacles of test delivery failures (see, for example, Isaacs, 2014) and the continued 
reporting of missing or stolen exam scripts (Curtis, 2005; Westfield, 2016) also 
exemplify the continued challenges to high-stakes national tests. The more public 
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discussions and promotion of such issues in national testing led to claims of a need 
to explore the way in which new technologies might provide a more secure structure 
for delivery and processing. 

In 2007, Ken Boston continued to argue for serious consideration of how new 
technologies might facilitate improved assessment systems, offering, for example, 
personalized learning, assessment on demand and rapid feedback of results and 
data to assist exploration of assessment reliability and validity related to on-screen 
assessments. Although it might be assumed that curriculum and constructs drive 
assessment change rather than those of efficiency, it might be argued that the latter 
reason initialized the movement towards computer-based assessment. The aspirations 
and expectations expressed in 2005 and 2007 were ambitious in the extreme and, 
unsurprisingly, have not been met. This is in part due to the lack of IT infrastructure in 
schools across England (Brown et al., 2013), but also largely due to comparability and 
equivalence issues, as dual modalities of testing (computer- and paper-based) have 
presented insurmountable problems for awarding bodies and regulators.

Therefore, despite the claims made almost two decades ago, the expected 
e-assessment revolution has remained largely unfulfilled, and where there has been 
evidence of e-assessment in practice, we see just ‘paper-behind-glass’, that is, paper-
based assessment captured and represented on a screen. While addressing some of the 
equivalence and efficiency issues, simply presenting a paper-based test on computers 
offers no affordances in terms of the use of technology to provide stimulating and 
authentic assessment opportunities. An early example of problematic electronic test 
items is discussed by Richardson et al. (2002), who conducted observations of students 
in schools in England taking a range of new problem-solving tests on computers. They 
found that the interactive nature of items distracted students and that their attention 
was easily diverted to construct irrelevant aspects of the test designs featuring cartoon 
images. What is important to note is that such design features provided little more 
than a representation of the paper-based test format, rather than a new test-taking 
experience that was tailored to the delivery technology rather than the expected 
learning. 

The most basic computer-based test assessments might include a mixture of 
multiple-choice options and open responses sent to human markers. Others include 
what are described as constrained test forms (see Liu et al., 2005) – those consisting 
of all fixed-form question types such as multiple-choice or drag-and-drop answering 
functions. While e-assessments have provided logistical support in providing more 
flexible and technology-assisted testing opportunities, they have not addressed more 
assessment validity related questions, particularly associated with providing construct 
representative, authentic, reliable, fast and fair assessments on a global basis. 

However, amid the general stasis of the early forms of e-assessment in UK 
education, there have been pockets of innovative technologies involving the use 
of AI. These have contributed to some transformations, not only in the manner in 
which learning takes place, with personalized, instantaneous and engaging formative 
assessment experiences (Waring and Evans, 2015), but also in how high-stakes 
summative assessments can be delivered globally. The global context is important, and 
this is reflected in the use of more electronic testing technologies in the international 
large-scale assessments (ILSAs), such as PISA, TIMSS and PIRLS (OECD, 2020; 
International Association for the Evaluation of Educational Achievement: www.iea.nl/). 
Originally set up to share information about processes and practices in educational 
policy around the world (Torney-Purta and Amadeo, 2013), the power of these sets 
of big data has been augmented by new modes of analysis, electronic modes of 
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testing, translation and the use of cloud technologies to hold and share information. 
However, similarly to other areas of mass testing, the ILSAs have been slow to adopt 
new technologies for the actual delivery and presentation of tests themselves. In 2019, 
the TIMSS cycle trialled the use of tablet-based tests in some participant countries 
(Cockle and Sibberns, 2019), and the results of these data compared to data for 
students who took the tests on paper formed part of the international reporting in 
December 2020 (Richardson et al., 2020). On a positive note, technology has facilitated 
instant communication, and greater capacity to share information and ideas, and has 
arguably brought us closer to one another (particularly during the lockdown of 2020, 
when COVID-19 limited movement in public spaces). While such experiences constrain 
us in some ways, in terms of educational settings, they have forced open new doors to 
spaces for sharing ideas about education policy and practice. 

Case study: AI in tests of English language
Within the field of educational assessment, the curriculum area in which AI has emerged 
is language testing, and this has not been a random choice for test developers. Every 
year, millions of candidates (British Council, 2020; Pearson Vue, 2021) are assessed on 
both receptive (listening and reading) and productive (speaking and writing) skills for 
entry into English-speaking universities or professions, or for citizenship. Given the 
opportunities available to those who succeed, these tests are very high stakes, and 
prospective candidates are competing in a global context. Therefore, developing a 
test that is high in validity and reliability is central to the success of these assessments, 
and given the global nature of study and work, there is a need for tests to be reliable, 
fast and accessible. 

In language testing, response types for receptive skills often take the form 
of multiple choice or constrained response (Liu et  al., 2005), whether the mode of 
assessment is paper-based or on screen. However, the assessment of speaking and 
writing skills, where all responses will be unique, cannot be assessed using these fixed 
form types, and so the default marking methodology requires the use of thousands 
of human markers, attempting to maintain a global standard and achieve acceptable 
levels of marking reliability. As might be expected, the reliability of assessing speaking 
and writing skills (that is, open-ended productive skills) has always been a significant 
challenge on a local and national level (Brooks, 2012; Rhead and Black, 2018). To 
manually collect these types of responses and get them marked, and scaled, reliably 
is logistically difficult, time consuming and prone to standardization issues. Of course, 
assessment history has demonstrated that the solution to issues surrounding logistical 
problems and low reliabilities of productive skills have often resulted in their removal 
from the assessed construct. A good example of this is the removal of speaking skills 
assessment from the national curriculum in England, mainly due to the low reliability 
of the assessment outcomes (Stobart, 2009). No one had argued that speaking was 
not an essential part of the English language construct taught in schools; however, 
this essential skill was jettisoned from formal assessment. What influences such 
decisions are, argues Wiliam (2001), the consequences of narrowing the curriculum 
for assessment construct purposes. Essentially, the very slender assessed construct 
becomes the focus for what constitutes the taught construct – the assessment is the 
curriculum. Once this happens, the assessed curriculum becomes more important than 
the intended curriculum (Stobart, 2008) and, in the end, instead of making the important 
measurable, we make the measurable important. The logistical and reliability related 
reasons for removing sections of a construct are a case in point for the potential that 
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AI can provide in enabling complete construct representation in language testing, with 
incredibly high levels of both internal and marking reliabilities. 

So, we return to our question ‘How does AI work for our assessment purposes in 
English language testing?’ It is important that stakeholders understand the principles of 
the application of AI in educational assessment. While there are technical complexities 
involved, it is incumbent on test providers to open up the black box in order to present 
a compelling validity argument for its use in speaking and writing assessments. The 
next section will outline this.

Automated scoring
Automated scoring of spoken language requires three models to be developed: an 
acoustic model, a language model and a scoring model. Acoustic models are speech 
recognizers, identifying each phoneme or sound (Young, 2001), and while there was a 
time when acoustic models were seen as ‘futuristic’, they are very much a part of daily 
life. All smartphone users have access to acoustic models as a matter of course and 
use them for a wide range of practical tasks, such as passwords or transferring oral 
speech into text. This means that it is vital that a good acoustic model is trained using 
a wide range of accents and pronunciation types in order to be able to recognize the 
broadest representation for its use. 

The language model is then developed by training the AI system on every 
spoken task item. This requires trialling all items on a broad representative sample 
globally, and at least 400 trial responses are used to train the AI system on each item. 
The next step is to incorporate the scoring model by transcribing all the spoken 
responses and the marks they were given by a team of expert human raters (all 
items are double marked as a minimum). Only once these steps are complete can 
we say that the AI system is ‘trained’. At this point, it is important to note that the 
human touch is still required because these data are validated by scoring at least 
four hundred new items of each prompt that have also been transcribed and marked 
by expert raters. The reliability coefficients between the scores obtained by the AI 
system and humans is in the region of 0.96 agreement (Pearson, 2019: 6). By any 
terms, this is incredibly high (see Viera and Garrett, 2005), and any item that does 
not achieve this reliability score is removed from the test. Therefore, although AI is a 
machine prediction of a score, the benchmark for the inclusion of any particular item 
prompt is human judgement. 

The automated marking of open-ended writing works in a similar way. Pearson’s 
scoring engine, Intelligent Essay Assessor (IEA), evaluates meaning using a natural 
language processing technique called latent semantic analysis (LSA) (Foltz et al., 2013). 
With LSA, each word, sentence and passage becomes what is called a vector in relation 
to a multidimensional semantic space. For example: 

Surgery is often performed by a team of doctors.
On many occasions, several physicians are involved in an operation.  
(Foltz et al., 2013: 78)

In this example, the two sentences contain no words in common, but their meanings 
are approximately the same based on the contexts of the words used. The words 
‘physicians’ and ‘doctors’ appear in similar contexts in English, so, in an LSA vector 
space, these two sentences would describe effectively the same vector because their 
underlying meaning is the same. Behind this sits the content-based scoring, a vital 
‘background’ model using an enormous corpus to evaluate a newly submitted essay 
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or summary assignment. When scoring prompts specific traits, IEA compares the 
incoming essay with all known scored essays from the training set and determines the 
new essay’s vector proximity (called a cosine) to other known pre-scored essay vectors 
in the semantic space. LSA variables are used to predict not only content, word choice 
and task completion, but also organizational traits such as sentence fluency and essay 
coherence. Again, the reliability of the machine writing scores compared to humans is 
strong – in the region of 0.88 agreement (Pearson, 2019: 4).

The use of speech and writing automated marking technologies allows speaking 
and writing to be assessed for formative and/or summative purposes across a broad 
range of identified traits, and this provides opportunities for students to obtain 
detailed feedback on their strengths and weaknesses, both inside and outside of a 
formal classroom. Teachers can use these technologies as part of a blended approach 
to teaching and learning; they can use the automated feedback to augment personal 
formative assessment opportunities with their students. 

Although AI assessment can be accused of being rather opaque, in some respects,  
machine scores are more transparent than human judgements. Human raters evaluate 
language samples, refer to scale descriptors and apply judgement and experience 
to assign a final score, but there is often no quantifiable way of measuring how they 
weight and combine the various pieces of information in an essay. In reality, we rely on 
a lot of experiential judgements and knowledge on the part of examiners (Newstead 
and Dennis, 1994; Greatorex and Bell, 2008; Johnson et al., 2012). It is hard to explain 
that you know what an assessment is worth when judged against some criteria, but 
there is definitely an element of ‘gut feeling’ in marking. In contrast, it is possible to 
achieve something replicable with machine scoring, with every piece of data analysed, 
and its precise weighting in the scoring model is verifiable in the machine algorithms. 
As Bernstein et al. (2010) claim, scoring models are data-driven and verifiable, often 
in ways that human scoring is not. AI systems are quicker, less prone to error and 
capable of assessing a number of key traits simultaneously; importantly, they do not 
carry any inherent halo or negative effects (Dennis, 2007; Beltrama and Hanink, 2019), 
and they treat all responses fairly – as long as the AI systems are trained on sound, 
representative samples.

This is not to say, however, that AI can be used in all assessment areas. The 
argument here is not binary: that there should be all or no AI. Where appropriate, AI 
is as good as, or indeed better than, human assessors, and it can act as an invaluable 
aid to logistics and constructs of the assessment industry as a whole, and to teachers 
in the classroom. Reflecting on the technical challenges that beset the national testing 
systems in England in 2020, it appears that a tentative move to considering how some 
automation of processes and application of AI technologies could be used in future is 
already happening. But we should also be aware that there is no easy way to manage 
assessment and, of course, there may be areas of the curriculum where AI will never be 
the right assessment tool. Whether AI will ever be able to predict creative thinking, or, 
indeed, as envisaged by Čapek’s robots of 1920, emotional responsiveness, remains 
to be seen. 

Conclusion
The reliance on paper-based testing holds fast in England (and many other countries, 
for that matter), and due to the fact that high-stakes, secure assessment (such as 
tests of language competency) has become global currency, the consequences often 
disappoint stakeholders in terms of inauthentic, invalid, non-construct representative 
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qualifications or awards. We could not wish for a better example than 2020 in terms 
of an inflexible assessment system that is unable to respond to trauma of the kind 
caused by COVID-19. In contrast, the rapid developments in emerging technologies 
in hardware and software have the potential to afford students and teachers ever 
advancing opportunities to be assessed in authentic, broad ways that are fast, efficient, 
reliable and, when needed, secure. The use of virtual reality, augmented reality and 
video capture has the potential to allow immersion into areas of the curriculum and 
occupations not possible in traditional learning and assessment methods. 

The use of AI in language assessment has proved to be a game changer 
internationally and, as we have discussed above, AI technologies are being used to 
develop specialist tests of English language and to outline their effectiveness in terms 
of validity and reliability of both test delivery and scoring. We recognize that there is no 
perfect assessment, and we are well aware of the fact that all types of test are subject 
to error, but the example described here provides evidence of how AI technology can 
assure the test taker of a reliable result. 

In many ways, instead of debating whether AI should be incorporated more into 
formative and summative assessments, we should perhaps be asking why this would 
not be the case? In a recent survey asking students about their preferred mode of 
international language test, four of the top five reasons were AI related (Eduworld, 
2018). The results were focused on security, speed and accessibility. 

The use of AI technologies in assessment has to be context related to ensure 
the validity of its use. Simply putting former paper-based items into an AI-led 
environment does not guarantee an enhanced test-taking experience, nor does 
it add anything of pedagogical value to the core constructs of the assessment. 
Returning to Bridle’s (2018: n.p.) cautionary discourse on AI reminds us that:

Computational systems, as tools, emphasise one of the most powerful 
aspects of humanity: our ability to act effectively in the world and shape it 
to our desires. But uncovering and articulating those desires, and ensuring 
that they do not degrade, overrule, efface, or erase the desires of others, 
remains our prerogative.

The use of AI in language assessment has proved to be a game changer internationally. 
However, all stakeholders in the test-taking process need to be aware of the need for 
improved literacy in this new test-taking landscape. Assessment literacy is not a new idea 
(Stiggins, 1995; Popham, 2009), but assessment literacy employing new technologies 
is still a work in progress, and one that requires further research because the future of 
assessment in general may indeed be transformed through the technology of AI.
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