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Abstract. Seismic fragility assessment of building portfolios is often based on the analysis of “average” building models representative of structural types (or building classes), thus neglecting building-to-building variability within a structural type. This paper proposes the use of gaussian process (GP) regressions to develop flexible and accurate metamodels explicitly mapping building-class attributes to the seismic fragility parameters. The proposed metamodels can enable analysts to account for building-to-building variability in simulation-based seismic risk assessment of building portfolios. Unlike other commonly-used metamodels, GP regressions do not require the a-priori definition of a prediction function and they quantify the uncertainty on the predictions in a refined and explicit fashion. The proposed method is demonstrated for a portfolio of seismically-deficient reinforced concrete school buildings with construction details typical of some developing countries. Based on the available information about the building attributes (geometry, materials, detailing), building realisations are generated based on two alternative approaches, which are critically compared: design of experiment and Monte Carlo sampling. Cloud-based time-history analysis for each building realisation is performed using unscaled real ground-motion records; fragility relationships are derived for four structure-specific damage states. A GP regression is then developed for each considered fragility parameter (i.e. median and dispersion). To further increase the tractability of the methodology, alternative metamodels are defined based on numerical non-linear static pushover analyses or analytical “by-hand” pushover analyses, through the Simple Lateral Mechanism Analysis (SLaMA) method. The results show that, for the considered portfolio, the fitted GP regressions have a high predictive power in surrogating the modelled fragility, demonstrating the feasibility of the approach in practice. It is also shown that the choice of the sampling technique could be based on the input data availability, rather than on the expected computational burden. Finally, the use of simplified methods for response analysis shows acceptable error levels with respect to the full time-history analysis results. Such simplified methods can be promising alternatives to generate large training datasets for the proposed GP regressions. This increases the potential of training metamodels in practical portfolio risk assessment applications, in which a high number of building types, each characterised by a large number of attributes, is generally involved.
1. Introduction and motivations

Seismic fragility is quantitatively expressed as the conditional probability that a structure will reach or exceed a specified level of damage (or damage state, DS) for a given value of a considered earthquake-induced ground-motion intensity measure (IM). Fragility relationships describe such a conditional probability for increasing values of the ground-motion IM, taking the form of cumulative distribution functions (CDFs). Typically, a lognormal model characterised by two parameters - median and dispersion ("logarithmic standard deviation") – is used for this purpose. These relationships are a key ingredient in any seismic risk assessment exercise, particularly in the case of large building portfolios. Fragility curves can be obtained 1) empirically, i.e. using observed (post-event) damage data; 2) through expert opinion; or 3) simulating the structural response through mechanics-based numerical models and analysis types of different complexity and computational demand.

Quantifying the potential impact of earthquakes on portfolios of properties located in seismically-prone regions is of primary interest to property owners, (re)insurance companies, capital lending institutions, and local government agencies, among others. Each is likely to have a different viewpoint and different requirements. For instance, building owners and corporate risk managers who may deal with a single building or a handful of buildings located at different site. In this case, performance-based assessment approaches (e.g. the performance-based earthquake engineering framework [1], and its practical implementation in the Federal Emergency Management Agency P-58 guidelines [2]) as opposed to building-level fragility models would be more appropriate and should be the preferred option. At the other end of the spectrum, it is not uncommon for primary insurance companies to perform fragility/loss analyses for large portfolios containing as many as a million properties. In this case, it is generally unfeasible to consider the building-to-building variability by running refined analyses (using refined computational models) for each individual structure within the portfolio.

Therefore, various structural types (or building classes) are often defined through a combination of a few attributes (e.g. lateral-loads resisting systems and their materials, height/number of storeys, age of construction/major retrofitting), assigning specified fragility and vulnerability (i.e. likelihood of loss levels vs IM levels) relationships to each structural type. Such relationships, usually derived for an “average” archetype building of the class (or an “index” building), are adopted for all the buildings within the class.

Approaches accounting for epistemic uncertainties due to structure-specific modelling uncertainties, using various statistical models, are available [3,4], particularly for collapse fragility assessment; very few studies deal with the uncertainties in seismic fragility/vulnerability modelling of building classes for portfolio risk assessment [5,6]. Building-class fragilities, including various epistemic uncertainties can also be derived, for instance by using the robust fragility approach [7]. Once the mean and confidence interval the class fragility curves are estimated, single fragility curves can be simulated (e.g. [8]). With this method, however, the one-to-one correspondence between the building characteristics and the simulated fragility curves is lost. To explicitly include building-to-building variability in practical seismic risk assessment applications (which is the focus of this study), a mapping between the building input attributes (e.g. geometry, material properties) and the seismic fragility parameters may be desirable. Metamodels can be effectively adopted to this aim, by using a small sample of building realisations within
the class for the metamodel training/validation and keeping a mechanics-based approach. A metamodel is “a model of a model”: it defines a relationship between a given set of inputs (e.g. building geometry and materials in this study) and outputs (e.g. fragility parameters in this study). This is obtained analysing a relatively-small set of samples (e.g. structures belonging to the same building class) and fitting a prediction function to the outputs, thus replacing (or surrogating) the real, computationally-expensive numerical model.

This allows one to have a computationally-efficient tool capturing the complex and implicit relationships between model inputs and outputs, such as seismic fragility parameters as a function of structural geometry, materials, detailing, etc. In general, metamodels can consider both structure-specific attributes (materials, modelling, etc.) and their variability as well as class-specific ones (geometry, detailing). However, commonly-adopted metamodels suffer some drawbacks, such as: 1) the user should determine a functional form (i.e. a prediction function) for the fitting, potentially generating substantial misfit or, conversely, physically-unsound overfitting; 2) they often rely on simplifying assumption (e.g. homoscedasticity, i.e. the variance of the error term is independent of the value of the input variables). One may argue that controlling the functional form for the fitting might help in reflecting the mechanics underlying the problem under investigation. Although such mechanics can be easily captured for structure-specific variables, such process might not be straightforward when dealing with class-specific attributes, or when several interacting input parameters are involved.

To address the above issues, the use of Gaussian Process (GP) regression [9] is proposed in this study to develop a flexible and accurate metamodel for the seismic fragility parameters (i.e. median and dispersion) of building realisations within a given building class. The proposed approach is demonstrated for seismically-deficient reinforced concrete (RC) school buildings with construction details typical of developing countries (such as Philippines and Indonesia), for which data is available with regard to the statistical distributions of the building-class input attributes. Two different techniques are independently adopted to sample realisations within the analysed building classes: a Design of Experiment (DoE) and a plain Monte Carlo sampling (MCS). This is done to simulate alternative scenarios in which the probability distributions of the building-specific input attributed are available (MCS) or unavailable (DoE), totally or partially.

For each building realisation, a fragility curve is defined based on cloud-based non-linear time-history analysis employing 150 unscaled real (i.e. recorded) ground motions. A GP regression is fitted for each resulting fragility parameter. Through an illustrative application, the advantages and shortcomings of both sampling techniques are critically discussed, and guidance is provided for the selection of the sampling method and the number of considered samples.

It is worth noting that significant computational effort may still be required to train such metamodels for a single structural type, i.e. thousands of time-history analyses are needed. This means that for practical applications, in which a high number of building types is involved, metamodels trained based on non-linear time-history analysis results may still be too computationally expensive. Therefore, to further increase the tractability of the proposed approach, two simplified-yet-accurate analysis methods are proposed to increase the potential of metamodels in efficiently considering a high number of building
classes and building attributes within a class. The detailed validation of simplified response analysis methods is outside the scope of this study, although this is currently under investigation by the authors, showing promising results [10].

Non-linear static force-displacement curves are alternatively derived through the analytical approach named Simple Lateral Mechanism Analysis (SLaMA; [11–15]), or through a standard numerical pushover (with invariant force profile). The Capacity Spectrum Method (CSM; [16]), adopting the same set of recorded ground motions, is applied using such curves to derive the seismic response in terms of inter-storey drift, selected here as engineering demand parameter (EDP). Therefore, two alternative sets of fragility functions are derived, together with the corresponding GP regressions. The results from this study indicate that such an approach might be feasible in practice.

The paper is organised as follows. Section 2 reviews the commonly adopted metamodeling techniques, highlighting their strengths and limitations. Section 3 describes the methodology adopted for this study. Sections 4 and 5 describe the considered case study and the results obtained through the proposed approach. Section 6 provides the conclusions, highlighting future research questions.

2. Commonly adopted metamodeling techniques

This section briefly reviews some of the commonly-adopted metamodeling techniques, briefly compared in Table 1. A thorough examination of all the available approaches in the literature is outside of scope of this paper. The desired features of the metamodel (in relation to fragility modelling) are described, highlighting the ones leading to the choice of the GP regressions.

Table 1 Characteristics of the considered metamodeling techniques.

<table>
<thead>
<tr>
<th>Metamodeling Technique</th>
<th>Functional form</th>
<th>Error term</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response surface method</td>
<td>Assumed</td>
<td>Generally homoscedastic</td>
<td>2nd order polynomials are generally used</td>
</tr>
<tr>
<td>High dimensional model representation</td>
<td>Assumed</td>
<td>Generally homoscedastic</td>
<td>Higher-level polynomials are used</td>
</tr>
<tr>
<td>Multivariate adaptive regression spline</td>
<td>Not assumed</td>
<td>Heteroscedastic</td>
<td>A finite set of candidate basis functions is assigned</td>
</tr>
<tr>
<td>Support vector machines</td>
<td>Not assumed</td>
<td>Heteroscedastic</td>
<td>Inherently non-transparent due to the hidden layer</td>
</tr>
<tr>
<td>Gaussian process</td>
<td>Not assumed</td>
<td>Heteroscedastic</td>
<td></td>
</tr>
</tbody>
</table>

The Response Surface Method (RSM; [17]) models the relationship between several explanatory (input) variables and one or more output variables. It consists of first calculating one or more response variables (typically for a DoE) that depend on a suite of input variables. Hence, an assumed functional form (usually a polynomial one) is fitted to the dataset, for instance through a least squares approach. Such method often assumes homoscedasticity and normality of the error terms. RSM has been effectively used in earthquake engineering applications, e.g. [4,5,18–20].

High-dimensional model representation [21] is based on a hierarchical expansion of functions that represent a response surface. A first order polynomial function represents the effect of each explanatory variable acting independently, a second order one represents the coupled effects of any pair of variables, etc. The user can choose the required level of refinement by truncating the expansion. Such approach is more convenient than the RSM when the number of inputs is particularly high. Although such
method provides better accuracy than the RSM [22], an assumed functional form is needed also in this case for the adopted prediction function. Such methods have been adopted in earthquake engineering (e.g. [23]).

Multivariate adaptive regression splines are non-parametric regression techniques based on a weighted sum of a number of basis functions. Such functions are fitted to the observed data in different portions of the input domain [24]. It can be seen as an extension of linear models that “automatically” captures non-linearities and interactions between variables. Such method provides higher flexibility than RSM, given that the hypotheses of homoscedasticity and Normal distribution of errors can be removed. However, a finite set of candidate basis functions should be assigned a priori.

Radial basis function networks [25] are artificial neural networks composed of three layers of neurons: input layer, hidden layer, output layer. The method is based on the non-linear mapping of the input layer to the “hidden layer” using non-linear functions, and a subsequent linear mapping to the output layer. In particular, the non-linear mapping is based on radial basis functions which usually have the form of Gaussian or spline functions. An example of using artificial neural networks for seismic fragility estimations can be found in [26]. Although such method generally provides particularly good fits, it is inherently non-transparent, similar to any artificial neural network approach.

Support vector machines [27] are a class of statistical methods based on the mapping of the input data to a higher-dimensional space (so called feature space) and performing linear regression in this space. The initial mapping is done using non-linear kernel functions that can also allow one to explicitly consider the correlation among different input vectors. The linear regression in the feature space is based on the minimization of a loss function related to the observed vs predicted output. Such method has been used for seismic fragility estimation, for example in [28]. One of the main disadvantages of this method is that the parameters of the kernel functions should be specified, rather than learned from the data.

GP regressions [9] are one of the possible methods to overcome the above-mentioned downsides of commonly adopted metamodeling techniques and, for this reason, they are selected in this paper. A GP regression is a non-parametric statistical method identifying a multivariate Gaussian distribution over the possible functions fitting a dataset of observed data. The mathematical formulation of a GP regression is briefly described in Section 3.5, with particular reference to the specific application in this study. As an example, a GP approach was adopted in [29] to fit probabilistic seismic demand models (EDP vs IM relationships) in the context of seismic fragility analysis.

3. Methodology

This study aims 1) to show the feasibility of using GP regressions to explicitly consider building-to-building variability in seismic fragility assessment of building portfolios; 2) to provide practical guidance on how to develop (i.e. train and validate) GP regressions for case-study applications. The selected parameters to be surrogated are the median and the dispersion (i.e. logarithmic standard deviation) of the fragility functions defined for four different damage states (Figure 1). The methodology involves: 1) defining an archetype building representative of each analysed class; 2) based on the available statistics (for
instance, as in this study, based on a large rapid-visual-surveying exercise for a given building portfolio) of the geometric and mechanical properties of the buildings within each class, generating representative building samples; 3) deriving fragility curves for each building realisation within the class; 4) fitting one GP regression model for each considered parameter of the fragilities; 5) testing the goodness-of-fit of the developed GP regression, also checking if the independently-fit models produce consistent sets of fragility functions for every possible combination of the input parameters.

The two adopted sampling strategies are described in Section 3.1, while the description of the considered case-study portfolio is provided in Section 4. Sections 3.2 and 3.3 describe the three increasingly-refined analysis methods that are independently adopted for the seismic response analysis, while Section 3.4 and 3.5 discuss the strategies to fit fragility curves and GP regressions, respectively.

Figure 1 Description of the metamodeling approach.

3.1. Adopted sampling techniques

A structural type (or building class) is generally represented by an “average” archetype (or index) building. A given building within the class corresponds to a realisation of a vector of \( n \) selected random variables, \( \mathbf{x} = \{x_1, x_2, \ldots, x_n\}^T \), which may include geometric characteristics, materials properties, structural details, etc. For simplicity, the underlying variables \( x_i \) are assumed to be statistically independent; a reasonable assumption in most of the cases. Two different sampling techniques are
adopted herein: a DoE and a plain MCS. The methodological aspects of both techniques are discussed in this section, while their advantages and shortcomings are discussed in Section 5.3, considering the results obtained for the illustrative application. The adopted DoE is based on a $3^n$ factorial sampling, where $n$ is the number of input variables, considering mean plus or minus one standard deviation for each of them. This results in a relatively small sample size (e.g. 27 realisations considering three input variables), although this somehow requires that the underlying parameters $x_i$ are normally distributed, or at least narrowly-distributed around the mean.

On the other hand, the adopted MCS explicitly uses the CDFs available for the considered input data; each CDF may be either analytical (i.e. a parametric model can be used) or empirical (i.e. non-parametric). $N$ random realisations of the vector $\mathbf{x}$ are defined based on the available CDFs. Such realisations will define the case-study buildings for which the fragility parameters are calculated. Since the derived fragility parameters are used to fit the GP regressions, it is not generally straightforward to a priori estimate an appropriate value for $N$. Therefore, a trial-and-error approach is discussed in Section 5.3.

### 3.2. Numerical modelling: time-history and pushover analyses

For each building realisation, refined numerical time-history analyses are carried out with the finite element modelling software Ruaumoko [30]. The adopted modelling strategy, previously validated on experimental results [31], is based on a lumped plasticity approach and is resumed in Table 2 and Figure 2. Floor diaphragms are modelled as rigid in their plane, and fully fixed boundary conditions are considered at the base. P-Delta effects are not modelled, given that the case-study buildings in the illustrative application are two-storey RC frames, for which P-Delta effects are negligible.

The flexural capacity of the RC members is derived using moment-curvature analysis. The flexural response is checked against other failure mechanisms that may significantly modify the member lateral response. The capacity model of the members included in the analysis is modified (if appropriate) to include those failure mechanisms accordingly. Flange effect is considered by increasing of 50% the negative moment capacity of the beams [11]. Lap splice failure, although not relevant for the illustrative application of this study, is checked according to the procedure described in Priestley et al. [32]. Shear capacity is checked [33], and the flexural response is modified, if required, according to the shear-drift law. The deformation related to bar buckling is calculated [34] and, if smaller than the flexural capacity, it is considered as ultimate point of the member response. The revised Takeda hysteretic model [35] is used for beams and columns, with the columns having a thinner loop.

The hysteretic behaviour of the beam-column joints is modelled using the Modified Sina model [35], which is able to capture their pinching behaviour.

**Table 2 Details of the numerical modelling strategy.**

<table>
<thead>
<tr>
<th>Modelling strategy</th>
<th>Characterisation</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Beams</strong></td>
<td>Moment-Curvature analysis and 50% increase in negative moment capacity (flange effect, [11])</td>
<td>CUMBIA software [37,38] for Moment-Curvature</td>
</tr>
<tr>
<td>Mono-dimensional Giberson elements [36] characterised with Moment-Curvature (end sections)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Columns</strong></td>
<td>Moment-Axial load interaction analysis</td>
<td>CUMBIA software for Moment-Axial load</td>
</tr>
<tr>
<td>Mono-dimensional Giberson elements [36] characterised with Moment-Axial load (end sections)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Joints

Non-linear moment-rotation springs connected with the rigid ends in the beam-column intersections


Drift limits based on experimental tests [11]

Figure 2 Numerical modelling strategy [12].

Cloud-based non-linear time-history analysis [39] is carried out for each building realisation. This consists of a series of non-linear time-history analyses adopting a large number of unscaled ground motion records. In this case, the SIMBAD database (Selected Input Motions for displacement-Based Assessment and Design, [40]) is adopted for this analysis. SIMBAD includes a 467 tri-axial accelerograms, generated by 130 worldwide seismic events (shallow crustal earthquakes with moment magnitudes ranging from 5 to 7.3 and epicentral distances up to 35 km). A subset of 150 records is considered here to provide a statistically significant number of strong-motion records of engineering relevance for the applications presented in this paper. As in [41], these records are arbitrarily selected by first ranking the 467 records in terms of their peak ground acceleration (PGA) values (by using the geometric mean of the two horizontal components) and then keeping the component with the largest peak ground acceleration. Such approach is compatible with the cloud analysis [42], and therefore it does not require a site-specific record selection. This is consistent with regional-scale seismic risk assessment of building portfolios.

Pushover analyses are also carried out, to have an intermediate level of refinement (and computational cost) in the seismic response estimation. The above-mentioned two-dimensional models are adopted to perform such analysis in displacement-control protocol, and applying a uniform force profile. Using the pushover curve, the CSM [43] is carried out to calculate the structural response. Specifically, the equivalent viscous damping formulation provided in [44] is used here to carry out the CSM, using the same 150 natural ground motion records described above. By adopting the displacement shapes provided in [12], the maximum inter-storey drift is calculated for each ground motion record.

3.3. Analytical modelling: Simple Lateral Mechanism Analysis

Among the selected approaches for estimating the seismic response of a given building realisation, SLaMA is the one with the lowest level of refinement (and computational cost). SLaMA [11–15] allows one to estimate both the plastic mechanism and
the capacity curve (i.e. a force-displacement curve) of RC frame, wall and dual-system buildings by using a “by-hand” procedure (i.e. using an electronic spreadsheet).

This is based on the calculation of the hierarchy of strength at sub-system level (beam-column joint sub-assemblies for frame structures) and the use of equilibrium and compatibility principles to “assemble” together the local results to obtain the global capacity curve. SLaMA enables the identification of potential structural weaknesses in the lateral resisting mechanism and to test the reliability of numerical computer models in capturing the behaviour of a structure. It is worth mentioning that each beam and column in the system is characterised considering many possible failure mechanisms (i.e. flexure, bar buckling, lap-splice failure, shear). The weakest mechanism will govern the overall member structural behaviour. The characterisation of the structural members is consistent to the approach adopted for pushover and time-history analyses (Section 3.2).

Using the SLaMA force-displacement curve, the CSM is carried out with the same suite of 150 natural ground motions described in Section 3.3. In this case, the displacement shapes provided in [12] are adopted.

3.4. Derivation of fragility relationships

Maximum inter-storey drift values derived with the three increasingly-refined analysis methods are independently adopted to derive fragility curves. The geometric mean of the 5%-damped pseudo-spectral accelerations in a range of periods (AvgSA) is the adopted IM. The period range considered in this study is discussed in Section 5.1, for the specific case-study application. It has been demonstrated that using AvgSA leads to an increased IM efficiency and sufficiency/relative sufficiency (e.g. [45,46], among many others) with respect to conventional ground-motion IMs. For this study, four DSs are considered, which are defined in detail in Section 4, with reference to the case-study application. Fragility curves are derived according to Eq. 1.

\[ P(EDP \geq EDP_{DS}|IM) = P(EDP \geq EDP_{DS}|IM, NoC)(1 - P(C|IM)) + P(C|IM) \]

Consistent with [47], the obtained IM-EDP pairs are partitioned in two sets: the “Collapse (C)” and “Non-Collapse (NoC)” cases. Collapse herein corresponds to a global dynamic instability (i.e. non convergence) of the numerical analysis, likely corresponding to a plastic mechanism (i.e. the structure is under-determined) or exceeding 10% maximum inter-storey drift. The total probability theorem is adopted to consider both “C” and “NoC” cases. In Eq. 1, \( P(EDP \geq EDP_{DS}|IM, NoC) \) is the conditional probability that the EDP threshold \( EDP_{DS} \) is exceeded given that collapse does not occur, and \( P(C|IM) \) is the probability of collapse. It is implicitly assumed that \( EDP_{DS} \) is exceeded for collapse cases, i.e. \( P(EDP \geq EDP_{DS}|IM, C) = 1 \).

The linear least square method is applied on the “NoC” pairs in order to estimate the conditional mean and standard deviation of EDP given IM and derive the commonly-used power-law model \( EDP = aIM^b \) [39], where \( a \) and \( b \) are the parameters of the regression. The derived probabilistic seismic demand model is used to define the median and logarithmic standard deviation of the lognormal distribution representing \( P(EDP \geq EDP_{DS}|IM, NoC) \) for each DS.
The probability of collapse $P(C|IM)$ can be represented by a generalised regression model with a “logit” link function (logistic regression), which is appropriate for cases in which the response variable is binary (in this case, “collapse” or “no collapse”). More details on the mathematical formulation can be found in [47]. Although allowing for an approximation [47], it is decided to model the resulting fragility formulation, Eq. 1, with a lognormal distribution. The parameters of such distribution are the median IM ($\mu$), equal to the original median in Eq. 1 and the logarithmic standard deviation ($\beta$) calculated according to Eq. 2, in which $IM_{16/84}$ are the 16th and 84th percentiles of the original distribution.

$$\beta = \frac{\ln(IM_{84}) - \ln(IM_{16})}{2}$$

3.5. Gaussian process regressions

This study involves the definition of building realisations, each corresponding to a vector $\mathbf{x}$ of building attributes. In this study, the vector $\mathbf{x}$ includes the number of longitudinal bays ($N_{bays,x}$), the concrete compressive strength ($f_c$), and the steel yield stress ($f_y$), i.e., $\mathbf{x} = \{N_{bays,x}, f_c, f_y\}^T$. The choice of these specific building attributes is discussed in details in Section 4, with reference to the considered case-study building portfolio. In general terms, the vector $\mathbf{x}$ may include any geometric characteristics, materials properties and/or structural details relevant to the specific application. For each building realisation, the median and dispersion of the fragility relationships (for a given DS) are calculated through numerical structural analysis, as discussed above. Each fragility parameter is denoted as $y$.

From a general, high-level perspective, the process to derive fragility relationships for each building realisation can be considered as a “black box” (or a “simulator”) which takes a vector of unique inputs ($\mathbf{x}$) and produces an output/target ($y$) described by the relationship $y = f(\mathbf{x})$. This simple equation form means that the simulator can encompass a wide range of specific analysis procedures and assumptions (various types of structural response analysis, various ground-motion record sets, various fragility fitting methods, etc.). Metamodels, and specifically GP regression in this study, aim to mimic the behaviour of the complex system (the simulator) by predicting the value of the target variable(s) given a combination of the input variables. In other words, a statistical model is adopted to surrogate the relation $f(\mathbf{x})$ between inputs and output such that it is possible to make predictions for any input vector while remaining computationally cheap to evaluate.

The parameters and mathematical formulation defining the relationship between input and output variables are not known in advance. They are estimated from a smaller number of intelligently-chosen observations (i.e. a training set), containing pairs of input (covariates) and output data. In the specific application discussed here, a training dataset $(\mathbf{X}, \mathbf{y})$ can be defined, where the matrix $\mathbf{X}$ collects the training input vectors for all the considered building realisations, i.e. $\mathbf{x} = \{N_{bays,x}, f_c, f_y\}^T$, and the vector $\mathbf{y}$ includes the corresponding fragility parameter ($\mu$ or $\beta$) for a given DS for each input vector.

This section presents a (non-exhaustive) overview of the definition and training of GP regressions. Interested readers are referred to literature books (e.g. [48]) for a comprehensive description of the subject. In a GP regression, $f(\mathbf{x})$ is regarded as
a realised value of a gaussian process. A GP is a generalisation of the Gaussian probability distribution model, describing the distribution of functions \( f(\mathbf{x}) \), rather than scalars or vectors. A GP is fully specified by its mean function \( m(\mathbf{x}) = \mathbb{E}[f(\mathbf{x})] \) and its covariance function \( k(\mathbf{x}, \mathbf{x'}) = \mathbb{E}[(f(\mathbf{x}) - m(\mathbf{x}))(f(\mathbf{x'}) - m(\mathbf{x'}))] \), where \( \mathbf{x} \) and \( \mathbf{x'} \) are two different input vectors:

\[
f(\mathbf{x}) \sim \mathcal{GP}(m(\mathbf{x}), k(\mathbf{x}, \mathbf{x'})).
\]

The starting point to fit a GP regression is the definition of a prior distribution (in a Bayesian framework) for all the possible functions \( f(\mathbf{x}) \), which reflects the starting knowledge about the output before having any data. This is done assigning some properties of the mean and the covariance functions (e.g. smoothness) in Eq. 3. Therefore, higher probabilities are assigned to specific functions, for example because they are smoother than others, reflecting the physics of the problem under investigation. The prior distribution is converted into a posterior distribution (over functions) based on the observed data and such a posterior (or predictive) distribution is used for predictions.

Generally, a zero mean function is assumed for the prior distribution (for simplicity). This does not represent a limitation, since the mean of the posterior process is not confined to be zero [48]. The properties of the output function \( f(\mathbf{x}) \) - with particular reference to its smoothness - are governed by the covariance function (or kernel), which captures the correlation among different input vectors and reflects it in the output. For instance, for the specific application in this study, the fragility parameters are expected to be similar for two buildings having similar attributes.

The structure of the covariance function is selected by the GP user and should reflect the expected behaviour of the output. A popular choice of covariance function is the squared exponential covariance – also adopted in this study – since it reflects the “stability” of the involved physical quantities (i.e. a small perturbation of the input geometry or materials produces small changes in the considered output fragility parameter):

\[
k(\mathbf{x}, \mathbf{x'}) = \sigma_s^2 \exp \left( -\frac{1}{2} \sum_i (x_i - x'_i)^2 \sigma_i^2 \right).
\]

The parameters of the covariance function are called hyperparameters: \( \sigma_i^2 \) and \( \sigma_s^2 \), in this case. The \( \sigma_i^2 \) parameters are related to the length scale of the output in each input dimension \( i \). Given the distance between two input attributes in the dimension \( i \) \( (x_i - x'_i) \), the length scale describes the rate of decay of the correlation between output values at increasingly-separated values of the input (i.e. for small \( \sigma_i^2 \) values, the output fragility parameter can change quickly with respect to the building attributes). \( \sigma_s^2 \) is the signal variance, which is the variability of the output for a given input (i.e. the covariance function is equal to \( \sigma_s^2 \) when the distance between \( \mathbf{x} \) and \( \mathbf{x'} \) is zero). For this specific problem, the output variability is introduced since three scalar input parameters are used as a proxy of a refined numerical model of the structure and of the whole fragility derivation process.
The estimation of the hyperparameters is typically achieved by maximising the likelihood, \( p(y|X, \theta) \), which is the probability of predicting the training data \( y \), given the training input dataset \( X \) and a suite of hyperparameters \( \theta = \{ \sigma_t, \sigma_p \} \). In this study, this is carried out adopting a quasi-Newton numerical optimisation algorithm [49] in Matlab [50].

Given the hyperparameters, the predictive distribution introduced above is used to estimate the output for a given test dataset, i.e. a collection of arbitrarily-selected input vectors (not included in the training dataset) for which the output (a fragility parameter for a given DS) is wanted. Based on the GP properties, the predictive distribution is a \( n + d \) dimensional joint Gaussian distribution, where \( n \) is the number of points in the training dataset and \( d \) is the number of points in the test dataset. This distribution has mean \( (\bar{y}_s) \) and covariance \( \text{cov}(y_s) \) defined as:

\[
y_s|X,y,X_s \sim N(\bar{y}_s, \text{cov}(y_s)) \\
\bar{y}_s = K(X_s,X)K(X,X)^{-1}y \\
\text{cov}(y_s) = K(X_s,X) - K(X_s,X)K(X,X)^{-1}K(X,X_s)
\]

The test dataset is \((y_s,X_s)\), where \( X_s \) is the matrix of the collected input vectors \( x_s \) (arbitrarily selected), each corresponding to one component of the vector \( y_s \) of the surrogated output, and \((X,y)\) is the training dataset. \( K \) is the covariance matrix, obtained applying Eq. 4 to the relevant combinations of the inputs. It is worth mentioning that no noise is introduced in the surrogate model since the fragility parameters in the training set are derived with deterministic numerical simulations. Equations 6 and 7 can be directly used for predictions using matrix operations.

In summary, eight parameters (median and dispersion for each DS) defining seismic fragility for a given building realisation are available based on the procedure described in Sections 3.1 to 3.4. The same parameters are calculated based on three increasingly-refined approaches (SLaMA, pushover, time-history analysis) for the seismic response estimation, and for each building class. One GP regression is fitted for each of those parameters, leading to a total of \( 8 \times 3 \times 2 = 48 \) GP regressions.

4. Illustrative application

The case-study buildings selected here represent seismically-deficient RC school buildings, defined based on a large data-collection exercises performed by the authors [51], involving rapid visual surveys for over 200 school buildings. Specifically, a rapid visual survey was carried out for each building to collect administrative (i.e. location, year of construction/retrofit, number of students, teachers), geometric (i.e. member dimensions) and mechanical data (i.e. structural details, nominal material properties, if known). The analysis of the collected data, coupled with simulated design according to the relevant building code (give the year of construction), allows one to firstly define building classes/archetypes based on the most
common lateral load resisting system, average geometrical and mechanical features and structural details. Then, the distributions of the collected data are used to generate realisations of the buildings (through DoE or MCS) within each class, selecting the most relevant varying attributes and their samples.

4.1. Archetype building definition

The archetype building geometry (Figure 3) refers to a two-storey rectangular-plan RC frame, representing approximately 80% of the surveyed schools. Based on the collected geometrical data, the parameter with a significant variation is the number of longitudinal bays, while other parameters such as the number of storeys, the length of the transverse bays, the dimension of the beams/columns have negligible variability within the surveyed sample.

The knowledge on the material properties is comparatively lower with respect to geometry, given the visual nature of the data collection. Indeed, average values related to Southeast Asian statistics (e.g. [52]) for the concrete cylindrical strength and steel yield stress are used (average values of 24MPa and 400MPa, respectively). Moreover, coefficients of variation (CoV) respectively equal to 18% and 5% are selected based on literature studies [53,54]. This reflects the assumption that all the buildings in the considered portfolio are characterised by the same nominal value of material properties. Hence, the building-to-building variability coincides with the within-building variability. It is worth mentioning that both the analytical and numerical models adopted for the study are significantly affected by such quantities, since those affect the flexural and shear characterisation of beams, columns and beam-column joints.

With respect to the level of structural detailing, two building classes (sharing the same archetype building geometry) are defined. Specifically, a simulated design approach is employed to reflect two different nominal seismic performances. This results in two index buildings designed according to the Uniform Building Code, UBC [55], and the American Society of Civil Engineers (ASCE) 7-10 standards [56], respectively. In fact, building codes in several developing countries typically refer (and are fully consistent with) to the UBC and/or the United States codes [51]. However, some of the provisions in such codes (e.g. stirrups in the joints) have not been fully implemented in the simulated design to conservatively take into account the potential lack of code enforcement (often observed during the field survey). The resulting detailing (Table 3) leads to the definition of a pre-Code and a low Code design level/building classes, consistently with the HAZUS MH4, HAZard United States [57], definitions.
Table 3 Detailing of the members in the two variations of the archetype building.

<table>
<thead>
<tr>
<th></th>
<th>Typical beam</th>
<th>Typical column</th>
<th>Typical joint</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-Code</td>
<td>3(\phi)16 top layer</td>
<td>3(\phi)16 top layer</td>
<td>No stirrups</td>
</tr>
<tr>
<td></td>
<td>3(\phi)16 bottom layer</td>
<td>3(\phi)16 bottom layer</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\phi)10@150mm hooks</td>
<td>(\phi)10@200mm hooks</td>
<td></td>
</tr>
<tr>
<td>Low Code</td>
<td>3(\phi)16 top layer</td>
<td>3(\phi)16 top layer</td>
<td>No stirrups</td>
</tr>
<tr>
<td></td>
<td>3(\phi)16 bottom layer</td>
<td>3(\phi)16 bottom layer</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\phi)10@150mm hooks</td>
<td>(\phi)10@100mm hooks</td>
<td></td>
</tr>
</tbody>
</table>

4.2. Sampling definition

According to the available information for each considered building class (from the rapid visual survey), the distributions of the geometric parameters related to the longitudinal direction of the building show a higher variability than those related to the transverse direction. For this reason, this study focuses on the longitudinal direction of each archetype building, for which an accurate mapping of the input parameters to the fragility parameters is expected to have the highest impact on any portfolio risk assessment. Both the pre-code and low code building classes are investigated and, for each, the three considered parameters for the sampling are: 1) number of longitudinal bays, \(N_{bays,x}\); 2) concrete cylindrical strength, \(f_c\); and 3) steel yield stress, \(f_y\).

As discussed above, two sampling techniques, MCS and DoE, are independently used to simulate alternative scenarios in which information regarding the statistical distribution of the building input parameters is respectively (partially) unavailable or available.

It is worth stressing that the statistical distribution of the input parameters could affect, although only indirectly, the GP predictive power, but this would depend on the specific problem (in particular, on the sensitivity of the structural response to perturbations of the input). Indeed, if the structural response is particularly “flat” and smooth with respect to the inputs, any input distribution (for a given range) would likely require a similar number of samples to provide a similar accuracy of the GP regression. For a very “sensitive” structural response, conversely, a complex input distribution may require a higher number of samples to obtain the same accuracy. However, this is much more affected by the output rather than the input. When adopting GP regression, the focus is the input-output map, rather than the input distribution [48]. Therefore, the desired level of accuracy (using a quantitative metric) should drive the dimensioning of the sample set.

The definition of the DoE sampling is firstly shown in Table 4. By rounding the mean and standard deviation of the measured values of the number of bays, case studies with 6, 9 and 12 bays are considered. On the other hand, no direct information about the distributions of both concrete cylindrical strength and steel yield stress are available based on the rapid visual survey. Therefore, the nominal material properties, and the related statistics, to be used in the study are based on the year of construction (known from the rapid visual survey) and the available Southeast Asian data [52]. On this basis, the same nominal values are selected for the two building classes, and the distributions of both concrete cylindrical strength and steel yield stress are modelled by means of Normal distributions with mean and standard deviations based on the above-mentioned references. For
each considered building class, 27 building realisations are adopted, each analysed using 150 ground motions (i.e. 4050 seismic response analyses are performed).

Table 4 Sampling based on Design of Experiment.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean – s. deviation</td>
</tr>
<tr>
<td>Number of longitudinal bays $N_{bays,x}$ [-]</td>
<td>6.0</td>
</tr>
<tr>
<td>Concrete cylindrical strength $f_c$ [MPa]</td>
<td>19.7</td>
</tr>
<tr>
<td>Steel yield stress, $f_y$ [MPa]</td>
<td>380.0</td>
</tr>
</tbody>
</table>

Figure 4 summarises the sampling results based on MCS for the two categories of structural details (i.e., the two building classes). 100 random samples are independently extracted for the three input parameters. As an example, Figure 4a shows the empirical CDF for the number of longitudinal bays, and the adopted values for the sampling. The same concept is applied adopting the analytical CDF related to the material properties. This leads to the sampled vectors represented in a three-dimensional space in Figure 4b, which is compared to the DoE. A total of 200 building realisations are analysed, considering the two building classes, leading to 30,000 seismic response analyses for each of the three refinement levels of the analyses. The MCS sampling can more-accurately represent any distribution of the input parameters, provided that a sufficiently large number of samples is drawn. If the distributions of the input parameters are available, this may increase the efficiency of the GP regression: the “resolution” of the metamodel can be higher (i.e. more training samples) for the most frequent combinations of the input parameters.

Figure 4 a) 100 realisations (MCS) for the number of longitudinal bays. b) DoE (27 samples) vs MCS (100 samples) comparison (valid for both building classes).
5. Results and discussion

5.1. Estimated database of fragility functions

Fragility analysis is carried out for each building realisation, based on both DoE and MCS sampling techniques. Figure 5 shows all the results based on time-history analysis. The period range for the definition of $AvgSA$ is defined as $(T_{1,min}:1.5T_{1,max})$, where $T_{1,min} = 0.38s$ is the minimum first-mode period for the entire database while $T_{1,max} = 0.53s$ is the maximum. This allows one to obtained consistent results (i.e. using the same ground-motion IM for all the building realisation), with a minimum loss in terms of IM efficiency. Fragility curves are calculated for four different DS (Slight Damage, Moderate Damage, Extensive Damage, Complete Damage), which are based on the HAZUS definitions [57]. The corresponding drift limits, [0.25, 0.6, 1.5, 2] %, are assumed as representative of the entire building class. Those are quantified using the pushover analysis results (also shown in Figure 6a).

The results clearly show the effect of the building-to-building variability on the seismic fragility. As expected, such effect is much more evident in the most severe damage conditions (DS3, DS4), rather than in the elastic or near-elastic conditions. It is also evident that, for this particular case, the structural detail type has a minor effect on the fragilities. On average, the DS4 fragility median (time-history analysis) is equal to 1.23g for the pre-code and 1.31g for the low code building classes, respectively. Regardless of the improved structural details in beams and columns (low code vs pre-code), the plastic mechanism expected for both building classes (also shown in Figure 6a) is governed by failure in the beam-column joints at the first storey. This explains such minor differences among the fragilities of the two classes.

![Figure 5 Fragility curves based on time-history analysis of the whole dataset: a) Pre-code building class; b) Low code building class.](image)
The fragility curves computed with Eq. 1 have slightly different values of the dispersion for different damage states. Indeed, although the non-collapse fragility curves, $P(EDP \geq EDP_{DS}|IM, NoC)$, share the same dispersion regardless of the damage state (because of the considered cloud approach), the final value of this parameter is generally smaller for higher DSs (due to the higher number of collapses for high levels of the ground-shaking intensity). Different values of the dispersion cause intersections in the tails of such fragilities, which imply, for some values of the IM, a negative probability of attaining of one or more DSs. This effect is more emphasised when the difference in two fragility dispersions is higher. This issue is practically negligible for DS1, DS2 and DS3 fragilities, which have particularly similar values of the dispersion. Within the entire training dataset, the dispersion of the DS4 fragility is smaller than the DS3 one due to the higher number of collapses (0.093 maximum difference). Considering that, on average, the DS4 median fragility is 18% higher than the DS3 one, such a difference in beta is causing crossings in those fragility curves only for high values of the intensity measure, which would correspond unphysically-large (with respect to a given hazard curve) ground motions. Therefore, no intersection of the fragility relationships would be observed within the range of the considered hazard levels (in terms of the selected IM), thus not affecting the results of a building-portfolio seismic risk assessment.

5.2. Accuracy of the non-linear static analysis methods

As described in Section 3, three increasingly-refined analysis methods are adopted for each building realisation, both for the DoE and MCS realisations. It is worth stressing that the simplified methods are adopted to increase the feasibility of the GP regression approach for a high number of building classes. If a single family of fragility relationships for each building class is needed (outside the scope of the paper), it could be also possible to combine the results of the three increasingly-refined response analysis methods. For example, this can be done through Bayesian framework for robust seismic fragility assessment based on various model classes, currently under development by the authors [58].

Figure 6 summarises the fragility analysis results for a low code building-class realisation. Firstly, it is evident that the analytical approach (SLaMA) provides a particularly-good approximation of the numerical pushover, both in terms of plastic mechanism and force-displacement curve (Figure 6a, which also shows the adopted DS for the fragility analysis). The two approaches diverge for very high displacements, well beyond the ultimate limit state of the frame, where strength degradation (not considered in SLaMA) takes place. Such a minor discrepancy is reflected in Figure 6b, where the EDP vs IM cloud is shown, as predicted according to the CSM adopting the selected 150 ground motions as an input. Indeed, the largest SLaMA vs Pushover discrepancies for maximum inter-storey drift are recorded for high values of the $AvgSA$, which forces high drift demand to the structure. Interestingly, a very good match is observed, overall, between the non-linear static methods and the non-linear dynamic approach, considering the simplified nature of the former methods. For this specific building realisation, the highest error on the estimation of the seismic fragility is registered for DS4: +7.3% and -8.7% with respect to the time-history analysis for the median values based on SLaMA and pushover analysis, respectively (+30.2% and +38.0% for the dispersion).
Figure 6 Analysis results for the Low-Code, 9-bays, \( f_y = 400 \text{MPa}, f_c = 19.7 \text{MPa} \) building realisation. a) force-displacement curves, b) EDV vs IM Cloud, c) fragility curves.

The bias of the non-linear static methods (with respect to the non-linear time-history analyses) in the estimation of seismic fragility is systematically quantified for the 254 considered building realisations (100 for the MCS and 27 for the DoE, for each building class). As shown in Figure 7, this is done by means of the static-to-dynamic ratio \( F \) calculated for each fragility parameter (median \( \mu \) and logarithmic standard deviation \( \beta \) for each considered DS, 1:4, for SLaMA, S, and pushover, P). Due to the high similarity between the two building classes, those are considered together in Figure 7.

The SLaMA-based fragility relationships are generally slightly conservative: the mean \( F \) ratio ranges between 0.85 and 0.98, while the standard deviation falls within the range [0.03; 0.27]. On the other hand, the pushover-based mean \( F \) ratio is in the range (0.86, 1.08), with standard deviation in the range (0.03, 0.22).

For both methods, the standard deviation registered for the fragility dispersion (maximum 0.27) is considerably higher than the one for the median (maximum 0.12). This is because the non-linear static methods cannot capture any dynamic instability, which can be particularly sensitive to the geometric/mechanical properties of the building. This creates a great variability in the non-linear dynamic-based results, which is not captured in the non-linear static-based ones, therefore leading to a greater standard deviation in the \( F \) ratios for the logarithmic standard deviation.

The bias of the DS1 and DS2 fragilities (minimum 0.85), both SLaMA- and pushover-based, is higher than for DS3 and DS4 (maximum 1.08). This is due to the lower order of magnitude of the former fragility medians (0.1, 0.3) if compared to the latter ones (0.9, 1.2). In absolute term, the error level is comparable for all the considered DSs.

The results clearly indicate that, for these specific building classes, non-linear static methods show error levels within acceptable limits for portfolio-scale analysis. Those are shown here to demonstrate the scalability (i.e. high number of building classes) of the metamodeling techniques combined with simplified response analysis methods. However, the error trends (\( F \) ratios) are not yet generalisable and require a much wider validation, currently being investigated by the authors [10].
particular, a systematic validation of the CSM method using natural ground motions is needed, together with a validation of the overall fragility estimation for different building typologies.

**Figure 7 Static-to-dynamic ratio for the fragility parameters (pre-code and low code building classes are considered together).** P: pushover vs time history; S: SLaMA vs time history.

### 5.3. Predictive power of the GP regressions

One GP regression is fitted for each fragility parameter \((\mu_{1-4}, \beta_{1-4})\), for each analysis method (SLaMA, pushover, time-history analysis; indicated by the subscripts S, P, T), for each sampling technique (DoE, MCS), and for each building class. As an example, Figure 8 shows the DoE-based GP that surrogates the pushover-based, DS2 median fragility of the pre-code building class \(\mu_{2P}\). The four-dimensional function is “sliced” for three different values of the steel yield stress \((f_y)\), represented in each panel of the figure, and further sliced for three different values of the number of bays \((N_{bays,x})\), represented by each line in the panels. It is evident that, after the maximisation of the likelihood function, the mean function of the GP can interpolate the observed data. The shaded areas in Figure 8 represent the 95% confidence bounds of the predictions. Although slightly higher uncertainty is expected for predictions at intermediate values between two observed points in the DoE, the highest observed 95% confidence range is approximately equal to ±1% with respect to the mean. The central panel of this figure also shows the adopted hyperparameters for the kernel (length scale in each input dimension, \(\sigma_{N_{bays}}^2, \sigma_{f_c}^2, \sigma_{f_y}^2\), and signal variance \(\sigma_f^2\)).
As mentioned in Section 5.1, if fragility relationships for two different (adjacent) DSs are characterised by particularly different dispersion values, fragility intersections occur. Although this is not a concern within the training set, larger differences in the fragility dispersions may occur when making predictions with the GPs outside the training set (depending on the hyperparameters of the fitted GPs). At the expense of using a considerably-more complicated model, this issue could be solved with a multi-output GP regression [59] as opposite to independent GPs for each fragility median and dispersion. By carefully specifying the structure of the cross-covariance function (i.e. performing kernel design), together with each single covariance function, it is possible to define constraints between some hyperparameters, in such a way that the dispersions of the fragility curves dispersions among different GPs are effectively constrained. In the opinion of the authors, this more refined model may produce negligible improvements in the accuracy of the risk estimates, since fragility intersections occurring within the range of the considered hazard levels are reasonably unlikely. On the other hand, due to its higher complexity, the multi-output GP approach may be less attractive for practical applications.

As a practical measure to control such issue, it is instead proposed to make predictions with the calibrated single-output GPs for selected combinations of the input parameters, and compute the difference between the DS3 and DS4 fragility dispersions. The input combinations should be selected uniformly at random within the considered range of the building input parameters. If for a particular input vector such difference is higher than a reasonable threshold based on engineering judgement (0.15 in this case), an additional sample should be added in the training dataset before re-fitting the GPs.

Specific validation datasets are defined for the GP regressions. For each building class, the validation dataset adopted for the MCS-based GP regressions is the training dataset adopted for the DoE-based ones (27 samples for each GP). On the other hand, the validation dataset for the DoE-based GP regressions is composed of 30 samples extracted to the MCS-based sampling, whose input values fall within the limits of the DoE itself (i.e. the fitted GPs are not meant to be used for extrapolation). The predictive power of all the fitted GPs is systematically evaluated by means of two metrics (Figure 9): the
surrogated-vs-computed root mean squared error (RMSE); and the coverage probability of the 95% prediction intervals (95% coverage) of the fitting. The latter statistics is defined as the proportion of the confidence intervals of the surrogated model that contains the modelled data. The numerical values of such quantities, for all the fitted GPs, is given in Table A 1 and Table A 2 in Appendix A. Such choices allow for a fair comparison between the DoE- and MCS-based GP regressions, which is the ground for a critical comparison of advantages and shortcomings of the two approaches.

Figure 9 clearly shows that, regardless of the adopted sampling technique, the fitted GPs have a high predictive power in surrogating the computed results. Indeed, the RMSE (in the units of g for the fragility median) is smaller than 0.06 for all the investigated parameters, regardless of the structural-detail category and the sampling technique. Moreover, the calculated 95% coverage probability falls in the range (92.6%-100%), which is reasonably close to the theoretical value of 95%.

The RMSE related to the MCS-based GP regressions shows similar trends but slightly-higher values if compared to the DoE-based GPs results, even considering the larger training dataset (100 vs 27 building realisations). No remarkable differences are observed between the trends for the pre-code and low code building classes. As explained in Section 5.2, this reflects the small differences in the expected plastic mechanisms for the two categories, both governed by the joint panels.

The RMSE related to the non-linear static-based GPs is approximately two to three times smaller than for the time-history analysis-based GPs. This is due to the observed cases of dynamic instability, which increase the variability of the time-history analysis-based training dataset, resulting in a higher noise variance for the corresponding GP regressions. Such higher noise variance avoids having particularly-low values of the signal variances, effectively avoiding overfitting. Being an absolute quantity, the RMSE of the fragility medians shows an increasing trend with the considered DS, while it is rather constant for the logarithmic standard deviations. One exception to this trend is represented by the time-history analysis-based logarithmic standard deviations, for which the RMSE is higher for DS3 and DS4. Again, this is due to the observed cases of dynamic instability, which increases the variability of the training dataset.

To have a dimensionless metric for the error, the RMSE of each surrogated fragility parameter is also divided by the mean of the actual fragility-parameter values in the validation set. A maximum normalised RMSE equal to 9.2% is recorded, among all the considered fragility parameters, analysis methods and sampling techniques. An error smaller than 10% is generally deemed satisfactory for most of the practical seismic risk applications, especially considering the other sources of uncertainty involved in several practical applications (e.g. record-to-record variability, in this case). As a practical rule, additional samples could be added to the training dataset if such error is higher than 10%.
Overall, the DoE-based GP regressions appear to be more effective than the MCS-based ones. They require a smaller number of analyses to generate the training data while showing a predictive power of the same order of magnitude of the MCS-counterparts. Moreover, they allow a visual validation of the results (e.g. Figure 8), which is less effective for the MCS-based GP regressions. However, in the present form, the DoE-based GP regressions cover a smaller range of the input variables, if compared to the MCS. Adopting a different, wider DoE would involve a higher computational burden. As an example, a DoE based on four samples in each input dimension would require $150 \times 3^4 = 12,150$ seismic response analyses, while the adopted MCS-based approach requires 15,000.

Based on the results of this specific application, it is fair to suggest that the choice between the two approaches can be based on the (evolving) availability of the input data. In situations for which such availability is limited, a DoE sampling technique
would be preferable, for example based on (assumed) uniform distributions for the input data, based on engineering judgment. On the other hand, if more detailed data is available, the MCS sampling technique could be more appropriate. In this way, the “resolution” of the GP regression can be higher in regions of the input space where more sampling will be needed when using the GP for portfolio risk assessment applications. Moreover, if the knowledge about the input data increases with time, an advantage of the MCS-sampling technique is the possibility to enlarge the training dataset by drawing more samples according to the new information.

5.4. Sensitivity of the GP predictive power to the training sample size

The last part of this study investigates the sensitivity of the GP predictive power to the size of the training dataset. To study this, smaller sub-sets are generated from the MCS-based training datasets (100 samples per each building class). The chosen re-sampling sizes are equal to 10, 20, 30, 50 and 80, respectively. For each re-sampling size, 100 sub-sets of that size are uniformly generated. For each sub-set, GP regressions are estimated for each building class and fragility parameter, calculating the RMSE and 95% coverage. This allows to map the predictive power of the GP regressions as a function of the sample size (reported in Table A 2). It is worth mentioning that the sub-sets are generated without replacement, to allow a fair comparison among the sub-sets with the same re-sampling size. Indeed, if a sub-set of nominal size \( N \) has two equal samples, the training of the related GP regressions would be effectively based on \( N - 1 \) samples, rather than \( N \).

An example of the mapping is provided in Figure 10, which shows the calculated RMSE and 95% coverage for the DS4, SLaMA-based fragility median of the \textit{pre-code} building class, including their median and 95% confidence intervals. The figure shows that increasing the re-sampling size leads to a minor improvement in terms of RMSE, while the greatest gain is related to the 95% coverage probability.

![Figure 10](image)

\textit{Figure 10} GP statistics for the DS4 fragility median based on SLaMA (Monte Carlo sampling). *based on the full training dataset; no resampling.
The full picture of the sensitivity analysis is provided in Figure 11, which shows the median curves for the RMSE and 95% coverage for all the fragility parameters. Firstly, the higher RMSE values reported in Section 5.3 for the time-history analysis-based GP regressions are confirmed here, regardless of the considered building class and DS.

A relatively-horizontal trend is shown for the RMSE, both for the medians and the logarithmic standard deviations. This applies regardless of the considered building class, seismic response analysis method, and DS. A decrease of the RMSE is registered when moving from a re-sampling size of 80 to 100. However, the data related to the re-sampling size of 100 refers to a single GP fitting, rather than the median over 100 sub-sets, and it is plotted for completeness only. No inference can be made with regard to the 80-100 branch of the curves.

Figure 11 Statistics of the GP regressions based on Monte Carlo sampling: median for 100 sub-sets. Root mean square error for the median fragility (a) and the dispersion (c); 95% coverage for the median fragility (b) and the dispersion (d). * based on the full training dataset; no resampling.
The real gain in increasing the re-sampling size is seen in terms of 95% coverage, which shows a rather linearly-increasing overall trend for all the considered fragility parameters. The 95% coverage changes from the range (66.7%-96.3%) to (92.6%-100%) for a re-sampling size of 50 and 100, respectively.

These results are limited to the adopted case study. However, the procedure employed for this sensitivity analysis can be suggested for practical applications, to achieve the desired level of predictive power of the GP regressions. In particular, one can first base the full process on a small number of building samples (e.g. 20-30), and then gradually increase such number until the desired level of 95% coverage is achieved. Clearly, statistics for the RMSE and 95% coverage will be available only for the first $N - 1$ values of the re-sampling size.

6. Conclusions

This paper proposed using gaussian process (GP) regressions to develop flexible and accurate metamodels that can be used to account for building-to-building variability in simulation-based seismic risk assessment of building portfolios. This involves analysing a small number of samples (i.e. building realisations of the same class) and subsequently fitting GP regressions to the seismic fragility parameters obtained through cloud-based non-linear time-history analysis of each building realisation. Significant computational effort may still be needed to calibrate such metamodels for a single structural type, i.e. thousands of time-history analyses are needed. To increase the tractability of the approach, two simplified-yet-accurate seismic response analysis methods have been proposed as an alternative to non-linear time-history analysis. In particular, non-linear static force-displacement curves are derived through the analytical method SLaMA or through a standard numerical pushover (with invariant force profile). The Capacity Spectrum Method is adopted to derive the seismic demands.

An illustrative application of the proposed framework has been shown for seismically-deficient reinforced concrete school buildings with construction details typical of developing countries in Southeast Asia, for which the empirical distributions of geometrical/mechanical data are available. Two different sampling techniques have been independently adopted to sample realisations within the analysed building class: a Design of Experiment (DoE) and a plain Monte Carlo sampling (MCS). This is done to simulate alternative scenarios in which the probability distributions of the building input parameters are available (MCS) or unavailable (DoE), totally or partially. For each building realisation and each considered structure-specific damage state, a fragility curve has been derived using 150 unscaled real ground motions and independently adopting SLaMA, pushover and time-history analysis. A GP regression has been fitted for each resulting parameter defining lognormal fragility relationships for the four damage states.

Findings from this study can be summarised as follows:

- GP regressions offer a flexible, non-parametric approach that does not rely on simplified assumptions for the quantification of the uncertainties, i.e. the modelling of the fitting error is explicitly dependent on the value of the input variables. Moreover, GP regressions do not require any a priori definition for the functional form of the fitting.
This is particularly desirable if class-specific parameters have to be considered or a high number of input variables is involved. In fact, in such cases it can be non-trivial to a priori define a functional form accurately capturing the mechanics of the phenomenon under investigation;

- For both the DoE and MCS approaches, the fitted GP regressions have a high predictive power in surrogating the computed results. Indeed, the RMSE is fairly low for all the investigated parameters, i.e. median and logarithmic standard deviation of the fragilities. Due to dynamic instability, which increases the variability of the training dataset (especially for the fragilities of more severe damage states), the RMSE of the time-history analysis-based GP regressions is approximately two to three times greater than for the two non-linear static methods. Moreover, the calculated 95% coverage probability falls in the range (92.6%-100%) for all the considered GP regressions, which is reasonably close to the theoretical value of 95%;

- For a given range of the input variables, both adopted sampling techniques (DoE and MCS) seemed leading to a similar computational burden. It is fair to suggest that choosing between DoE and MCS can be based on the (evolving) availability of the input data. In situations for which such availability is limited, a DoE sampling technique would be preferable, for example based on (assumed) uniform distributions for the input data, based on engineering judgment. If limited information is available for the building parameters (e.g. mean and standard deviation only), this can be used for a more-refined DoE. If the distributions of the building parameters are available, the MCS sampling technique based on such distributions could be more appropriate. In this way, the “resolution” of the GP regression can be higher in regions of the input space where more sampling will be needed when using the GP for portfolio risk assessment applications. Moreover, if the knowledge about the input data increases with time, the MCS-sampling technique allows enlarging the training dataset by drawing more samples according to the new information;

- At least for the analysed building classes, it is demonstrated that non-linear static methods are promising alternatives to non-linear time-history analysis to generate training datasets for the GP regressions. Coupling the GP with simplified response analysis methods is deemed necessary for practical portfolio applications, where a high number of building classes are generally involved (thus rendering hard the use of time-history analysis). The fragility-related errors of the simplified methods (with respect to time-history analysis) are within acceptable limits for portfolio-scale analysis, especially considering the mechanics-based approach and the explicit consideration of building-to-building variability. The SLaMA-based fragilities are generally slightly conservative: the mean error ratio (SLaMA-to-time history) for the median and logarithmic standard deviation of the fragilities ranges between 0.85 and 0.98, with a standard deviation within 0.03 and 0.27. On the other hand, the mean error ratio for the pushover is in the range (0.86, 1.08), with standard deviation in the range (0.03, 0.22);

- A much wider validation is required to generalise such results, and therefore demonstrate that training the GP regressions based on non-linear static based methods is feasible in the practise. In particular, a systematic validation of the CSM method using natural ground motions is needed. Moreover, the bias and dispersion of the SLaMA- or
pushover-based fragility parameters (with respect to non-linear time-history analysis) should be estimated for different building classes, possibly defining correction factors. In fact, SLaMA (or pushover analysis) can be used to calibrate GP regressions, while correcting the results accounting for such bias/dispersion. This could effectively reduce the required computational burden while providing accurate predictions.
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### Appendix

Table A.1 Predictive power of the DoE-based GPs. cvg: 95% coverage.

<table>
<thead>
<tr>
<th>GP</th>
<th>Pre-Code</th>
<th>Low-Code</th>
<th>Pre-Code</th>
<th>Low-Code</th>
<th>Pre-Code</th>
<th>Low-Code</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>cvg</td>
<td>RMSE</td>
<td>cvg</td>
<td>RMSE</td>
<td>cvg</td>
</tr>
<tr>
<td>(\mu_1)</td>
<td>0.000</td>
<td>1.000</td>
<td>0.001</td>
<td>1.000</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>(\mu_2)</td>
<td>0.001</td>
<td>1.000</td>
<td>0.002</td>
<td>1.000</td>
<td>0.003</td>
<td>0.933</td>
</tr>
<tr>
<td>(\mu_3)</td>
<td>0.006</td>
<td>0.967</td>
<td>0.008</td>
<td>1.000</td>
<td>0.012</td>
<td>0.933</td>
</tr>
<tr>
<td>(\mu_4)</td>
<td>0.008</td>
<td>0.933</td>
<td>0.013</td>
<td>1.000</td>
<td>0.015</td>
<td>0.967</td>
</tr>
<tr>
<td>(\beta_1)</td>
<td>0.007</td>
<td>0.967</td>
<td>0.002</td>
<td>1.000</td>
<td>0.005</td>
<td>1.000</td>
</tr>
<tr>
<td>(\beta_2)</td>
<td>0.006</td>
<td>0.967</td>
<td>0.003</td>
<td>1.000</td>
<td>0.005</td>
<td>1.000</td>
</tr>
<tr>
<td>(\beta_3)</td>
<td>0.006</td>
<td>0.967</td>
<td>0.004</td>
<td>0.967</td>
<td>0.007</td>
<td>0.933</td>
</tr>
<tr>
<td>(\beta_4)</td>
<td>0.005</td>
<td>0.967</td>
<td>0.003</td>
<td>1.000</td>
<td>0.003</td>
<td>1.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GP</th>
<th>Pre-Code</th>
<th>Low-Code</th>
<th>Pre-Code</th>
<th>Low-Code</th>
<th>Pre-Code</th>
<th>Low-Code</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>cvg</td>
<td>RMSE</td>
<td>cvg</td>
<td>RMSE</td>
<td>cvg</td>
</tr>
<tr>
<td>(\mu_1)</td>
<td>0.001</td>
<td>0.967</td>
<td>0.002</td>
<td>0.967</td>
<td>0.003</td>
<td>0.967</td>
</tr>
<tr>
<td>(\mu_2)</td>
<td>0.006</td>
<td>0.967</td>
<td>0.008</td>
<td>0.933</td>
<td>0.012</td>
<td>0.967</td>
</tr>
<tr>
<td>(\mu_3)</td>
<td>0.008</td>
<td>0.933</td>
<td>0.013</td>
<td>0.967</td>
<td>0.024</td>
<td>0.967</td>
</tr>
<tr>
<td>(\mu_4)</td>
<td>0.007</td>
<td>0.967</td>
<td>0.002</td>
<td>0.967</td>
<td>0.005</td>
<td>0.967</td>
</tr>
<tr>
<td>(\beta_1)</td>
<td>0.006</td>
<td>0.967</td>
<td>0.003</td>
<td>0.967</td>
<td>0.007</td>
<td>0.933</td>
</tr>
<tr>
<td>(\beta_2)</td>
<td>0.005</td>
<td>0.967</td>
<td>0.003</td>
<td>1.000</td>
<td>0.003</td>
<td>1.000</td>
</tr>
<tr>
<td>(\beta_3)</td>
<td>0.005</td>
<td>0.967</td>
<td>0.003</td>
<td>1.000</td>
<td>0.009</td>
<td>0.967</td>
</tr>
<tr>
<td>(\beta_4)</td>
<td>0.055</td>
<td>0.900</td>
<td>0.000</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table A 2 Mapping of the predictive power of the MCS-based GPs (median for 100 sub-sets).

<table>
<thead>
<tr>
<th>Class</th>
<th>GP</th>
<th>Root Mean Squared Error</th>
<th>95% coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>Pre-Code</td>
<td>(\mu^P)</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>(\beta^P)</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>(\mu^S)</td>
<td>0.10</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>(\beta^S)</td>
<td>0.19</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>(\beta^S)</td>
<td>0.13</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>(\beta^S)</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>(\beta^S)</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>(\beta^S)</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>(\beta^P)</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>(\beta^P)</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td>Low Code</td>
<td>(\mu^P)</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>(\beta^P)</td>
<td>0.28</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>(\beta^P)</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>(\beta^P)</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>(\beta^P)</td>
<td>0.12</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>(\beta^P)</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>(\beta^P)</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>(\beta^P)</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>(\beta^P)</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>(\beta^P)</td>
<td>0.10</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>(\beta^P)</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>(\beta^P)</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

* based on the full training dataset; no resampling.