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Effect of electric field on defect generation and migration in HfO2
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Understanding the effect of electric fields on defect creation and diffusion in metal oxides is of fundamental
importance for developing accurate models of oxide degradation in electronic devices and dielectric breakdown.
We use the Berry phase operator method within density functional theory to calculate how an applied electric
field affects barriers for the creation of oxygen vacancy-interstitial defect pairs (DPs) and diffusion of interstitial
O ions in monoclinic (m-)HfO2. The results demonstrate that even close to breakdown fields, barriers for DP
generation exceed 6 eV in the perfect m-HfO2 lattice. Simulated injection of extra electrons from electrodes
significantly lowers barriers for the creation of DPs, which are further reduced by the field to around 1 eV. Thus,
bias application facilitates the injection of electrons into the oxide; these extra electrons reduce energy barriers
for the creation of O vacancies, and these barriers as well as those for O ion diffusion are further lowered by the
field. We find that, within a linear regime, the electric field modulates the barrier height by a dot product between
the electric field and the electric dipole at the zero-field transition state to good accuracy.
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I. INTRODUCTION

It has been well established that degradation of dielectric
properties and time-dependent dielectric breakdown of gate
oxides, such as SiO2 and HfO2, under bias stress are directly
related to defect generation processes in the oxide layer [1–4].
More recently, these processes were reviewed in, e.g., [5,6];
however, the nature of defects and the mechanisms of their
creation are still poorly understood. Strong evidence exists
that electron and hole injection as well as hydrogen interdiffu-
sion from the top electrode can be involved in the degradation
mechanism [5]. Some other models (e.g., the thermochemical
E model, where E is the electric field strength [7,8]) are solely
based on Me-O bond breaking and defect creation in oxides
as a result of electric field application and polarization of the
dielectric and do not involve extra carriers and/or hydrogen.

On the other hand, the so-called 1/E model [9] as-
sumes that degradation happens as a consequence of Fowler-
Nordheim injection of electrons from the substrate into the
oxide conduction band; these electrons are accelerated by
the applied E field to the anode where damage occurs as
a result of impact ionization. Further, in the case of SiO2,
holes injected from the anode are expected to be trapped
onto weakened bonds. In this model, the time to breakdown
is predicted to follow an exponential dependence on the

reciprocal of the electric field 1/E . Although hole injection
into SiO2 is believed to be inefficient due to the large band
offset, experimental evidence suggests that hole injection into
HfO2 leads to degradation [10,11].

In all these models the dominant causes of defect creation
and ensuing breakdown are the electric field E, injected
holes, and electrons, respectively. The so called dominant
carrier change model attempts to reconcile these models by
suggesting that both electrons and holes contribute to the
defect generation to induce breakdown and that which car-
rier dominates depends on the conditions, such as the stress
voltage [12]. However, the exact role of carriers injected into
the oxide as a result of the field application and the interaction
of these carriers with the field is not easy to fully ascertain.
The model proposed in [13–15] attempts to provide such a
link. It suggests a mechanism related to how electrons and
holes injected into oxide film can facilitate the creation of O
vacancies and that the energy barrier for this process is, in
turn, also lowered by the field. The field also affects the rates
of electron transfer through O vacancies and diffusion of O
vacancies and interstitial ions.

The ability of this model to describe the time-dependent di-
electric breakdown (TDDB) in amorphous SiO2 films was ex-
amined in Ref. [16] using numerical simulations implemented
in the GINESTRA package [17]. These simulations account for
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the fact that electric field reduces barriers for defect generation
and ion diffusion in dielectrics using an approximation where
the barrier reduction for vacancy generation is proportional
to the strength of the field [16]. The same approximation has
long been used to describe ion mobility in electric field in
solids (see, e.g., [18,19]) and has been applied to describe
breaking of Me-O bonds in oxide films in the thermochemical
model [8]. In particular, time to breakdown in this model is
written as

TTDDB = τ0exp

(
EB − γ E

kBT

)
, (1)

where TTDDB is the time to dielectric breakdown, EB is the
activation energy (energy barrier) for Me-O bond breaking
(defect formation), and E is the electric field strength. The key
parameters for the model are EB and γ , where γ is understood
as the “field acceleration parameter.” It is expressed as [7]

γ = p0

(
2 + κ

3

)
, (2)

where κ is the dielectric constant and p0 is the molecular
dipole moment (of the bond to be broken) component in
the direction opposite the applied electric field. However,
effective dipole moments used in the literature are often
extracted from approximate models of defect properties [8].
Moreover, fields responsible for the degradation and dielectric
breakdown of oxide films often reach several megavolts per
centimeter, where the linear approximation may break.

Our ultimate aim is to test the ability of the electron
and hole injection models [13–15] to describe the TDDB in
crystalline and amorphous HfO2 using the multiscale method-
ology of the type implemented in the GINESTRA package.
Previous simulations [20] used Eqs. (1) and (2) with empir-
ical parameters to describe defect formation and the TDDB
in polycrystalline HfO2 films. We would like to investigate
whether it is possible to accurately predict the macroscopic
degradation parameters, i.e., the TDDB statistics and its volt-
age dependence, using the defect characteristics derived from
density functional theory (DFT) simulations. In this paper
we focus on investigating the effect of the E field on the
barriers for defect creation and diffusion in monoclinic (m)-
HfO2 using DFT simulations to provide reliable parameters
for TDDB simulations to be described in detail in a separate
study.

Efficient numerical implementations of the Berry phase
operator approach within the modern theory of polariza-
tion [21–25] opened new opportunities for testing the assump-
tions and approximations common to the models of oxide
degradation and dielectric breakdown. Recently, we studied
the effect of the E field on diffusion barriers of oxygen
vacancies and interstitial oxygen ions in the bulk of MgO
using the Berry phase operator implementation in CP2K [26].
We showed how the dipole moment of the system in different
charge states changes as defects migrate. The dipole moment
change along the migration pathway can be broken down
into two components, one being the change in polarization as
the electronic structure changes along the migration pathway,
while the second comes from the migration of the net excess
charge as such. The effective dipole moment μeff determines
how the applied external field affects the migration barrier.

Naturally, it depends on defect polarizability and changes
much stronger for charged O interstitials rather than for O
vacancies [26].

Here we apply the Berry phase operator method to inves-
tigate the effects of the applied electric field on the barriers
for creation of O vacancies VO and interstitial O ions OI and
diffusion of OI in monoclinic HfO2 in the context of the model
of defect creation in HfO2 facilitated by electron injection.
This model suggests that the creation of (VO + OI) defect
pairs in perfect m- [14] or amorphous (a)-HfO2 [15] requires
overcoming the energy barrier of about 6.0 eV. However,
the electron injection and trapping in polaronlike states at
intrinsic precursor sites or at O vacancies significantly lowers
this barrier to below 2 eV [14]. Such a barrier reduction is
achieved after trapping two electrons in a so-called bipolaron
state or by an O vacancy [14]. Our previous calculations
demonstrated that OI diffusion barriers in HfO2 depend on the
charge state of OI and are typically below 0.5 eV [14].

We demonstrate that the electric field up to 10 MV/cm
significantly reduces the activation barrier for (VO + OI)
pair creation and OI diffusion and provide realistic values
for effective dipole moment changes associated with these
processes. Our results support the model of defect generation
facilitated by electrons (and hole injection) and can be used
for simulation of dielectric breakdown in real devices using
GINESTRA [17] and other similar methodology [27].

II. METHODOLOGY

All calculations are performed using the Gaussian and
plane waves [28] method as implemented in the CP2K

code [29]. The PBE0-TC-LRC (PBE0 with “truncated
Coulomb” and “Long Range Correction”) [30] non-local
functional was selected to accurately reproduce the band gap
of m-HfO2 and used in conjunction with the auxiliary density
matrix method [31] to mitigate the computational expense.
This particular implementation of the hybrid Perdew-Burke-
Ernzerhof (PBE0) functional abruptly truncates the exact-
exchange part of the exchange correlation functional above
some value of the truncation radius Rc. Above this range
separation, the truncated exchange is replaced by an approxi-
mation of the exchange using a generalized gradient approx-
imation PBE exchange-hole formalism [30]. Finally, we used
the molecularly optimised double-ζ basis set with polarisation
basis functions from Ref. [32] along with the corresponding
pseudopotentials of Goedecker, Teter and Hutter [33] and a
400-Ry plane wave cutoff.

The calculations were performed using 96- and 324-atom
supercells in the � point of the Brillouin zone. Calculations in
96- and 324-atom cells predict band gaps of 6.5 and 6.7 eV,
respectively, for m-HfO2. The 96-atom supercells are used
for interstitial oxygen calculations, whereas 32-atom cells
are used for defect pair (DP) calculations owing to greater
lattice distortion. We note that m-HfO2 has a quasilayered
structure, with alternating planes of three-coordinated (3C)
and four-coordinated (4C) O ions shown in Fig. 1. The effect
this has on hole polaron trapping was discussed in Ref. [34].
Nascent DPs in HfO2 also form in one of the O sublattices
and can propagate in multiple directions, for example, either
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FIG. 1. Two projections of the m-HfO2 structure. Planes of three-
and four-coordinated O ions are indicated.

through the 3C O sublattice (in the [001] direction) or through
the 3C and 4C O planes in the [100] direction.

The effect of the E field is included using the Berry phase
operator theory within periodic boundary conditions [21–25].
In this approach, polarization is calculated as a Berry phase
of the Kohn-Sham (KS) Bloch states. The electric enthalpy
functional can be written as

HE [n(r); E] = EKS[n(r); E] − �P[n(r); E] · E, (3)

where n(r) is the electron density, � is the cell volume, and
P is the polarization vector of the periodic cell. Polarization
in periodic systems is not, in fact, well defined. Values of
polarization (of the periodic cell) belong to a “polarization
lattice,” wherein polarization values separated by one polar-
ization lattice vector are equivalent (see, e.g., [25]). However,
differences (that is, changes) in polarization are well defined,
provided there are no jumps between branches of the po-
larization lattice [26]. In all results presented in this work,
calculated dipole moments have been analyzed to ensure such
jumps have not happened.

DFT calculations carried out using the Berry phase method
are self-consistent and take into account changes in the elec-
tron density induced by the electric field. However, they are
impractical in the context of multiscale simulations of the type
used in the GINESTRA platform, which involve many types of
defects and different biases. In these simulations one must
resort to simpler approximations, such as Eq. (1). At moderate
field strengths, where the electron density does not change
significantly upon application of the field, one can estimate
how the barrier energy has changed due to an applied field
as [26]

�EF
B = −( �μ2 − �μ1) · E = −�μeff · E. (4)

In this approximation, the effective dipole moment of the
transition state at zero field determines the extent of the
barrier change in a field. We will use an effective dipole
moment �μeff at zero field together with Eq. (4) to compare
the barrier changes induced by the field calculated using
this approximation with those calculated using the Berry
phase method. If accurate enough, this approximation should
allow one to estimate reaction barrier changes using the
change of the dipole moment in zero field instead of con-
sidering the full polarization of the system at a given field
strength.

FIG. 2. A fragment of the perfect m-HfO2 lattice where the O DP
generation mechanism takes place. Shown are the initial, transition,
and final states of the process. Hf ions are light blue, and O ions are
red. The defects are separated via an interstitialcy mechanism, where
two oxygen ions collectively move to produce a vacancy-interstitial
pair bridged by an oxygen ion. The two O ions which move, labeled
1 and 2, are distinguished in a dark brown color. In the final state, a
V +2

O + O−2
I pair is created. Yellow surfaces show the vacancy states,

and blue surfaces show the 2p O ion states (isovalue = 0.007).

III. RESULTS

A. Formation of a neutral defect pair

Most degradation models assume the formation of O va-
cancies in HfO2 under bias. Such vacancies can exist in
HfO2 in five different charge states, depending on the Fermi
level position [35,36]. Hf-O bond breaking in perfect m-HfO2

can create O vacancies and O interstitials in different charge
states [13,37]. The lowest formation energy corresponds to
the creation of a (V +2 + O−2

I ) DP (see Fig. 2). The defect
separation process happens via the so-called interstitialcy
mechanism characteristic for O diffusion in oxides [38]. A
three-coordinated O ion (oxygen 1 in Fig. 2) moves along
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FIG. 3. Energy profile for the generation of a V +2
O + O−2

I pair
in m-HfO2. The barrier height is above 6 eV. The inset shows the
evolution of the induced dipole, with the y axis corresponding to the
induced dipole projected onto the dipole vector at the transition state.

the [100] axis (see Fig. 1) into a 4C O site, displacing the
4C O ion (oxygen 2 in Fig. 2) farther along the [100] axis
into an interstitial position in the 3C O sublattice. In this
configuration O−2

I is effectively shielded by a 4C O ion from
recombining with the V +2 vacancy. One can see that the
O ions form an antibonding state. The effective separation
of O−2

I from the vacancy is about 5.5 Å; however, the dis-
placement of the individual ions involved in the process is
approximately only half this distance due to their concerted
motion.

The energy profile for creation of such a DP with respect
to the displacement of the pair’s center of mass, obtained
using the nudged elastic band method [39–41], is shown in
Fig. 3. The energy barrier to DP formation is about 6.1 eV. The
transition state is shown in Fig. 2. We note that the creation of
a close V +2

O + O−2
I pair is not possible along other crystal

directions. For example, DPs which exist purely within the
3C sublattice (see Fig. 1) and have a defect axis along the
[001] crystal direction will recombine for separations less than
7.0 Å. The “reaction coordinate” in Fig. 3 is defined for the nth
replica as Qn =

∑n
i di∑N
i di

, where di is the displacement magnitude

between the i and i − 1 replicas. Q0 is set as zero, and N is the
total number of replicas. This coordinate thus represents the
progression of the reaction, with 1.0 indicating that the final
state has been reached.

The electric field alignment in all further calculations is
chosen to cause the greatest possible reduction to the energy
barrier height. This is achieved by setting the E field parallel to
the induced dipole vector at the transition state. In the case of
the pathway shown in Fig. 2, the electric field direction is very
nearly parallel to the [100] crystal direction. The evolution
of the magnitude of the induced dipole along the reaction
coordinate of the (V +2

O + O−2
I ) defect pair formation is shown

in the inset of Fig. 3. The application of an electric field with
a strength of 5 MV/cm reduces the barrier to about 6.2 eV,
and a field of 10 MV/cm reduces it further to 5.9 eV. Still,

FIG. 4. Two pathways for the oxygen vacancy DP formation
mechanism when a bipolaron is present. The initial, transition, and
final states are shown for each of the two O ion displacement
directions. The displaced O ion is in brown; the other O ions are
in red, and Hf ions are in light blue. In the final state, a V 0

O + O−2
I

pair is created. Blue surfaces show the wave function of the vacancy
(isovalue = 0.007). (a) In the [111] direction pathway, a 4C oxygen
is displaced into the 3C O ion sublattice. (b) In the [001] direction
pathway, a 3C O ion is displaced within the 3C plane, displacing a
neighboring 3C O ion via an interstitialcy mechanism.

the barrier is too high to be surmounted (within a reasonable
amount of time) at room temperature.

One can also estimate the barrier change using Eq. (4).
The calculated dipole moment change at the transition state
is 7.36 eÅ. This means that at 5.0 MV/cm and with perfect
alignment, we would see a barrier reduction of 0.37 eV, and
at 10.0 MV/cm there will be a reduction of 0.74 eV. These
values are in good agreement with the predictions of the full
DFT calculations.

B. Effect of electron injection

It was shown in previous calculations that injected elec-
trons can form polaron and bipolaron states in m-HfO2 [42]
and that the localization of electrons into intrinsic polaron
states or by neutral O vacancies massively reduces the for-
mation energies of oxygen DPs in m-HfO2 [14]. The initial
state in Fig. 4 shows a bulk cell of m-HfO2 with two elec-
trons trapped into a bipolaron state. In reduced HfO2 films
electrons can be trapped into even deeper states by neutral O
vacancies [14], and in amorphous films they can be trapped
at low-coordinated Hf sites [43,44]. The localization of two
electrons in HfO2 was shown to significantly reduce the bar-
rier height for DP creation [14,44]. Thus, the bias application
causes the electron injection, and the extra electrons reduce
barriers for formation of O vacancies. Below we consider the
effect of electric field on the barriers for defect creation and
diffusion.
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FIG. 5. The energy profile for the conversion of a bipolaron into
a Frenkel pair in m-HfO2. The blue line corresponds to the process
at zero field, and the red line corresponds to the process with a
5.0 MV/cm field applied in the direction of the induced dipole
change. The inset shows the value of the induced dipole, projected
onto the E field direction.

As discussed above, the E field will interact with charged
defects in the insulator, affecting barrier heights for reactions
which involve the movement of charged ions. Analyzing the
possible pathways for formation of an oxygen DP from an
electron bipolaron in m-HfO2, we find three pathways, one of
which is similar to the pathway for the neutral case discussed
above. That is, the oxygen ion moves in the [100] direction
as before; however, the oxygen vacancy is created in the
neutral rather than positive state. This reduces the barrier
height significantly to 3.3 eV.

The second pathway differs from the first and has a mini-
mum energy barrier of approximately 1.5 eV at zero field. The
initial, transition, and final states of this process are shown in
Fig. 4, and the corresponding energy profile is shown in Fig. 5.
One can see that the resulting defect pair corresponds to the
neutral vacancy and O−2

I ion. In other words, the two extra
electrons are localized in the O vacancy. The O displacement
corresponding to the stable nearest-neighbor DP formation
is much shorter than the [100] direction pathway (as in the
neutral case, for example) at about 2.53 Å. This is caused by
the fact that the vacancy is now occupied by two electrons
that repel the O−2

I ion which is displacing the nearest O ion
from its site via the interstitialcy mechanism (see Fig. 4). The
defect creation pathway presented in Fig. 4 is approximately
along the [111] direction and involves the displacement of a
4C O ion into the 3C O sublattice, creating (in the final state)
a 4C VO and a 3C O−2

I .
When applying an E field of strength 5.0 MV/cm in

the direction aligned with the induced transition dipole, the
maximum barrier height is reduced to 1.34 eV. Figure 5 also
shows the energy profile of the reaction when modified by
the presence of an E field. As stated above, this is similar to
simply the interaction of the E field and the dipole induced
by the defect motion. The induced dipole change is equal to
3.29 eÅ. The transition state dipole μeff for this pathway is
smaller than that of the neutral pathway shown in Fig. 3. Two

FIG. 6. The energy profile for the [001] direction pathway of DP
formation shown in Fig. 4. The inset shows the value of the induced
dipole, projected onto the E field direction.

reasons for this can be suggested. With electron injection, a
V 0

O-O−2
I DP is created, whereas the neutral pathway involves

generation of a V +2
O + O−2

I DP. For a given separation, a
(+2,−2) pair of charges will have a greater dipole than
a (0,−2) pair. Also, the defect separation in the nascent
neutral DP is, in fact, larger at the transition state, further
increasing μeff.

In the third case, the DP is created by moving a 3C O ion
within the 3C sublattice and along the [001] crystal direction.
In the neutral case, the creation of a DP along this direction
was possible only if the defect pairs were separated by at
least 7 Å so that the interstitial O−2

I ion can be shielded by
another site O ion from the charged vacancy. After the electron
injection there is no need for a bridging O ion to stabilize this
DP configuration as there is no Coulomb attraction between
the neutral VO and nascent O−2

I ion. This pathway has the
lowest energy barrier of all the pathways we analyzed, at
0.82 eV (see Fig. 6). Again, the effect of applying an E field
was found to be closely approximated by assuming that the
E field interacts with the induced dipole corresponding to the
zero-field reaction.

C. Oxygen interstitial diffusion

The reactions described above create interstitial O−2
I ions.

Similar to O ion generation, O diffusion may proceed along
multiple directions. Only 3C-to-3C O ion diffusion is pos-
sible, however, since the 4C OI defect is unstable. The 3C
O−2

I defect has a split interstitial configuration: two O ions
share the same lattice site. Here we analyze three diffusion
pathways. Two of these pathways located within the 3C plane
are in the [010] and [001] directions, as illustrated in Fig. 7.
The third pathway is diffusion by the interstitialcy mechanism
through the 4C plane (similar to the pathway discussed for the
neutral DP formation) in the [100] direction.

The energy profiles for O−2
I diffusion along the [010]

and [001] directions are shown in Fig. 8. Again, energy
profiles calculated using both the periodic E field and dipole-
interaction method are approximately equal. However, the

014106-5



STRAND, COTTOM, LARCHER, AND SHLUGER PHYSICAL REVIEW B 102, 014106 (2020)

FIG. 7. Interstitial diffusion pathways within the 3C O plane.
Both directions within the plane (both the [010] direction and the
[001] direction) are possible and have similar activation energies.

O−2
I diffusion along the [010] direction has a bent trajectory

with the dipole moment at initial and final states perpendicular
to the field direction. This alignment at one point of the
trajectory favors the formation of a new energy minimum, as
can be seen in Fig. 9.

For either pathway, the interstitial oxygen defect has a
low activation energy (approximately 0.1 eV) once a strong
field of 10 MV/cm is applied. This means that, once a DP is
created, there should be rapid separation of the defect species,
as expected for a breakdown model. Diffusion in the [100]
direction via substitution of a 4C O ion has a higher energy
barrier at 1.9 eV. This suggests that, in a perfect m-HfO2

lattice, O−2
I diffusion should be mostly confined to within

a 3C O plane where the DP formation energy is also the

FIG. 8. Energy profile of the [001] oxygen interstitial diffusion
mechanism in m-HfO2. The blue line refers to the zero-field scenario.
The inset shows μeff in the direction parallel to the E field, which
gives the maximum barrier reduction.

FIG. 9. Energy profile for the pathway shown in Fig. 7(b). The
blue line corresponds to the zero-field energy pathway, whereas the
red line is the profile under field application. The reaction coordinate
is defined for each plot, in the same way as for other energy profiles.

lowest. We note that the anisotropic diffusion of O interstitials
via an interstitialcy mechanism was observed in simulations
of, e.g., the perovskite-related materials, the Ruddlesden-
Popper series of tetragonal layered oxides [45,46]. Experi-
mental observation of such processes is challenging, espe-
cially in polycrystalline films, such as HfO2. However, such an
anisotropic oxygen diffusion was recently visualized in Ce2O3

using high-resolution Transmission electron microscopy and
simulations [47].

IV. CONCLUSION

We have investigated the effect of the E field on energy
barriers for defect generation and OI diffusion in m-HfO2

for field strengths up to 10 MV/cm. By direct calculation
of each effect, we demonstrated that electron injection into
the oxide and localization on defect or trap states are the
main cause of the energy barrier reduction in the field-induced
generation of oxygen vacancies. This is in disagreement with
other models, such as the thermochemical model, suggesting
that the main effect is, rather, a reduction to the activation
energy caused by direct interaction between the electric field
and bond dipoles present in the pristine system. Using di-
rect calculation of the reaction pathway under an applied E
field, we demonstrated that the field-induced reduction to the
activation energy does not exceed 1 eV even at breakdown
voltage and is much smaller than the reduction caused by
trapped electrons. Our results confirm that even at fields
approaching 10 MV/cm the barrier height change for the
defect creation can be well approximated by calculating the
transition state dipole moment in the zero-field system. Thus,
to fully understand the degradation process, the complex
interplay between the effects of the external field, electron
injection and localization, defect creation, and ion diffusion
must be considered. We do not expect the energetics to differ
greatly for other phases of HfO2. For example, previous
calculations of oxygen vacancies in amorphous HfO2 [48]
showed formation energies very similar to oxygen vacancies
in m-HfO2.
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The obtained reaction and diffusion barriers and their
dependence on the strength of the electric field will later be
used in simulations of degradation and dielectric breakdown
of HfO2 films.
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