KINETIC SIMULATION OF UNSTEADY DETONATION WITH THERMODYNAMIC NONEQUILIBRIUM EFFECTS
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ABSTRACT

Thanks to its mesoscopic kinetic nature, the discrete Boltzmann method (DBM) has the capability to investigate unsteady detonation with essential hydrodynamic and thermodynamic nonequilibrium effects. In this work, an efficient and precise reactive DBM is employed to investigate the impact of the amplitude and wave length of the initial perturbation, as well as of the chemical heat on the evolution of unsteady detonation with the nonequilibrium effects. The following conclusions have been made. (I) The initial perturbation amplitude only affects the unsteady detonation in the early period, and the detonation becomes self-similar with minor phase differences subsequently. (II) For a smaller wave length, the pressure increases faster with a higher oscillation frequency in the early period but reduces soon afterwards. The global nonequilibrium strength is larger for a smaller wave length, but is rather small when the wave length is small enough. (III) With increasing the chemical heat release, the pressure and its oscillation increase, and the nonequilibrium effect strengthens, but the oscillatory period reduces. When the wave length or chemical heat release is small enough, there is no transverse wave or cellular pattern, and the two-dimensional unsteady detonation reduces to the one-dimensional one. In this case, the maximum pressure shows a relatively weak oscillation, low average value, and long oscillatory period.
1. INTRODUCTION

Detonation is a type of compressible reactive fluid flow induced by a preshock wave, after which the chemical heat releases violently [1-3]. The shock wave coupled with a chemical reaction zone is regarded as the detonation wave propagating forwards with a supersonic speed. Detonation has wide application in engineering, industry, and safety, such as mining, gas explosion, blasting demolition, cleaning equipment, surface coating, pulse detonation engine, rotating detonation engine, etc. Due to its great importance, detonation has been studied extensively with experimental [3-8], analytical [9-13] and numerical methods [14-20] since more than a century ago. One of the earliest milestones in detonation theory is the Chapman and Jouguet (CJ) model based on conservation laws [9-10]. Another milestone is the Zeldovich-von Neumann-Döering (ZND) model, which is based on the assumption that the preshock front (as a strong discontinuity) is followed by the chemical reaction in a constant-area, inviscid, compressible flow [11-13]. These theoretical models, though being formulated for idealistic situation, continue to offer insight for more practical problems in detonation.

With the rapid development of computer hardware and computational science, numerical simulations have become indispensable for studying detonation in recent decades. The majority of numerical simulations have been carried out using macroscopic models, based on the reactive Euler or Navier-Stokes (NS) equations, which have the capability of capturing the main features of detonation, but give no detailed thermodynamic nonequilibrium information [14-16]. In contrast, microscopic methods, such as molecular dynamics, have had successes in providing detailed behaviours of detonation including nonequilibrium effects involving chemical species, at a significantly increased cost compared with macroscopic methods [19-20]. To date, mimicking the detonation process with high accuracy, efficiency and robustness remains a great challenge, because detonation involves a broad range of physicochemical phenomena, interacts over various spatial and temporal scales, contains changeable fluid interfaces, where both hydrodynamic and thermodynamic nonequilibrium effects often play essential roles [21-23].

As a central equation in kinetic theory, the Boltzmann equation has the capability of describing complex fluid flows with abundant nonequilibrium effects. However, it turns out to be particularly difficult to use the Boltzmann equation itself to solve for practical nonequilibrium situations due to its complexity in differential and integral form. To obtain their solutions, there are roughly two categories of methods. The first class is the stochastic method, including the well known direct simulation Monte Carlo [24]. Its drawbacks mainly include slow numerical convergence and random fluctuations. The second one is the deterministic simulation, such as the discrete unified gas-kinetic scheme [25], the lattice Boltzmann method [26-27], discrete Boltzmann method (DBM) [28-38], etc.

In recent years, the DBM has achieved remarkable success in simulating thermal phase separation [28-29], fluid instabilities [30-32], combustion and detonation [33-38], etc. The pioneering DBM for detonation [28], which is presented by Yan et al., is a hybrid finite
difference scheme where the discrete Boltzmann equation describes the fluid behaviour and the Lee-Tarver model controls the chemical reaction [39]. In 2016, Lin et al. proposed a double-distribution-function DBM for combustion and detonation, where one set of the discrete distribution function is for chemical reactant and the other set for product [35]. In 2019, a multiple-relaxation-time DBM is developed for detonation, where both chemical reaction and fluid flow are described by discrete Boltzmann equations.

Very recently, in the paper for the 9th International Seminar on Fire and Explosion Hazards, the DBM is preliminarily adopted to simulate the unsteady detonation with both hydrodynamic and thermodynamic nonequilibrium effects [38]. As an extended version of this paper, we carry out more in-depth and comprehensive research on unsteady detonation. In the following, the reactive DBM is introduced firstly, and three methods to obtain the reaction term are reviewed briefly. Then the DBM is employed to study the impact of perturbation amplitude, wave length, and chemical heat on the physical field of unsteady detonation with nonequilibrium effects.

2. DISCRETE BOLTZMANN METHOD FOR REACTIVE FLOWS

The DBM is based on the discrete Boltzmann equation, which is a special discretization form of the Boltzmann equation in velocity space. All physical quantities (including the density, momentum, and energy) are naturally coupled as they are described by the same one set of discrete distribution functions $f_i$. At the same time, the chemical reaction is associated with the fluid flow by the reaction term $R_i$ on the right-hand side of the reactive Boltzmann equation as below,

$$\frac{\partial f_i}{\partial t} + \mathbf{v}_i \cdot \nabla f_i = \frac{1}{\tau} \left( f_i - f_i^{eq} \right) + R_i,$$  \hspace{1cm} (1)

where $t$ denotes the time, $\tau$ the relaxation time, $f_i^{eq}$ the discrete equilibrium distribution function, $\mathbf{v}_i$ the discrete velocity.

![Fig. 1. Schematic of the discrete velocities: (a) D2V24 and (b) D2V16.](image)
Figure 1 delineates two kinds of discrete velocities, two-dimensional twenty-four-velocities \( (D2V24) \) \[34\] and sixteen velocities \( (D2V16) \) \[35-36\]. To be specific, the formula of \( D2V24 \) reads \[34\],

\[
v_i = \begin{cases} v_a \nabla_i & \text{for } 1 \leq i \leq 8, \\
v_b \nabla_{i-8} & \text{for } 9 \leq i \leq 16, \\
v_c \nabla_{i-16} & \text{for } 17 \leq i \leq 24,
\end{cases}
\] (2)

with

\[
v_i = \begin{cases} \text{cyc: } (\pm 1, 0), & \text{for } 1 \leq i \leq 4, \\
\text{cyc: } (\pm 1, \pm 1), & \text{for } 5 \leq i \leq 8.
\end{cases}
\] (3)

The mathematical expression of \( D2V16 \) takes the form \[35-36\],

\[
v_i = \begin{cases} \text{cyc: } (\pm v_a, 0) & i = 1 \sim 4, \\
\text{cyc: } (\pm v_b, \pm v_b) & i = 5 \sim 8, \\
\text{cyc: } (\pm v_c, 0) & i = 9 \sim 12, \\
\text{cyc: } (\pm v_d, \pm v_d) & i = 13 \sim 16,
\end{cases}
\] (4)

where cyc denotes the cyclic permutation, \( v_a, v_b, v_c, \) and \( v_d \) are adjustable parameters.

To be consistent with traditional macroscopic equations in the hydrodynamic limit, it is required that \( f^\text{eq}_i \) and \( R_i \) satisfy the following moment relations \[34\],

\[
\iint \Psi f^\text{eq}_i d\nu d\eta = \sum_i f^\text{eq}_i \Psi_i,
\] (5)

\[
\iint \Phi d\nu d\eta = \sum_i R_i \Phi_i,
\] (6)

\( f^\text{eq} \) and \( R \) take the form

\[
f^\text{eq} = \frac{\rho}{2\pi T} \left( \frac{1}{2\pi IT} \right)^{1/2} \exp \left[ -\frac{(\mathbf{v} - \mathbf{u}) \cdot (\mathbf{v} - \mathbf{u})}{2T} - \frac{\eta^2}{2IT} \right],
\] (7)

\[
R = \frac{- (1 + D) IT + I \left| \mathbf{v} - \mathbf{u} \right|^2 + \eta^2 f^\text{eq} T'}{2IT^2},
\] (8)

where \( \rho \) indicates the density, \( \mathbf{u} \) the velocity, \( T \) the temperature, \( T' = 2Q\lambda'/(D+I) \) the varying rate of temperature due to chemical reaction, \( Q \) the chemical heat release per unit mass of fuel, \( \lambda \) the mass fraction of chemical product, \( D = 2 \) the translational degrees of freedom, \( I \) the extra degrees of freedom due to vibration and/or rotation. In Eqs. (5) and (6), the parameters \( \Psi, \Psi_i, \Phi \) and \( \Phi_i \) determine the physical accuracy and computational efficiency. The more the elements, the higher the accuracy. At the level of reactive Navier-...
Stokes, the minimal elements are \( \Psi = 1, v, (v \cdot v + \eta^2), vv, (v \cdot v + \eta^2) \), \( \Phi = 1, v, (v \cdot v + \eta^2), vv, (v \cdot v + \eta^2) \), where \( \eta \) and \( \eta_i \) correspond to vibrational and/or rotational energies. In D2V16, the parameter \( \eta = \eta_a, \eta_b, \eta_c, \) and \( \eta_d \) for \( 1 \leq i \leq 4, 5 \leq i \leq 8, 9 \leq i \leq 12, \) and \( 13 \leq i \leq 16, \) respectively [35-36]. In D2V24, \( \eta = \eta_a, \eta_b, \) and \( \eta_c, \) for \( 1 \leq i \leq 8, 9 \leq i \leq 16, \) and \( 17 \leq i \leq 24, \) respectively [34].

It is noteworthy that the DBM is capable of capturing both hydrodynamic and thermodynamic nonequilibrium [28-38]. Here let us introduce the nonequilibrium strength \( \Delta = \sum_i \Delta_i \), in terms of \( \Delta_1 = \sum_i f_{i}^{\text{eq}}, \Delta_2 = \sum_i f_{i}^{\text{eq}} v_{ix}^2, \Delta_3 = \sum_i f_{i}^{\text{eq}} v_{iy}^2, \Delta_4 = \sum_i f_{i}^{\text{eq}} (v_i^2 + \eta_i^2), \Delta_5 = \sum_i f_{i}^{\text{eq}} v_{ix}^2, \Delta_6 = \sum_i f_{i}^{\text{eq}} v_{ix} v_{iy}, \Delta_7 = \sum_i f_{i}^{\text{eq}} v_{iy}^2, \Delta_8 = \sum_i f_{i}^{\text{eq}} (v_i^2 + \eta_i^2) v_{ix}^2, \Delta_9 = \sum_i f_{i}^{\text{eq}} (v_i^2 + \eta_i^2) v_{iy}^2, \Delta_10 = \sum_i f_{i}^{\text{eq}} v_{ix}^2, \Delta_11 = \sum_i f_{i}^{\text{eq}} v_{ix}^2 v_{iy}^2, \Delta_12 = \sum_i f_{i}^{\text{eq}} v_{ix}^2, \Delta_13 = \sum_i f_{i}^{\text{eq}} v_{iy}^2, \Delta_14 = \sum_i f_{i}^{\text{eq}} (v_i^2 + \eta_i^2) v_{ix}^2, \Delta_15 = \sum_i (v_i^2 + \eta_i^2) v_{ix} v_{iy}, \Delta_16 = \sum_i f_{i}^{\text{eq}} (v_i^2 + \eta_i^2) v_{iy}^2, \) for mass conservation, \( \Delta_2 = \Delta_4 = 0 \) for momentum conservation, and \( \Delta_4 = 0 \) for energy conservation. \( \Delta_i \) may not equal zero for \( i > 4 \) in a nonequilibrium state.

For the sake of simplification, the treatment of chemical reaction is based upon assumptions as follows. The chemical reaction is irreversible and exothermic. The electronic excitation, ionization and radiation are not under consideration. The chemical reaction is much slower than the relaxation process but faster than the hydrodynamic flow variation [22]. In this study, a two-step reaction scheme,

\[
\xi' = H k_i \exp \left[ E_i \left( T_s^{-1} - T^{-1} \right) \right], \tag{9}
\]

\[
\lambda' = (1 - H) k_R (1 - \lambda) \exp \left( -E_R T^{-1} \right), \tag{10}
\]

is adopted to mimic the essential dynamics of a chain-branching reaction [40]. In Eq. (9), \( \xi \) is the reaction progress variable in the induction period, \( T_s \) the initial shocked temperature, \( E_i \) the global activation energy describing the temperature sensitivity of the thermally neutral chemical induction process, \( k_i \) the pre-exponential factor for the ignition process, \( H = H(\xi) \) a step function, i.e., \( H = 1 \) for \( \xi < 1 \) and \( H = 0 \) for \( \xi \geq 1 \). In Eq. (10), \( E_R \) and \( k_R \) are respectively the activation energy and pre-exponential factor for the heat release process. Thus, variable \( \xi \) in Eq. (9) indicates the state of the pre-ignition process in the thermally neutral induction zone, and variable \( \lambda \) in Eq. (10) controls the subsequent step of the rapid energy release at and after ignition [40].
Calculation of the reaction term is the key step for the discrete Boltzmann modelling of reactive flows. Now, let us introduce three ways to obtain its mathematical expression.

(I) Type I

A straightforward method is to discretize the reaction term in the velocity space by replacing the velocity \( v \), the parameter \( \eta \), and the equilibrium distribution function \( f^{eq} \) with their discrete counterparts \( v_i \), \( \eta_i \), and \( f^{eq}_i \) in Eq. (8), we get the discrete form of the reaction term as below,

\[
R_i = \frac{-(1+D)IT + I|v_i - u|^2 + \eta_i^2}{2IT^2} f^{eq}_i T'.
\]  

(11)

Obviously, the expansion in the above equation contains factors \( |v_i - u|^2 f^{eq}_i \) and \( \eta_i^2 f^{eq}_i \).

Hence, to ensure that the discrete reaction term obeys the moment relations in Eq. (6), the elements \( \Psi = \eta^2 vv, (v \cdot v + \eta^2) v \cdot vv, (v \cdot v + \eta^2) \eta^2 v \) and corresponding \( \Psi_i = \eta_i^2 v_i v_i, (v_i \cdot v_i + \eta_i^2) v_i \cdot v_i v_i, (v_i \cdot v_i + \eta_i^2) \eta_i^2 v_i \) should be included in Eq. (5) in addition to the aforementioned minimal elements. Actually, these relations are all satisfied in the D2V24 [34].

(II) Type II

An alternative approach is to compute the reaction term based on its physical definition [35-36]. Specifically, the reaction term is the variation rate of the distribution function due to the chemical reaction,

\[
R_i = \frac{1}{\tau} \left( f^{eq*}_i - f^{eq}_i \right),
\]  

(12)

where \( f^{eq}_i = (\rho, u, T) \) and \( f^{eq*}_i = (\rho, u, T') \) denote the discrete equilibrium distribution function before and after the chemical reaction, respectively. Since the chemical reaction is much faster than the hydrodynamic flow variations [22], neither density nor flow velocity changes during a relatively small time interval of chemical reaction, while the temperature is affected by the chemical heat, i.e., \( T' = T + \tau T' \).

(III) Type III

A direct way to calculate the reaction term is by the matrix inversion method [37-38]. Specifically, Eq. (6) can be uniformly rewritten as

\[
M_R = CR,
\]  

(13)
where \( R = (R_1, R_2, \ldots, R_{16})^T \) represents the set of discrete reaction terms, \( M_R = (M_{R1}, M_{R2}, \ldots, M_{R16})^T \) the set of kinetic moments, and \( C \) a square matrix linking the velocity space to moment space. The elements of \( M_R \) are \( M_{R1} = 0 \), \( M_{R2} = 0 \), \( M_{R3} = 0 \), \( M_{R4} = \rho(D + 1)T' \), \( M_{R5} = \rho T' \), \( M_{R6} = 0 \), \( M_{R7} = \rho T' \), \( M_{R8} = (D + I + 2) \rho u_x T' \), \( M_{R9} = (D + I + 2) \rho u_x T' \), \( M_{R10} = 3 \rho u_x T' \), \( M_{R11} = \rho u_x T' \), \( M_{R12} = \rho u_x T' \), \( M_{R13} = 3 \rho u_x T' \), \( M_{R14} = \rho \left[ 2T(D + I + 2) + (D + I + 5) u_x^2 + u_y^2 \right] T' \), \( M_{R15} = \rho u_x u_y (D + I + 4) T' \), \( M_{R16} = \rho \left[ 2T(D + I + 2) + u_x^2 + (D + I + 5) u_y^2 \right] T' \). The elements of \( C \) are \( C_{11} = 1 \), \( C_{21} = v_{ix} \), \( C_{3i} = v_{iy} + \eta^i \), \( C_{4i} = v_{ix}^2 \), \( C_{5i} = v_{ix} v_{iy} \), \( C_{6i} = v_{ix} v_{iy} \), \( C_{7i} = v_{ix}^2 \), \( C_{8i} = \left( v_{ix}^2 + \eta_i^2 \right) v_{ix} \), \( C_{9i} = \left( v_{iy}^2 + \eta_i^2 \right) v_{iy} \), \( C_{10i} = v_{ix}^3 \), \( C_{11i} = v_{ix} v_{iy} \), \( C_{12i} = v_{ix} v_{iy} \), \( C_{13i} = v_{iy} v_{ix} \), \( C_{14i} = \left( v_{ix}^2 + \eta_i^2 \right) v_{ix} \), \( C_{15i} = \left( v_{iy}^2 + \eta_i^2 \right) v_{iy} \), \( C_{16i} = \left( v_{ix}^2 + \eta_i^2 \right) v_{iy}^2 \). Hence, the discrete reaction term is obtained as below [37-38]:

\[
R = C^{-1} M_R .
\]

It is noteworthy that type I has 9 moment relations satisfied by the reaction term, requiring 24 moment relations satisfied by the discrete equilibrium distribution function, and the D2V24 is employed correspondingly [34]. For types II and III, there are 16 moment relations satisfied by both the discrete equilibrium distribution function and reaction term, and, consequently, the D2V16 is utilized. Moreover, type II is at the level of the first-order temporal accuracy [35-36]. Therefore, type III [37-38] is physically more accurate and numerically more precise than the types I and II. In this paper, type III is adopted for numerical simulations.

3. SIMULATION OF UNSTEADY DETONATION

In this section, the DBM is adopted to simulate and investigate the unsteady detonation with both hydrodynamic and thermodynamic nonequilibrium effects. The computational domain, with the area \( L_x \times L_y \), is divided into two parts. The burnt and fresh gas compositions are imposed on the left \( L \) and right \( R \) parts, respectively. The fresh gas flows into the domain from the right side, and the burnt gas flows out from the left boundary. The simulation domain is bounded by an outlet (inlet) boundary condition on the left (right) side and periodic boundary conditions in the vertical direction. The initial physical field takes the form,

\[
\begin{align*}
\rho &= \frac{\rho_L + \rho_R - \rho_L - \rho_R}{2} \tanh \left( \frac{x-x_0}{W} \right), \\
T &= \frac{T_L + T_R - T_L - T_R}{2} \tanh \left( \frac{x-x_0}{W} \right), \\
u &= \frac{u_L + u_R - u_L - u_R}{2} \tanh \left( \frac{x-x_0}{W} \right),
\end{align*}
\]

(15)
with quantities \((\rho_L, T_L, u_L) = (1.48043, 2.06314, -1.69953e_3)\) and \((\rho_R, T_R, u_R) = (1, 1, -2.51603e_3)\). The hyperbolic tangent function, \(\tanh\), is used to smooth the interface between the two parts in the computational domain, and the layer width is \(W = L_y / 150\). In order to trigger the unsteady flow, a perturbation of a sine curve \(x_0 = L_y / 10 - A \cos(ky)\) is imposed on the interface, with an amplitude \(A\) and wave number \(k = 2\pi / L_y\), where the wave length is equal to \(L_y\). The schematic of the initial configuration for subsequent simulation of the unsteady detonation is shown in Fig. 2.

It should be noted that the evolution of unsteady detonation is practically important in the fields of industrial explosion safety, mining and detonation propulsion, etc. The unsteady characteristics are usually associated with spatial and temporal inhomogeneities, such as inhomogeneous concentrations, temperature gradients, flow variations, non-uniform geometries, introduced by many factors in storage, transportation and working conditions. Such inhomogeneities play a significant role in the entire process of detonation starting from the initiation. To represent such effects, we introduce initial perturbations in the imposed amplitude and wave length.

![Fig. 2. Schematic of the initial configuration for simulation of unsteady detonation.](image)

Fig. 2. Schematic of the initial configuration for simulation of unsteady detonation.

![Fig. 3. Contours of density (a), temperature (b), pressure (c), reaction progress variable (d), streamline (e), and nonequilibrium strength (f) at the time \(t = 0.1\) in the detonation process.](image)

Fig. 3. Contours of density (a), temperature (b), pressure (c), reaction progress variable (d), streamline (e), and nonequilibrium strength (f) at the time \(t = 0.1\) in the detonation process.

Figure 3 illustrates physical quantities (density, temperature, pressure, reaction progress variable, streamline, and nonequilibrium strength) at a time instant in the process of the unsteady detonation. It is evident in Figs. 3 (a)-(c) that the density, temperature, and pressure increase abruptly from right to left around the pre-shocked front due to the compressible effects. Afterward, as shown in Fig. 3 (d), the chemical reaction takes place, and the chemical
energy releases violently in the reaction zone. Figure 3 (e) shows that the flow direction (as well as the velocity magnitude) is significantly affected by the pre-shocked front and transverse waves that enhance the detonation instability. The transverse waves collide periodically behind the pre-shocked wave and generate peaks of pressure and temperature in the product zone. Comparison between panels (a)-(e) and (f) indicates that the nonequilibrium effect is strong near the pre-shock front, transverse wave, and Mach stem, where physical gradients are quite sharp. Consequently, the nonequilibrium manifestation could be employed to probe the fine structures of the unsteady detonation. It is indeed quite easy to identify the pre-shock wave, the transverse wave, the reaction zone, the triple point, and the cellular structure in panel (f). The triple point is located at the junction of the pre-shock front, Mach stem, and transverse wave, and its spatiotemporal trajectory is actually a cellular pattern.

3.1. Impact of perturbation amplitude

Figure 4 exhibits the maximum pressure and global nonequilibrium strength in the evolution of unsteady detonation with various initial perturbation amplitudes. Figures 4 (a) and (b) illustrate the maximum pressure within time periods $0.0075 \leq t \leq 0.018$ and $0.091 \leq t \leq 0.1$, respectively. Figures 4 (c) and (d) plot the global nonequilibrium strength within time periods $0.0075 \leq t \leq 0.018$ and $0.091 \leq t \leq 0.1$, respectively. The global nonequilibrium strength is $\int \Delta dx dy$ where the integral is extended over the whole computational region $L_x \times L_y$.

![Fig. 4. The maximum pressure and nonequilibrium strength in the evolution of detonation with various perturbation amplitudes. The solid, dashed, dotted and short-dashed lines represent the initial perturbation amplitudes $A_1 = L_y/100$, $A_2 = L_y/50$, $A_3 = L_y/25$, $A_4 = L_y/12.5$, respectively.](image-url)
It can be found in Figs. 4 (a) and (c) that, in the primary period, both the maximum pressure and global nonequilibrium strength are larger for a larger initial perturbation amplitude, and the maximum pressure has different oscillations under various initial perturbations. It is clear in Figs. 4 (b) and (d) that, in the later period, the physical fields change periodically and similarly with only some phase differences under various initial perturbation amplitudes. Therefore, the initial perturbation amplitude only impacts on the formation of the unsteady self-sustained detonation in the early period. Afterward, the amplitude or shape of the initial perturbation is “forgotten” gradually, and the detonation becomes self-similar with only a phase difference in the later process. Physically, everything left behind the sonic or supersonic front is “forgotten” after the stabilization of a detonation wave, which is different from a subsonic wave (i.e. flame) whose formation and evolution are affected by the initial perturbation in the whole process.

3.2. Impact of wave length

To study the effect of the wave length of initial perturbation on the detonation process, we take into account four cases with wave lengths $L_{y1} = 2.5 \times 10^{-3}$, $L_{y2} = 5 \times 10^{-3}$, $L_{y3} = 10^{-2}$, and $L_{y4} = 2 \times 10^{-2}$. Figure 5 illustrates the contours of nonequilibrium strength at the time $t = 0.1$ in the detonation process with various wave lengths of initial perturbation. It can be found that the maximum nonequilibrium strength increases with the increasing wave length, because the maximum physical gradient is larger for a larger wave length. Moreover, the cellular size becomes smaller for a smaller wave length. As shown in Fig. 5 (a), the transverse wave and cellular pattern disappear when the wave length is small enough.
Fig. 5. Contours of nonequilibrium strength at the time $t = 0.1$ in the detonation process with various wave lengths: (a) $L_{y1} = 2.5 \times 10^{-3}$, (b) $L_{y2} = 5 \times 10^{-3}$, (c) $L_{y3} = 10^{-2}$, and (d) $L_{y4} = 2 \times 10^{-2}$.

Fig. 6. The maximum pressure and nonequilibrium strength in the evolution of detonation with various wave lengths. The solid, dashed, dotted and short-dashed lines represent the wave length $L_{y1} = 2.5 \times 10^{-3}$, $L_{y2} = 5 \times 10^{-3}$, $L_{y3} = 10^{-2}$, and $L_{y4} = 2 \times 10^{-2}$, respectively.

To have a quantitative study of the wave length on the detonation process, we plot the evolution of the maximum pressure and nonequilibrium strength under the condition of various wave lengths. Figure 6 displays the evolution of global nonequilibrium strength.
$\omega \int \Delta dx \, dy$, with $\omega = 8, 4, 2,$ and $1$ for the cases with $L_{y1} = 2.5 \times 10^{-3}, L_{y2} = 5 \times 10^{-3},$

$L_{y3} = 10^{-2},$ and $L_{y4} = 2 \times 10^{-2},$ respectively. Here the parameter $\omega$ is used to make the integral extended over the same computational region. It is clear in Figs. 6 (a)-(b) that, for a smaller wave length, the pressure increases faster with a higher oscillation frequency in the early period, reduces earlier afterward, and becomes smaller in the later stage. In particular, in the case when the wave length is small enough, the two-dimensional unsteady detonation reduces to the one-dimensional unsteady detonation. The maximum pressure exhibits relatively small oscillations, low average value, and long oscillatory period. Moreover, from Figs. 6 (c)-(d), we can find that the global nonequilibrium strength is larger for a smaller wave length, but is rather small when the wave length is small enough. Mathematically, global nonequilibrium strength is a function of local nonequilibrium strength and the nonequilibrium area. With reducing wave length, the physical gradients reduce, hence the local nonequilibrium strength decreases. On the other hand, the nonequilibrium area increases with decreasing wave length. Consequently, there is a competition between the reducing physical gradients and increasing nonequilibrium area, and the global nonequilibrium strength increases as the increasing nonequilibrium area dominates. Both local nonequilibrium strength and area become small when the wave length is small enough.

### 3.3. Impact of chemical heat

Finally, the impact of chemical heat release on the evolution of detonation is investigated. We perform simulations with various chemical heat releases of $Q = 0.5, 1.0, 1.5,$ and $2.0.$ Figure 7 exhibits contours of nonequilibrium strength at the time $t = 0.1$ in the detonation process. It is clear that the case with $Q = 0.5$ is significantly different from the other three cases with $Q = 1.0, 1.5, \text{ and } 2.0$ that are similar with periodic evolution of transverse wave and cellular pattern. There is no transverse wave or cellular pattern when the chemical heat release is small enough, as shown in Fig. 7 (a). Furthermore, with the increase of chemical heat, the nonequilibrium strength increases. The detonation becomes more violent, and the physical gradients are sharper for a larger value of chemical heat. Mathematically, the nonequilibrium effect is larger for a larger value of either physical gradient or chemical heat [35].
Fig. 7. Contours of nonequilibrium strength at the time $t = 0.1$ in the detonation process with various values of chemical heat release: (a) $Q = 0.5$, (b) $Q = 1.0$, (c) $Q = 1.5$, and (d) $Q = 2.0$

Fig. 8. The maximum pressure (a, b) and global nonequilibrium strength (c) in the evolution of detonation with various values of chemical heat release.

Figure 8 illustrates the evolution of the maximum pressure and global nonequilibrium strength $\int \Delta \text{d}x \text{d}y$, where the integral is extended over the whole physical region. It is evident that both quantities are higher for larger chemical heat release. They display periodic oscillations as the time goes on, and the periods are $0.0059$, $0.0051$, $0.0046$, and $0.0043$, for cases with $Q = 0.5$, $1.0$, $1.5$, and $2.0$, respectively. Therefore, the period reduces with increasing chemical heat. The magnitude of the oscillations increases with the chemical heat release.

**CONCLUSIONS**

As a mesoscopic kinetic method, the DBM has the capability to simulate unsteady detonation with both hydrodynamic and thermodynamic nonequilibrium effects beyond traditional
macroscopic fluid models. The fluid flow and chemical reaction are naturally coupled via the reaction term on the right-hand side of the discrete Boltzmann equation. Three types of methods are introduced to obtain the reaction term: (i) to discretize the original reaction term in the velocity space, (ii) to compute the reaction term on the basis of its physical definition, and (iii) to calculate the reaction term with the matrix inversion method. The last approach, which is physically more accurate and numerically more precise [37-38], has been adopted to investigate the nonequilibrium effects in the unsteady detonation process.

The impact of perturbation amplitude, wave length, and chemical heat on the evolution of detonation is studied in detail. The following results have been obtained.

(I) The initial perturbation amplitude or shape only impacts on the formation of the unsteady self-sustained detonation during the initial period.

(II) For a smaller wave length of the initial perturbation, the pressure increases faster with a higher oscillation frequency in the early period, but reduces earlier afterwards, and becomes smaller in the later stage. The global nonequilibrium strength is larger for a smaller wave length, but is rather smaller when the wave length is small enough. In this case, the maximum pressure shows a relatively small oscillation, low average value, and long oscillatory period.

(III) With increasing chemical heat release, the pressure and its oscillation increase, and the nonequilibrium effect strengthens as well, while the oscillatory period reduces.

(IV) If the wave length of the initial perturbation or chemical heat release is small enough, there is no transverse wave or cellular pattern, and the two-dimensional unsteady detonation reduces to the one-dimensional one.
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