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ABSTRACT

This thesis discusses the development of a Chinese speech synthesis-by-rule
system and presents the structure and features of the system. The aim of the work
is to produce highly intelligible standard Chinese speech with natural sounding
intonation from unrestricted Chinese text, using a parallel formant speech
synthesizer.

The synthesis system accepts standard Chinese Pinyin text as input, either
from a conventional keyboard or from a computer readable file. Text to detailed
phonetic description conversion is carried out in three steps: 1) application of a
group of phonological and phonetic rules to convert Pinyin text into demisyllable
strings; 2) conversion of the demisyllables into a succession of phonetic elements
using a dictionary look-up strategy; 3) application of prosodic rules at different
levels. Two specific features of this text-to-phonetic conversion system are: the use
of a specially designed demisyllable dictionary which permits an effective and
reliable way of deriving phonetic elements from text, and the implementation of a
new generative intonation framework which enables a very wide variety of natural
sounding fundamental frequency contours to be generated automatically.

The acoustic-phonetic rules used in the system are developed from the
Holmes-Mattingly-Shearme (HMS) algorithm. A complete set of Chinese phonetic
tables, each of which contains the acoustic properties and co-articulation
information of an acoustic segment, has been developed on the basis of systematic

acoustic-phonetic analysis of standard Chinese syllables.



ABSTRACT

The synthesis system has been implemented on a BBC microcomputer to
drive a LSI parallel formant synthesizer. An IBM PC version of the system has also
been developed.

A segmental intelligibility test shows that the performance of the present
system is quite comparable with those of the best English speech synthesis-by-rule

systems now available.
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nasal formant frequency

Formant frequencies

Fast Fourier Transform

frequency in Hertz

Holmes-Mattingly-Shearme’s acoustic-phonetic synthesis rules

Internal Duration

Joint Speech Research Unit

natural logarithm

Loughborough Sound Images

output waveform from the laryngograph
milliseconds

Mark/Space ratio

Pulse Code Modulation

Proportion

T1, T2, ... TO first tone, second tone, ... neutral tone

Tgt.
A"
VOT

The initial
The final

Pinyin

Target value
degree of Voicing
Voicing Onset Time

a consonant at syllable-initial

the remainder of a Chinese syllable without the initial
(i.e. a Chinese syllable = (an initial) + a final)

a quasi-phonemic Roman transcription system for Chinese

18



CHAPTER 1

INTRODUCTION

1.1 Organization of the thesis
1.2 A brief review of speech synthesis technology

* Applications

* Pre-recorded messages vs. text-to-speech

* Linguistic and acoustic processing

* Concatenation of coded human speech and synthesis-by-rule
* Articulatory model vs. acoustic model

* Source-filter theory of speech production

* Cascade vs. parallel synthesizer

* Problems at present stage

1.3 Review of work on Chinese speech synthesis
* Concatenation systems
* A synthesis-by-rule system
* Using multi-lingual systems
* Text input
* Concatenation vs. synthesis-by-rule for Chinese

1.4 Aim of the present study

19



CHAPTER 1 INTRODUCTION

CHAPTER 1

INTRODUCTION

1.1 Organization of the thesis

Chapter 1 defines the aim of the present work and reviews speech synthesis
technology, including its applications, speech production models, different
techniques, and the problems at present of development. A review of the work on
Chinese speech synthesis is provided.

Chapter 2 describes the sound system of Standard Chinese in phonological
and phonetic terms. Some unique features of the Chinese language, which are
relevant to synthesis, are discussed. The special terminology used to describe the
sound system of Chinese, which appears in the following chapters, is introduced
here.

Chapter 3 describes and motivates the design of the Chinese speech
synthesis by rule system. The organization of the routines of the system are
explained. The chapter then clarifies what work is needed and what already exists
in the system. The existing SYNCON system for English synthesis and the LSI
speech synthesizer which have been used as parts of the system are briefly
described and their relevance discussed.

Chapters 4, 5, and 6 present the main body of the work. Chapter 4 details
the acoustic characteristics and synthetic realizations of Chinese sounds. In this

context it covers the following subjects: the format of the acoustic control
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parameters required by the system; analysis methods used; strategies for the
imitation of speech sounds. Chapter 5 reviews the work on analysis and modelling
tone and intonation and introduces an intonation model and describes its
implementation in the present system. Prosodic features of Chinese are studied at
different levels. Chapter 6 presents the text-to-sound conversion components of the
system.

Chapter 7 reports a perceptual evaluation of the synthetic speech produced
by the system. The perceptual confusions of the synthetic speech were compared
with those of natural speech under poor transmission conditions. Possible causes for
the perceptual confusions and further improvement are discussed.

The thesis is concluded in chapter 8 by a summary and discussion of the

results and suggestions for future development.

1.2 A brief review of speech synthesis technology

This review, though brief, gives a basic and general summary of speech
synthesis technology. Various techniques and different approaches are compared,
together with discussion of the advantages and drawbacks of each system. The work
concerning Chinese speech synthesis is reviewed in section 1.3 and some previous
work on synthesis will be discussed in further detail in latter relevant chapters.
Applications

Speech synthesis not only plays an important role in man/machine
communication but it is also a very useful tool for research in speech production
and perception. Developments in electronic and computer technology have been

greatly increasing the demand for man/machine communications. Speech, being the
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most frequently used means of human communication, is one of the most natural
and desirable modalities for man/machine communications. In particular, there are
many cases where speech is the only medium available, for instance where access
is only available through a normal telephone, when eyes are occupied on other
tasks, or for blind people. Synthetic speech has been used in many Information
Technology applications, including simple information services (Xia and Liu, 1989),
voice response devices (Chapman, 1971; Homsby, 1972), "text-to-voice" services
in electronic mail (Berney, 1985; Sorin et al., 1987), training aids (Atkinson, 1972;
Olson et al., 1985; Carlson et al., 1980), reading machines for the blind (Allen,
1973; Carlson et al., 1976; Kurzweil, 1976), and communication aids for the vocally
handicapped (Bernstein, 1984). As a flexible research tool, speech synthesis
techniques have been employed in the investigation of speech production and
perception. In speech perception, the synthesis technique makes it possible to vary
particular features of speech in order to determine their relative perceptual
importance in phonetic contrasts (e.g. Cooper et al., 1952; Stevens and Klatt, 1974;
Blumstein, 1980; Eilers et al., 1989). An early example of the use of synthetic
speech for speech perception was the classic set of experiments using the pattern
playback at Haskins laboratories in the 1950s (Cooper et al., 1952; Liberman et al.
1959). It is also possible to discover more about the mechanism of speech
production by adjusting the synthesizer controls to provide a close copy of the
features observed in real speech signals. For example, the strategies developed to
control an articulatory synthesizer may help to reveal interesting aspects of
articulatory control during the production of natural speech (Mermelstein, 1973;

Coker, 1976; Scully, 1984; Scully and Clark, 1986).
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Interest and activity in speech synthesis by mechanical devices can be traced
back to as early as 1779 (Kratzenstein, 1782). With the development of modern
electronic technology, many current synthesis systems use computers with digital
filters or special-purpose electronic devices to produce synthetic speech. Reviews

of historical efforts and early work on various speech synthesis techniques have

Speech Synthesis

pre-recorded text-to-speech

messages /\

linguistic acoustic
processing processing

N

concatenation synthesis-by-rule

articulatory formant
synthesizer synthesizer

cascade hybrid parallel

Figure 1.2-1 Organization of the review of speech synthesis technology

been given by Paget (1930), and also by Flanagan (1972). Figure 1.2-1 illustrates
the scheme of presentation followed within this review. The right divisions in the
tree structures will be discussed in more detail than the left divisions.

Pre-recorded messages vs. text-to-speech

Applications for synthetic speech output range from single word responses
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(e.g. Wiggins, 1980) to unrestricted text to speech (e.g. Allen, 1976). Pre-recorded
messages work well for applications where the vocabulary is limited and has a
rather rigid format, such as the voice response systems used to provide rapid
telephone access to stored information (Buron, 1968; Chapman, 1971).

The techniques for processing speech signals used in pre-recorded messages
fall into two main categories: 1) analogue storage, and 2) digital storage. Although
the techniques for storing analogue signals are well established, they do not allow
flexible and optimal manipulation of speech. It becomes necessary, therefore, to
digitise speech by converting analogue signals to digits (zeros and ones) which can
then be processed accordingly. The two most important criteria of a digital storage
system are the speech quality reproduced and the amount of storage required. The
technology has yet to establish the correct balance between the two; the ultimate
objective is to reduce the storage requirements without affecting the quality of the
reproduced speech. The techniques for digitising signals can be further divided into
a) waveform coding and b) parametric coding. A waveform coder usually operates
at a speed of over 6 Kbits/sec. and can also be used to encode signals other than
speech. A parametric coder usually operates at speeds less than 6 Kbits/sec. and the
techniques employed attempt to approximate the speech signals on the basis of a
reference model for speech production. The distinction between waveform and
parametric coding is made according to whether speech signals are digitised directly
and wholly, or are first sampled and only certain signals are extracted and digitised
accordingly.

Under waveform coding, complete utterances are encoded in a manner

similar to conventional analogue speech-recording techniques, without the need of
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having any knowledge of the human vocal apparatus or language structure. Since
memory size is the major limitation of these schemes, efforts have been made to
cut down the number of bits that must be stored. Various digital speech waveform
encoding techniques have been developed. The most important techniques are pulse
code modulation (PCM), differential pulse code modulation (DPCM), adaptive
differential pulse code modulation (ADPCM), delta modulation (DM), and adaptive
delta modulation (ADM).

There is a large amount of information presented in the acoustic signal, not
all of which is necessary for the understanding of the intended message. So under
parametric coding only certain ’core’ signals are extracted, on the basis of a
predetermined model of human sounds, and are then processed further. Examples
of parametric coding techniques are channel coding (e.g. Holmes, 1980), linear
predictive coding (e.g. Markel and Gray, 1976) and formant coding ( e.g. Holmes,
1978). (see Flanagan, 1972; Rabiner and Schafer, 1976, Holmes, 1982; and Jayant,
1990, for reviews of digital speech waveform encoding).

The pre-recorded methods are able to produce highly intelligible and
acceptable synthetic speech (Schroeder, 1981) but their application is limited
because of the difficulty in providing an easily extendible vocabulary. This is
because not only must all messages be recorded and stored, but must also be of the
same quality. So pre-recorded methods have disadvantages in applications where
a large number of messages need to be generated and output information changes
frequently.

On the other hand, text-to-speech systems are capable of synthesizing speech

of unlimited vocabulary from unrestricted text input. Text-to-speech systems are
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much more attractive because of their greater flexibility and potential in a wide

range of applications.

Linguistic and acoustic processing

Abstract
Input LINGUISTIC Underlying ACOUSTIC | _, Output
Text —* | PROCESSING |~ Linguiste. = |_PROCESSING Speech

* Morphological decomposition

* Syntactic analysis

* Structural semantic analysis

* Grapheme-to-phoneme conversion
* Allophone determination

* Stress assignment

* Prosodic parameters generation
* Phonetic-to-acoustic conversion
* Parametric-to-waveform transformation

Figure 1.2-2 Two-step procedure of text-to-speech conversion

Text-to-speech conversion is usually considered as a two-step procedure
(Figure 1.2-2). First, a set of modules in the linguistic processing analyzes the input
text and converts the text to an abstract underlying linguistic description consisting
of phonemes, stress marks, and syntactic structure indicators etc.. The processing
is largely language-dependent. In the second step, a set of modules transforms this
abstract linguistic representation into a parametric representation, and then a
synthesizer is used to produce the required speech waveform by converting these
parameters to analogue signals. The present review is concerned primarily with the
acoustic processing. The descriptions of the text analysis algorithms used in
different text-to-speech systems can be found in Allen et al. (1987) and Klatt (1987)
for English, Sagisaka and Sato (1986) for Japanese, Hunnicutt (1980, 1985) for

Swedish, and Cericola et al. (1989) for Italian.
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Concatenation of coded human speech and synthesis-by-rule

Speech synthesis systems may be classified into two broad categories
according to the different synthesis strategies: concatenation of coded human speech
(parametric synthesis) and synthesis-by-rule. The concatenation approach attempts
to take pieces of coded natural speech as building blocks to reconstitute an arbitrary
utterance. This is generally characterized by the large amount of stored data that is
required where unrestricted speech is to be produced. The most widespread
analysis/re-synthesis method in use today is linear prediction coding (LPC) (Atal
and Hanaver, 1971; Markel and Gray, 1976) or multipulse LPC (Atal and Remde,
1982; Moulines and Charpentier, 1988; Lee et al., 1989). In order to get high-
quality prosodic modifications, pitch-synchronous overlap-add (PSOLA) technique
is added to the LPC system for appropriate modifications of the excitation
(Charpentier and Stella, 1986; Hamon et al., 1989). The basic units of concatenation
are short sound segments that are smaller than syllables. These short segments
(variously known as diphones (Peterson et al., 1958; Dixon and Maxey, 1968),
dyads (Sivertsen, 1961; Olive,1977) or demisyllables (Fujimura and Lovins, 1978;
Browman,1980)) contain the transitions between adjacent pairs of speech sounds,
and have their boundaries in comparatively steady-state parts of the speech signal,
representing the centres of phonetically distinct sounds. Since concatenation systems
deal with reproduced natural speech, the most immediately promising feature of
these systems is that the voice quality and pronunciation style of the original
speaker will carry over into the synthesis. The whole analysis process of LPC is
entirely automatic (some corrections may be necessary on the F, values). The

intelligibility of carefully chosen diphones can be quite high, especially with
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modern methods, such as the use of multipulse linear prediction (Atal and Remde,
1982). But a potential disadvantage of the concatenation approach is that
discontinuities may appear at the boundaries of the waveform. Furthermore, the
specification of a durational rule is a problem in concatenation systems because
lengthening and shortening of speech tend to take place during steady-state portions
of sustainable phonetic segments, whereas the demisyllable or diphone is a mixture
of portions of steady states and transitions (Allen et al., 1987, p.77). So difficulties
in imposing good intonation and rhythm may cause additional losses to naturalness.
In addition there is no simple way to change voice quality over a sentence as a
function of the context.

On the other hand, the rule based approach is much more flexible. In a
synthesis-by-rule system, rules are used to convert phonemes to allophones, govern
the transitions between the various speech segments, generate fundamental
frequency contours, provide different types of excitations for different sound
segments etc.. The number of units stored is considerably less in synthesis-by-rule
than in synthesis by concatenation. This makes synthesis-by-rule relatively simple
and attractive at the implementation stage. And it also gives more insight into the
relevant features of speech, provides more realistic modelling of coarticulation
effects, and allows greater control over style of speech, speaker variation, and
prosody than is possible with the concatenation approach. In principle, rules could
be used to model any systematic property of the human speech production process.
But the construction of rules requires extensive knowledge and in-depth
understanding of speech production and perception processes at work in a language.

The rule must take into account all the perceptually different realizations that the
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phonetic segments undergo in different environments. There are usually exceptions
to most rules and these have to be incorporated either within the rules, or in an
exception table which has to be examined first.

Articulatory model vs. acoustic model

The success of a rule-based system largely depends on having an appropriate
speech production model which attempts to account for source characteristics, vocal

transmission and mouth-nostril radiation.

At first sight, it seems essential to use a model which is a close analogue

- Muscle Force Nostril
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Figure 1.2-3 An articulatory synthesizer. (a) Schematic diagram of the vocal
tract, including a coupled two-mass vocal cord mode. (b) Network representation

of the system, with time-varying input parameters indicated (After Flanagan and
Ishizaka, 1976).
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of the human articulatory system. In such an articulatory model, the transfer
function of the vocal tract is usually modelled by a direct transmission line analog
of the distribution of incremental pressures and volume velocities in a tube shaped
like the vocal tract (Figure 1.2-3). The first dynamic articulatory synthesizer was
developed by Rosen (1958) and the first rule-based articulatory synthesizer was
built by Kelly and Lochbaum (1962). Losses, lip radiation impedance and wall
vibrations have been included in the electrical transmission line of Flanagan et al.
(1975).

Scully and Allwood have developed a composite model of speech production
for articulatory synthesis (Allwood and Scully, 1982; Scully and Allwood, 1983).
The model comprises the final stages of speech production and contains the
following sections:

1. input stage and articulatory dynamics for the lungs, vocal folds and

vocal tract articulators;

2. aerodynamics of the whole respiratory tract;
3. acoustic sources including noise, and pulse derived from the vocal
folds;

4, acoustic response of the vocal tract (filtering effects of the acoustic
tube of the vocal tract);

5. radiation loading and output stage.

Because the composite model offers the possibility of separating speaker
characteristics from linguistic messages, the two factors which are always conveyed
within the acoustic signal of speech, the model has been used to study speaker-

specific articulation patterns (Scully, 1984), simulate different speaker types (Scully,
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1985), and investigate speech signal variation (Scully and Clark, 1986).

Sondhi and Schroeter (1987) have developed a comprehensive hybrid time-
frequency domain articulatory synthesizer which claimed to be much more versatile
and of less computational complexity than Flanagan’s system (Flanagan et al.,
1975).

The articulatory synthesizer has outstanding potential for directly
incorporating the constraints that characterize the vocal mechanism. However, in
practice, articulatory synthesizers will incur considerably great computational cost
due to the great complexity of motion of the vocal folds, the interaction between
the vocal tract and the vocal folds, and the shape of the vocal tract itself. In
addition, there is no readily inferable direct relationship between articulatory
gestures and the speech signal. This indirectness would make it very difficult to
derive articulatory patterns from speech signals. Because of the complexity and lack
of data upon which to base rules, although articulatory models are theoretically
attractive and it is possible to generate fairly natural sounding speech using a
modern articulatory synthesizer (Flanagan and Ishizaka, 1976, 1978; Sondhi and
Schroeter, 1987), acoustic models (i.e. formant based models) are more widely used
in practical applications at the present time.

Source-filter theory of speech production

The design of formant synthesizers is based on the source-filter theory of
speech production (Chiba, T. and Kajiyama, M., 1941; Fant, 1960, and Stevens and
House, 1961), which is summarized in Figure 1.2-4. According to the theory, one
or more sources of sound energy are activated by the build-up of lung pressure.

Each sound source, which may be separately characterized by a source spectrum,

31



CHAPTER 1 INTRODUCTION

SOUND SOURCE OCAL TRACT RADIATION
Vi I
'XOLC"‘NG TRANSFER FUNCTION CHARACTERISTIC f————————t
~ASPIRATION SOURCE T LIP R(f) RADIATED
-FRICATION VOLUME VOLUME SOUND
VELOCITY VELOCITY PRESSURE
s(f) utn P(1)

P(f)= S(f) % T(f)% R(f)

Figure 1.2-4 The source-filter theory of speech production. The output

spectrum of a speech sound, P(f), can be represented in the frequency domain

as a product of a source spectrum S(f), a vocal tract transfer function, T(f), and

a radiation characteristic, R(f), after Klatt (1980).
S(f), in the frequency domain, excites the vocal tract which acts as a resonating
system analogous to an organ pipe. Since the vocal tract is regarded as a linear
system, it can be characterized in the frequency domain by a linear transfer
function, T(f), which is the ratio of lip-plus-nose volume velocity, U(f), to source
input, S(f). Finally, the spectrum of the sound pressure that would be recorded some
distance from the lips of the talker, P(f), is related to the lip-plus-nose volume
velocity, U(f), by a radiation characteristic, R(f), that describes the effects of
directional sound propagation from the head. A formant synthesizer is normally
made up of components to simulate the generation of several different kinds of
sound source, components to simulate the vocal tract transfer function, and a
component to simulate sound radiation from the head.

The primary sources of sound are voicing, caused by the vibration of the

vocal folds, and turbulence noise caused by a pressure difference across a

constriction. In practice, the voicing excitation in formant synthesizers is usually

modelled by representing the glottal pulse shape with some simple mathematical
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function (Rothenberg et al., 1975, Fant et al., 1985) instead of using a model of the
actual vocal folds to simulate its mechanical vibrations (e.g. Flanagan, 1972).
Recent efforts on characterizing the essential features of the voicing source
waveform for different male and female voices have led to several new parametric
models of glottal output (Ananthapadmanabha, 1984; Fant et al., 1985; Fujisaki
and Ljungqvist, 1986; Klatt, 1987; and see Allen, 1989 for a review). These models
attempt to compute the glottal airflow from parameters such as subglottal pressure,
vocal fold tension, and vocal tract shape. Voicing source models have been devised
for formant synthesizers that are intended to increase the naturalness of the output
speech by permitting a mixture of an impulse train and noise as the source
waveform (Kato et al, 1967; Holmes, 1973). The strategy is to specify a cutoff
frequency below which the source consists of harmonics, and above which the
source is flat-spectrum noise. Similar strategies for mixed-excitation synthesis have
been described by Rothenberg et al. (1975) and Makhoul et al. (1978). Turbulent
excitation can be modelled well by random electrical noise, or, in digitally
implemented synthesizers, by a pseudo-random sequence generator.

The radiation characteristic of the lips is modelled either by adding a lip
radiation filter at the end of the speech output (Klatt, 1980; Sinclair, 1987) or by
folding it into the sound sources for computational efficiency (Holmes, 1973; Klatt

and Klatt, 1990).

Cascade vs. parallel synthesizer

The filter systems in formant synthesizers simulate the vocal tract resonance
effects by either a cascade or parallel connection of resonators (Figure 1.2-5). The

first formant synthesizers to be dynamically controlled were Walter Lawrence’s
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Figure 1.2-5 The transfer function of the vocal tract may be simulated by a

set of digital formant resonators R connected in cascade (the output of one

feeding into the input of the next), or by a set of resonators connected in

parallel (where each resonator must be preceded by an amplitude control A),

after Klatt (1980).
Parametric Artificial Talker (PAT) and Gunnar Fant’s Orator Verbis Electris
(OVE ) (Lawrence, 1953; Fant, 1953). The designers of the original PAT and OVE
disagreed on whether the transfer function of the acoustic tube formed by the vocal
tract should be modelled by a set of formant resonators connected in cascade or in
parallel. The authors were in complete agreement with the theory (see Flanagan,
1957, for a discussion of the mathematical relations between the two approaches)
but disagreed on practical matters.

The cascade connection is designed to model the transfer function from

glottis to lips of an unbranched vocal tract. This configuration is theoretically

attractive for vowel generation and very economically controlling information
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because the relative formant amplitudes are automatically set at the correct level by
setting the correct bandwidths for the formants. However, this cascade arrangement
cannot synthesize satisfactory nasalized vowels, nasal consonants or any consonants
that have their main excitation point above the glottis. For the most part such
sounds require a separate filter system to be added to the cascade synthesizer, as

shown in Figure 1.2-6. Another disadvantagc of the cascade synthesizer is that

| “
c PULSE
:g;s- FORMING GATE F3 Fa Fy
. CIRCUIT
Ay MIXER |— Ky +F3 - Fe+F2 [ Fs+F1 [
NOISE
~4 FORMING 3—1 GATE
CIRCUIT
AN
L MIXER &
L Gate no N3 n2 e o = —[ﬂ
Ac Kq K‘ Kz
NOISE ;
NOISE FORMING GATE X0 K1 K2
GEN. CIRCUIT

Figure 1.2-6 The cascade speech synthesizer OVE 1I, consisting of three
separate circuits to model the transfer function of the vocal tract for vowels
(top), nasals (middle), and obstruent consonants (bottom), after Fant and
Martony (1962). Available sound sources are voicing (top), aspiration noise
(middle), and frication noise (bottom).
changes in vocal effort cannot conveniently be modelled except by actually varying
the spectral shape of the voiced excitation source.
By contrast, the parallel formant synthesizer allows control of both
frequency and amplitude of the formants. The effects of changes of glottal source

spectrum with vocal effort can be approximated by amplitude controls. An example

of a parallel formant synthesizer is shown in Figure 1.2-7. Although it can be
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difficult to use a parallel formant synthesizer to produce the correct transfer
function for some vowel like sounds due to the difficulties: in controlling the
interference between the skirts of adjacent formants and the overall spectral tilt of
the synthesized spectrum (Sinclair, 1987), it has already been demonstrated that the
parallel formant synthesizer is capable of producing a synthetic version of an

utterance that is subjectively indistinguishable from the original, when provided

voiceless : :
exditation . eﬁ;‘:ﬁm y, /<B . res g:utor
¥ As }/ - Fu ,
excitation A F top §ft and

8

mixer / ) resonator [ phase corr.
Fa——, A— . -
VOiCi\g exd"ﬂ'm F differentiator - | ) to g{:g.‘t

2
control mixer A resonator .
K BN 2__}/ Fa P )
exditation F dfferentiator

3
mixer A B *| resonator
B e S
excitation PA fixed fiter with 3
voiced i & resonators for F.
excitation fmixer 4 4 bond
Fa—1

Figure 1.2-7 The JSRU parallel formant synthesizer, consisting of four
parallel formants and a nasal formant, each excited by a variable mixture of
voicing and/or noise, after Holmes (1983).

with control signals that carefully copy the measured properties of human utterances
(Holmes, 1973). A description of the JSRU parallel formant synthesizer is provided
in section 3.2. Holmes (1983) presents arguments in favour of parallel formant
generators for practical synthesis. He summarizes the relative merits of the cascade

and parallel synthesizers as follows:
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The parallel synthesizer can use the same source/filter system to
model all types of speech sound, and so can relate the synthesized
speech to directly measurable properties of human speech without
having to decide what type of sound is produced.

For those sounds for which the cascade model is well suited (e.g.
vowels) the parallel form needs additional amplitude control
information, but the ability to vary them enables vocal effort
variations to be modelled.

Although the implementation of vowel synthesis in parallel
synthesizers is more complicated than the cascade form, the overall
complexity is appreciably less than that in a complete cascade
synthesizer with adequate separate arrangements for consonant
sounds.

No special precautions are needed in parallel synthesis to ensure that
the peak signal level is roughly similar in each formant generator. In
consequence it is easier to achieve an adequate performance in terms

of noise or quantizing error than in the cascade type.

Klatt (1972) first proposed the desirability of using a hybrid synthesizer with

cascaded formants for synthesis of sonorants, and parallel formants (with the same
formant frequency values) for synthesis of obstruents. The problems associated with
the pure cascade or parallel connection can be largely overcome by introducing
such a hybrid system, at the cost of increased complexity (Klatt, 1980, 1990;
Sinclair, 1987). Figure 1.2-8 shows a block diagram of the KLSYNS88 (Klatt, 1990)

cascade/paralle]l formant synthesizer. One of the features of this synthesizer is that
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