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Abstract

Computational methods have been used to investigate properties of the doubly
charged molecules (dications), SiFs*", 05*" and BCI*". 4b Initio electronic structure
calculations have been performed on all systems to provide information on
equilibrium geometries and ground and excited state energies. Other computational
techniques have also been used dependent on the system under study.

For SiF:*, relative product ion intensities following electron-transfer reactions
between SiFs*" and the rare gases neon, argon, krypton and xenon have been
rationalised using a combination of ab initio electronic structure techniques and
Landau-Zener reaction window theory. The calculations show that the
experimentally observed products derived from the dications (SiF;", SiF," and SiF")
require the ions in the dication beam to be present in three different electronic
states. The predicted and experimental product ion distributions, given this energy
distribution, are in very close agreement. The combined computational approach
adopted in this study is valuable for large molecular systems where the reactant
molecules have several degrees of freedom and adopt markedly different
equilibrium geometries depending on the degree of ionisation.

The theoretical study of the ozone dication Os* was prompted by experimental
studies into the double ionisation of neutral ozone. No stable O;*" ions were
detected in the experiments and this study determines a possible mechanism for the
rapid dissociation of the ozone dication upon formation via double ionisation of
neutral Os. The dication ground singlet state is found to have a linear equilibrium
geometry that is stable with respect to dissociation to O* and O,". However at the
Franck-Condon zone for formation of O;2* from the neutral molecule the singlet
potential energy surface intersects with a dissociative triplet state. It is proposed
that crossing to this dissociative triplet state can account for the absence of any
long lived O5*" ions in the electron impact mass spectrum of ozone.

For BCI* state averaged complete active space, SA-CAS, calculations have been
used to determine the stabilities of the ground electronic state and 34 excited
states. Vibrational level energies and tunnelling lifetimes have been determined for
those states found to be quasibound. The majority of the states are found to be
unbound, and of the bound states the ground 'Z” state has the largest barrier to
dissociation at 2.57 eV. Nine other excited states are found to be quasibound,
although crossing to unbound states through strong spin orbit coupling is likely to
reduce the lifetime of these states. The long lifetime of the ground state and the
presence of other low lying quasibound states suggest that BCI** could be made
and studied successfully in electron ionisation experiments.
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Chapter 1

Introduction

1.1 Introduction

In this thesis ab initio computational calculations have been used to investigate
properties of the doubly charged molecules SiFs**, 0s** and BCI*". For SiFs** the
calculations have allowed the interpretation of experiments investigating the
collision between this doubly charged molecule and rare gas atoms. The O;*'
molecule decays rapidly when formed experimentally, and computational
investigations are used to discover a likely decay pathway for the molecule. BCI**

has not been studied experimentally and the calculations are used to predict its

likely stability when BCl is doubly ionised.

Singly charged positive ions have been studied extensively [1] and there exists a
substantial amount of data on many of these species. Doubly charged positive ions,
dications, due to the relatively high energies required for their formation and an
inherent instability complicating experimental studies, have only recently been
intensively studied. Hence, the amount of information on dicationic properties is
relatively small compared to that on singly charged ions, although it is increasing
rapidly due to advances in experimental techniques and an increased interest in

dicationic properties.

Experiments on highly reactive or unstable molecules, such as dications, are often
complicated and the experimental information obtained can be limited or
complicated to interpret. Computational studies can be particularly useful for these
experiments, providing information on molecular properties to aid the experimental
set-up and also in interpreting inconclusive experimental results. The calculations
performed for the studies in this thesis are geared toward the interpretation of
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particular experimental results concerning dications and show the power of a
combined experimental and computational approach to solving problems in

chemical physics.

1.2 Computers and Chemistry

In the past two decades, the computational prediction of chemical properties has
become an increasingly powerful tool for work in chemistry, producing a shift in
emphasis away from chemistry being a purely experimental subject. The increasing
power and reduced cost of computers has encouraged theoretical chemists and
later physical, organic and inorganic chemists to use and develop sophisticated
computational techniques. The subject of computational chemistry has become
distinct from theoretical chemistry as it uses known theory to develop computer
software to solve chemical problems. Computational chemistry is performed on all
sizes of computer from desktop personal computers and workstations up to super
computers. The size of the system under study or the required accuracy of the
results is the guiding factor for which computer to use, but cost and the time
available are also important. Generally, personal computers are not powerful
enough to perform sophisticated calculations but they allow graphical
representations of the results of calculations, manipulation of data and restricted
calculations which can be used as a starting point for subsequent larger
calculations. Workstations costing a few thousand pounds can be used for almost
the entire range of computational chemistry and have become widely used by many
research groups. Also, by linking several workstations together it is possible to

achieve as much computational power as larger mainframes without the large cost.

Supercomputers, costing millions of pounds are at the top end of computational
power and are used for studies on particularly large systems of thousands of
molecules or to obtain results to very high accuracy. Such results can then be used

as benchmark figures for subsequent studies. The power of supercomputers also
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means that they can have hundreds of different users and each user can then use a
small fraction of the computing power for smaller, but still sophisticated,
calculations. Computational chemists are amongst the largest users of super
computing time and some of the leading industrial companies own the most

powerful machines in order to serve the chemists’ needs.

1.2.1 Types of Calculation [2-4]

Single molecules: calculations on a single molecule can in principle give
information on almost any physical observable. Molecular properties that are
typi‘cally calculated include stable geometries (i.e. bond lengths and angles),
barriers to internal rotation about bonds, vibrational frequencies, electron
distribution, ionisation potentials, electron affinities, dipole moments and spin orbit
coupling constants. The software to calculate these properties is often provided as
a single package containing a suite of different programs. The packages used for
the calculations in this thesis are capable of calculating many of the properties

given above and are described in Chapter 2.

Molecular Assemblies: when calculations are performed on a large number
of molecules, particularly solvent molecules, it is possible to determine
thermodynamic properties, such as enthalpies, free energies, heat capacities and
equilibrium constants. The binding energy between small molecules can be
determined, as can partition coefficients, ionisation constants, potentials of mean

force and free energy as a function of a particular co-ordinate.

Molecular reactions: The calculation of absolute rate constants for
chemical reactions performed on a macroscopic scale is beyond the capability of
computational chemistry, but it is possible to gain an idea of relative rate constants

and the structure of transition states. Solvent effects in simple reactions have been
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determined and the behaviour of macromolecules over time of a few hundred

picoseconds.

1.3 Properties of doubly charged ions

Molecular ions with two ﬁbsitive charges, dications, are thought to play a role in
atmospheric chemistry[5], combustion chemistry[6] and in the interstellar
medium[7]. There is also interest in dications because small molecular dications
display unusual bonding properties. Experimental studies of dications are difficult
though, due to their high reactivity and the short lifetimes of many of their
electronic states, and hence the information that can be obtained by experimental
studies is often limited and hard to interpret[8]. Studies have also tended to
concentrate on diatomic dications, although recent advances in experimental

apparatus have allowed triatomics and larger dications to be studied in detail [9].

1.4 Stability of Dications

Molecular dications are energy rich species with the two positive charges
producing an internal energy of 20-30 eV. The coulomb repulsion between the two
positive charges would be expected to result in rapid fragmentation of the
molecular dication and indeed a large number of dications are highly unstable,
dissociating to two singly charged ions and, in some cases, additional neutral

molecules, Eqns 1.1 & 1.2.

XY - X' + Y 11

XY22+—> X HY +Y 1.2

However, a significant number of molecular dications with long-lived electronic
states do exist, the first long-lived molecular dication, CO*, being observed in

1930 [10], and many more have been observed and studied since [11-16].
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Molecular dications are often detected in mass spectrometric studies in which the
ions must survive for at least 1 x 10 s in order to be observable. Thus the ions
must possess at least one electronic state which has a barrier with respect to
charge-separating dissociation, Eqns 1.1 & 1.2. These electronic states often lie at
energies above the charge-separation asymptote and are thus termed metastable. In
Figure 1.1 a typical metastable dication potential curve is shown, along with a

purely repulsive curve and a stable bonding curve for comparison.

repulsive curve

metastable curve

’

stable curve

r

Fig 1.1 Plot of repulsive, metastable and stable potential curves. Bond length, r, is plotted on
the x axis and the energy, E, on the y axis.

There are two theories currently proposed to account for the metastability of
molecular dications. The first theory considers metastable states to arise from an
avoided crossing between an attractive electronic state converging to a fragment
dication plus neutral, (X** +Y), and a purely repulsive state correlating to the
charge separation asymptote, (X' + Y"). This is shown schematically in Figure 1.2.
An alternative explanation is proposed by O’Neill and co-workers from
computational studies of F,>": the potential curves for the F,** dication were found

to be well reproduced by combining the well-established curves of isoelectronic O,
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with a coulomb repulsion [17]. From this, they proposed that dication states can be
pictured as arising from the combination of an ordinary chemical binding potential
and the constituent ion Coulomb repulsion potential. Thus metastable states will
exist when the chemical bond is strong enough to overcome the repulsion of the
two positive charges. But, studies on some heteronuclear diatomics such as HCI**
have shown that the positive charges can both reside on one atom at small

internuclear separation [18], the additive model is thus inappropriate for these

systems and they are better described by the avoided crossing theory.

x2+ + Y

1X-Y)
Fig 1.2 Schematic potential energy curves showing a metastble dication state arising from the

avoided crossing (dashed lines) of potential energy curves which correlate with the
charge separated X* + Y* and neutral loss X** + Y asymptotes.

1.5 Experimental studies of dications

Although many dications have been detected experimentally, detailed studies of
their electronic structures are hampered by the dication’s high reactivity, short
lifetimes and limited accessibility of electronic states suitable for high resolution

studies. Laser spectroscopic studies have provided detailed information on the
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structures and energetics of many monocations [19] but similar studies on dications

are limited to only a handful of molecules.

Metastable electronic states of N,>* have been studied with rotational resolution by
laser predissociation spectroscopy [20-26]. This technique detects photoabsorption
between metastable dication electronic states by monitoring the fragment ions from
the photoinduced unimolecular charge separation of the upper state as in

equation 1.3.

NoZ'(X) + v — N2'(4) > N* + N* 13

No other dications have yielded such detailed information on their excited
electronic states from spectroscopic studies although recently the first high
resolution IR laser predissociation spectra of DCI** have been recorded, which
resolve several vibrational levels [27]. The carbon monoxide dication has been
studied with vibrational resolution [15] and the dications NO** and CF* are
thought to be good candidates for spectroscopic studies, but as yet no spectra have

been recorded [28,29].

Experimental information on the electronic structure of three and four atom
molecular dications is less detailed, with most information obtained from collisional
studies, and some from threshold electron spectroscopy experiments. These
techniques provide information on electronic energy levels and their stability,
double ionisation potentials and kinetic energy release, and are described below.
Collisional studies are discussed in detail in Chapter 3. Larger polyatomic dications
have only been studied by analysis of the fragmentation products observed upon
double ionisation of the neutral [30,31]. These studies determine the double
ionisation potential, kinetic energy release and fragmentation pathways of the

dication.
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1.6 Experimental Techniques

Many techniques have been developed to study dicationic molecules and their
reactions, and a detailed discussion of all these techniques is beyond the scope of
this thesis. But, as the experimental studies of the dications SiF;*" and O3>" are
relevant to the calculations described in Chapters 3 & 4, some discussion of the
techniques used in these studies is given below, along with descriptions of some of

the current state of the art techniques for high resolution studies of dications.

1.6.1 Dication formation

The experimental studies of dications commonly form the ions by one of three

different methods:-

@) Electron-impact ionisation forms the ions by passing the neutral molecules
through a region where they collide with fast moving electrons and the
impact ionizes the molecules.

(i)  Photoionisation uses a photon of a known energy to ionise electrons from
the molecule.

(iii) Collisional ionisation forms the ions by colliding the neutral molecules with
high energy ions.

As well as the dications that are desired, these processes often form many other

ions such as singly or triply charged species and also charged fragments of the

precursor molecules, as the high energy processes are capable of breaking up the
molecules as well as ionising them. The required dications are extracted from these
other ions by mass spectrommetric techniques that separate the ions by their mass
to charge ratio. The experimental studies of SiFs>* and Os** both form the ions by

electron impact ionisation.
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1.6.2 Time of flight mass spectrometry

Many dication experiments use the mass spectrometric technique of time of flight
mass spectrometry. This technique identifies ions by the length of time they take to
travel a set distance within the mass spectrometer. Ions are accelerated by passing
them through a controlled potential difference and their resulting velocity is
dependent on the ion’s mass to charge ratio. The ions produced in the SiFs*'

experiments are identified and studied by time of flight spectroscopy [32].

1.6.3 Coincidence techniques

In the mass spectrometric study of doubly charged molecules, identifying the ions
by their mass to charge ratio encounters problems for a doubly charged diatomic
such as N,**, as the parent dication has the same mass to charge ratio as the
fragment ion N'. The signal for N;** then overlaps with any N* signal, making it
hard to obtain useful information on the dication. To overcome this problem
coincidence - techniques have been developed to study molecular dication
dissociation [33]. Coincidence techniques are used in time of flight mass
spectrometric studies and measure the difference between the flight times of
selected dissociation products of an unstable dication. These techniques are used to
study both- electron ionisation and photoionisation of the neutral molecule.
Coincidence experiments yield information on the dynamics of the double
ionisation process, electronic information on the dications and fragmentation

pathways.

1.6.3.1 Ion-Ion Coincidence and PIPICO
In an electron impact time of flight mass spectrometer the ion-ion coincidence

technique [34-36] is used to investigate the following dissociation process.

e+XY > XY +3e X +Y +3¢ 14
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Ion pairs detected within a certain time of each other are assumed to both be the
dissociation products of the same molecule. From this technique, the kinetic energy
release upon dissociation can be determined, as well as branching ratios for various
dissociation routes and the mechanism of the dissociation reaction. The ion-ion
coincidence technique is used in the 05" experiment (see chapter 4), identifying the
dications dissociation products and determining the double ionisation potential and
kinetic energy release [37]. Where the dication is formed by photoionisation the
technique is called photoion - photoion coincidence (PIPICO) [8,38-40]. These

techniques have the advantage that the energy of the ionizing photon is known.

1.6.3.2 PEPIPICO

As the ion-ion coincidence énd PIPICO experiments measure the time of flight
difference between fragment ion pairs, when these two particle coincidence
techniques are applied to ion pairs of equal mass the time difference is zero and the
identity of the ion pair cannot be determined. Also, complex polyatomic dications
may have a number of fragmentation channels that yield ion pairs with the same
time of flight difference, so the ions are not unambiguously identified. For such
cases, triple coincidence techniques have been developed which, as well as the
fragment ion pair, also detect one or more of the ejected electrons. These
photoelectron - photoion - photoion coincidence (PEPIPICO) [41,42] techniques

record the actual ion flight times, thus allowing the fragments to be identified.

1.6.3.3 TPEsCO

When forming dications by photoionisation techniques, if the photon is of the
correct energy to doubly ionise the neutral species and form the dication exactly at
a specific electronic state then there is no excess energy to go into the kinetic
energy of the ejected electrons, so the photoelectrons detected will have zero
energy. This Threshold Photo Electrons COincidence, TPEsCO, technique [43]

detects the pair of ejected electrons whilst the ionising photon’s energy is varied
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scanning for zero energy electrons. This technique provides information on the
elegtronic energy levels and some vibrational levels. The resolution of this
techﬁique is limited by the choice of zero energy actually being as close to zero as
is feasible with the experimental set-up. The closer to zero energy, the higher the

resolution of the experiment but the weaker the electron signal that is detected.

1.6.4 DFKER

Due to the thermal motion of the parent molecule, the results of experiments using
the techniques described abéve suffer from Doppler broadening which limits the
energy resolution of the kinetic energy release spectra. However, using the
technique Doppler Free Kinetic Energy Release spectroscopy (DFKER) [44] the
Doppler broadening is eliminated through simultaneous measurement of both
fragment ions energies. The kinetic energy release spectra recorded contain
vibrational fine structure and this techni(jue allows detailed investigation of the
electronic and vibrational states of the dications, DFKER has been used to study

the dications N2>*, 0,%" and NO** [12,45,46] .

1.6.5 Double charge transfer

Another method used to investigate dications is the Double Charge Transfer
(DCT) technique [47], where a monocation, P*, is collided with the neutral, AB at
keV energies. In the reaction

P++AB—)P.+AB2+ 15

the anion P" is monitored, and providing the transition P* — P is well understood,
kinetic energy analysis of the anion gives concise information about the various
electronic states of the dication AB*". Unfortunately the DCT techniques can only
be applied to neutral molecules which exist as bulk compounds and the dication is

only probed indirectly as it is the anion P” which is detected.
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1.6.6 Collisional studies

As well as probing the properties of the isolated dication, experiments have
recently been developed to investigate the reactions of dications upon collision
with neutral species [48]. The early studies focused on the collisions between co*
and rare gas atoms at high collision energies (keV) in conventional mass
spectrometers [49-52]. However, for a more chemically realistic study, lower
collision énergies (eV) need to be employed requiring specialist spectrometers [9].
The collision studies using rare gases observe an electron-transfer reaction
occurring where the dication strips an electron from the rare gas. The electron-
transfer reaction is discussed in more detail in Chapter 3 which investigates
collisions between the dication SiFs>* and rare gas atoms. In the collision reaction
with neutral molecules bond forming reactions have been observed. A wide variety
of dications have been found to form chemical bonds upon low energy collisions

with D, and O, of which typical reactions observed are:
CF* +D; - DCF," + D"
CF;* + D, —» DCF;" + [F + DI
OCS*+D, > DS"+[D+0+CJ
CF* +0, > CO"+[F+0]".
The reactions occur more readily with D, and recent analysis has determined that

reactions with D, occur via hydride, D", transfer from the neutral molecule to the

dication [9].

The SiF;*" experiments investigate the charge transfer reaction that occurs between

the SiFs** dication and rare gas atoms and are described in more detail in chapter 3.

1.7 Ab initio calculations on dications
Computational studies of dications require sophisticated quantum chemistry

calculations due to their unusual bonding properties. The formation of the potential
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wellA due to competition between an ordinary bond and electrostatic repulsion, as
described earlier, complicates calculations as the coulomb component is described
very accurately by the ab initio calculations, but tlhe chemical bonding term is
described with less accuracy. In neutral systems the error in the bonding potential
is tolerable, but in dications the coulomb term cancels most of the binding energy,

thus the error is magnified as it is now a larger fraction of the well depth [53,54].

Although the error in the ab initio calculations of the dication potential curves is
small it can result in the barrier heights and widths being underestimated, with the
result that experiments have observed vibrational levels for dication electronic
states above the highest predicted by calculation [53]. In addition, underestimating
the barrier width resulted in calculations on N,** predicting that the predominant
decay route for certain electronic states would be tunnelling through the potential
barrier [55]. Subsequent high resolution experiments on N;** though, determined
that the electronic states actually decayed via crossing to other electronic states
[20], indicating that the tunnelling lifetimes, and thus the barrier widths, were
greater than the calculations suggested. But high level calculations on dications do
achieve good agreement with experimental transition frequencies and equilibrium
bond lengths [55-57], and the discrepancies described above are only noticed in
detailed comparisons of calculation and experimental results. The information
gained from computational studies of dications is still of great use for studying

dication properties and as a guide to experimental studies.
1.8 Chapter Summaries
1.8.1 Molecular electronic structure theory

The basic principles behind the current molecular electronic structure theories and

how they are applied in computational calculations are presented in Chapter 2. The

21



software packages used for the calculations performed in this thesis are discussed

along with the computational resources used.

1.8.2 Electron transfer reactions of the SiF;** dication with the rare gases
neon, argon, krypton and xenon
Recent advances in experimental techniques have allowed the reactive prdperties of
some dications to be studied mass spectrometrically. Typically, dications are found
to undergo a charge transfer reaction where the high positive charge of dications
can strip an electron off-a neutral species. Experimental studies of the charge
transfer reactions of OCS*, CO,** and SiF,”" with rare gas atoms found good
agreement with the current theories to model the charge transfer reaction and the
experimental results. However, the experimental results for SiF;>* were found to

show marked discrepancies from the theory predictions [58].

In Chapter 3, ab initio calculations of the equilibrium geometries and excited state
energies of SiF;* and SiFs*" provide vital information for use in Landau-Zener
calculations. These calculations are used to predict the experimental product ion
yields following the reaction of SiFs** with the rare gases, and good agreement is

found with the experimental results.

1.8.3 On the dissociation of the ozone dication

Dications are thought to play an important part in atmospheric chemistry, and so
the dication of ozone, 0:*, is likely to be important in the atmospheric ozone
cycle. However, recent experiments to form Os** by electron impact ionisation did
not de’tect any O3>, only the dissociation products O," and O, showing that any

dications produced are formed in an unstable state with lifetimes < 10% s [36].

In Chapter 4, ab initio calculations on the ground singlet and first excited triplet

states are used to create potential energy surfaces for the ozone dication
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dissociating to O," and O'. From these surfaces, a dissociation mechanism is
proposed: where the ozone dication rapidly crosses from a quasibound singlet state
to weakly bound triplet state. The singlet and triplet states are found to lie close in
energy at the geometry at which the dication is formed in experiments; the
calculations suggest that forming the dication via single ionisation of Os" could

result in long lived O;*" ions.

1.8.4 An ab initio study of the structure and stability of low lying electronic
states of the dication BCI**
The BCI** dication has not been studied experimentally, so in Chapter 5 a series of
ab initio calculations are performed on the dication to provide information on its
likely stability to aid possible experiments. Potential curves of the 35 electronic
states that dissociate to first six dissociation asymptotes of BCI** have been
calculated, and the molecular orbital configurations that make up the electronic
states are determined. The calculations suggest that BCI** ions should be
observable in mass spectrometric studies due to the presence of metastable
électronic states and some discussion of the possible origin of this metastability is

undertaken.
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Chapter 2

Molecular electronic structure theory

2.1 Introduction

Modern electronic structure theory has become a powerful tool for the solution of
many chemical problems, often enabling the determination of molecular properties
that can be very difficult or impossible to probe experimentally. The use of
computers is essential to most modern work with different techniques available
allowing the accuracy of the calculations to be balanced with computational

resources available.

Studies on large molecular systems may use techniques such as Extended Hiickel
Theory [1] that employ extensive approximations to produce a simplified
description of the system under study; here the interaction between electrons in
different orbitals is not calculated but replaced by an experimentally determined
constant. For smaller systems the more accurate ab initio computational
techniques can be used; here an attempt is made to solve the Schrodinger equation
from first principles, treating the molecule as a collection of positive nuclei and
negative electrons moving under a coulomb potential. In these methods some initial
approximations are made. The first is the Born-Oppenheimer approximation in
which the motion of the nuclei is considered to be so slow (relative to electronic
motion) that it has no effect on the motion of the electrons (i.e. the electrons move
in the potential field of the fixed nuclei). Also relativistic effects are ignored, the
particles are influenced only by electrostatic forces. In the ab initio techniques the
important aspect is that the molecular properties are calculated without using any
prior knowledge of the species’ chemical behaviour. Unfortunately ab initio studies

require large calculations but with the power of modern computers molecular
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systems of tens of atoms can be studied to a very high accuracy and calculations on

three to five atom molecules are routine.

Underlying many of the computational techniques is the Variation Principle [2]
which states that so long as the equations used to model the systems under study
conform to certain rules fhen an approximate wavefunction used to calculate the
energy of a system will never give a value lower than that possible with the
‘perfect” wavefunction. This principle is important to many of the techniques in
computational chemistry because with the power of modern computers it is
possible to create highly flexible wavefunctions with literally thousands of
variables. If the wavefunction conforms to the Variation Principle then providing
there is sufficient computer power to efficiently vary all the parameters in the
wavefunction it is possible to come close to the ‘perfect’ wavefunction and obtain

highly accurate results.

2.2 Hartree-Fock equations

The Schrédinger equation, Eqn 2.1, provides a theoretical basis for determining the
properties of almost any chemical system, but an exact solution of the equation for
a system with any more than one electron is not possible due to the complication of
solving the electron-electron interaction. However, computational techniques have
been developed that are able to give very detailed and reliable numerical solutions

to the Schrédinger equation for many systems.

HY = E¥ 21

Douglas Hartree originally introduced these techniques before the advent of
computers [3] then they were subsequently modified by Vladirher Fock to correctly
account for the Pauli exclusion principle [4], hence they are known now as

Hartree-Fock equations.
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The full derivation of the Hartree-Fock equations from the Schrodinger equation is

non-trivial [2] and has the Schrédinger equatioh expressed as

HSCF¢i =&, 22

where H° is in the form necessary to be used in the Self Consistent Field
equations described later, and ¢; are the one electron molecular orbitals. H°"

contains the kinetic and potential energy terms of the system and is given by
HSCF:{HN+ZJ_Z K} 23
i j

where H" describes the electrons moving in the electronic field of the nuclei, and J

and K represent the electron / electron interaction.

In »J J is a shorthand notation for the coulombic repulsion between two
elect]rons in orbitals ¢; and ¢; where the second electron is represented as a
spherical charge distribution; the fully expanded form of J is given in Eqn. 2.4. The
second summation term 2' K is performed over pairs of electrons with the same

i
spin and is necessary so that. the equations obey the Pauli exclusion principle.

Again, X is shorthand notation, the expanded form of K is given in Eqn. 2.5.
24

J,.¢i(1)=( [ ¢§(2)ridv2J¢i(1)

1 2.5
K. (D)= ( j o; (Do, (2)r_dv2)

’

The }° K summation is generally called an exchange term and is purely a quantum
mech;nical artifact with no direct classical analogue, although it can be thought of
as a modification of the coulomb potential to take account of like spin electrons’
increased tendency to avoid each other. In Eqn. 2.4 J is described as ‘local’
because the calculation of Ji$; requires the knowledge of ¢; only at a single point in
space, whereas K is ‘non-local’ because Kjpi has ¢; within the integral so a

knowledge of ¢; over all space is required.
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2.3 Self Consistent Field Calculations

In the Hartree Fock form of the Schrodinger equation, Eqn. 2.2, a description of
the molecular orbitals of the system, ¢, is required to solve the equations and
obtain the energy of the molecular system. This introduces a problem because to
obtain an accurate energy, accurate molecular orbitals for the system are required,
but before performing calculations on a system it is not possible to know what the
accurate orbitals of the system will be, as they are an integral part of the results
expected from the calculations. To address this problem an initial guess of the form
of the molecular orbitals is made to act as a starting point for the calculations.
Then, using an iterative process a cyclical series of calculations gradually improves
the molecular orbitals, and thus the energy, until the energy difference between

successive calculations is within a specified limit.

The general scheme can be neatly represented as the sequence below.

Start, 1 Guess initial molecular orbitals,
Y=¢1, P2 $3 ... Pn
2 Solve Hartree-Fock equation for ¢, in the field of

electrons in ¢, @s ... ¢n

3 Obtain ¢'1, ¢z, 3 ... ¢n
4 Solve Hartree-Fock equation for ¢, in the field of

electronsin ¢';, @3 ... ¢n

5 Obtain ¢'s, ¢'s, @3 ... ¢a
6 Repeat process to find ¢'1, ¢'>, ¢'s ... ¢'n
7 Compare ¢;, ¢2, ¢3 ... Pn
with ¢'1, ¢ ¢'s ... P’
8 If difference is small and within set limits end

cycle, otherwise let ¢, = ¢, repeat steps 2 to 8
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In its simplest form the Hartree-Fock equation can only be used on closed shell
systems where all the electrons are paired, this is called Restricted Hartree-Fock,
RHF, theory. To allow calculations on open shell systems the more sophisticated
Unrestricted Hartree-Fock, UHF, theory uses two sets of orbitals, one representing
the alpha spin electrons and the other the beta spin electrons. Each set of UHF
orbitals is represented by a different spatial wavefunction, thus unpaired electrons
are created by occupying one spin molecular orbital and not its corresponding
opposite spin orbital. Paired alpha and beta spin orbitals correspond to the doubly
occupied orbitals of the RHF system. Unfortunately the UHF wavefunction for a
given system contains contributions from higher spin states of the same symmetry,
a problem called spin contamination. Energies obtained from UHF calculations can
sometimes be more negative than a corresponding RHF calculation, thus creating
difficulties if the neutral and ionized versions of a molecule need to be compared.
To counter the problem of spin contamination in open shell calculations the
Restricted Open shell Hartree-Fock, ROHF, method has been developed; here the
doubly occupied orbitals are constrained to be identical for alpha and beta spin

preventing the mixing of higher spin states.

2.3.1 Molecular orbitals
In producing a molecular wavefunction, ¥, to adequately describe the molecular
system under study, accurate molecular orbitals, ¢, are required. ¥ represents the

molecular wavefunction,

¥=6,0,05..-0, 26

where each ¢; can be considered as a three dimensional function which determines
the properties of an individual electron in the molecule. There are certain
constraints necessary on ¥ in Eqn 2.6. The Pauli Exclusion Principle tells us that

the total wavefunction must be anti-symmetric, change sign, upon the interchange
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of any two electron co-ordinates as the electron has a spin of 2. To conform to
these requirements W is expressed as a Slater determinant where the columns for
the determinant are single electron wavefunctions, orbitals, and the rows are the
electron co-ordinates. Expressing ¥ is in the form of Eqn2.6 is short hand
notation for the leading diagonal of the Slater determinant (i.e. ¥ is not a simple

product wavefunction).

In most ab initio studies the molecular orbitals are unknown and are created using
a linear combination of known atomic orbitals, the LCAO method. Using the

LCAO method each molecular orbital, ¢;, can be written as

b, =D Caxu 2.7
k

where xx is a one electron atomic wavefunction and C an expansion coefficient
which describes the extent of the contribution of the atomic orbital to the
molecular orbital. Bonding molecular orbitals are created when the atomic orbitals
add constructively, increasing the electron density between the atoms. Conversely,
anti-bonding molecular orbitals can be formed when the atomic orbitals sum
destructively reducing the electron density between the atoms. So for the simple
case of a molecular orbital, ¢, created from the combination of a 1s atomic orbital
on atom A, xi{(4), and a ls atomic orbital on atom B, y1(B), the bonding
molecular orbital would be '

¢ =Cx,,(4) +Cyx,,(B) 2.8

and the antibonding molecular orbital would be
¢ = Clxls(A) - C2X]s (B) 29

The extent to which atomic orbitals will interact, constructively or destructively, is
governed by the overlap between the orbitals, the overlap integral S. For two

orbitals y(4) and x(B)

8 = [x(Ayx(B)dv 2.10
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and in some cases simple formulae can be written for overlap integrals, for example

for two hydrogenic 1s orbitals on nuclei at a separation R

2
S={1£+1[ﬁj } 21
a, 3\a,

Here Z is the nuclear charge and a, the Bohr radius, (5.292 x 10! m). For two 1s
orbitals at the equilibrium bond length of Hy", 1.06 x 10" m, [5] S = 0.59, which is
unusually large, generally for higher lying atomic orbitals S is in the range 0.2 to
0.3. The extent to which orbitals overlap is obviously dependent on separation but
also on the energy of the orbitals and their symmetry. Only orbitals of the same
symmetry can overlap and also the greater the energy difference between the
orbitals the smaller the overlap. Also, the more terms in the molecular orbital
expansion, Eqn 2.7, the more flexible the wavefunction and so by the vaﬁation
principle an infinite expansion would give an energy which is the largest negative
number possible for the SCF process, this energy is commonly called the Hartree-

Fock limit.

2.3.2 Atomic orbitals and basis sets

By creating the molecular orbitals from a combination of atomic orbitals in the
LCAO method described above it is obvious that the atomic orbitals used are
important. The most sensible atomic orbitals, xx, to use in the molecular orbital
expansion are the exponential functions suggested by Slater [6]. These Slater type

orbitals, STO’s, have the form,

Xk = Cerlm 2.12
where C is a normalising constant, Y}, a spherical harmonic function describing the
angular dependence of the orbital and  is the orbital exponent. STO’s are used
because they describe the atomic orbitals in the exact solution of the Schrédinger

equation for the hydrogen atom. But integrals involving exponentials of the form

present in STO’s are at best expensive computationally and at worst can be

34



intractable for molecules, so Gaussian functions are actually used in calculations.
The use of Gaussian functions was suggested by Boys [7] because they are more
practical for computer calculations being easily and effectively evaluated and
efficient routines exist for the analytic evaluation of integrals over Gaussian

functions.

Wavefunctions created from either Gaussian type orbitals (GTOs) or STO’s have
the same angular dependence (i.e. s, p, d, etc.) and thus GTOs and STOs differ
only in their radial part. The Gaussian radial dependence has the form exp(-ar’)
which is a poor description of the atomic orbital both near and far from the
nucleus. To produce a satisfactory atomic orbital several Gaussian functions are
combined to give a best fit to an STO, and it is found that the ratio of the number
of Gaussians to the number of STO’s required to obtain comparable accuracy is
not very large. Although four Gaussians are needed to obtain energies within 10
hartrees, (0.002 eV), of the exact energy of the hydrogen atom, for atoms further
down the periodic table the ratio is reduced i.e. for argon the ratio is around

26:1.

The set of atomic orbitals used in a calculation is called the basis set. The use of
basis sets is essentially another approximation used in ab initio methods.
Expanding an unknown molecular orbital as a set of known atomic ofbitals, as
described above, is not an approximation if the basis set is complete but a complete
basis is one that is infinite. To use an infinite number of functions in actual
calculations would be impossible so a compromise is made, balancing the size of

the basis with computational resources.

As well as representing the occupied atomic orbitals on an atom extra functions are
often added to a basis set to improve the accuracy of calculations, these are
polarisation and diffuse functions. Polarisation functions are atomic orbitals of a

35



higher angular momentum than is normally occupied on an atom, so p type orbitals
on hydrogen or d orbitals on p-block elements, f orbitals on d-block etc. The
polarization functions are important as bonding between atoms often involves
contribution from higher lying orbitals. Also, the asymmetry in the charge density
around an atom that is introduced by the presence of other atoms cannot always be
described properly without the flexibility provided by polarisation functions.
Diffuse functions are functions with small exponents and are needed for systems
with loosely bound electrons such as anions or excited states or for determining

properties such as polarisability.

There are many different basis sets available for use in ab initio calculations, often
with distinctive names that outline the complexity of the basis. The simplest basis
sets are the STO-nG series where the name means Slater type orbitals consisting of
n Gaussians (8]. The STO-nG are called a minimal type basis as they only use one
STO for each atomic orbital. An STO function is not actually used; as mentioned
above the STO is created by fitting n Gaussian functions to it. Basis sets with
n=2 -6 have been derived but it was found that using more than 3 Gaussians
gives little improvement and the STO-3G basis was the most widely used of this
type. However, computers today are so fast the minimal basis set calculations have

been superseded by more sophisticated basis sets.

Basis sets using two STO’s to represent each atomic orbital is the obvious way to
improve the flexibility of the basis. These are called double zeta (DZ) type bases,
the term zeta comes from the exponent in the STO function, Eqn. 2.12, which is
often represented by the Greek letter zeta, (. If there are three STOs are used per

atomic orbital then the basis is called a triple zeta (TZ).

As chemical bonding occurs between valence orbitals, increasing the flexibility of

the description of core orbitals close to the nucleus is not as important as
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improving the description of the valence orf)itals. To account for the importance of
valence orbitals a variety of basis sets are available that use two STO’s for the
valence orbitals and one for the core orbitals, these are called split valence basis
sets (technically these are valencé double zeta bases: there are also split valence
versions of TZ basis sets called triple split valence). The split valence basis sets
have the general name k-nlmG where k is the number of Gaussians representing
core orbitals and nlm représents both how many STO functions the valence orbitals
are split into and how many Gaussians are used for their representations. If there
are two values after the hyphen, i.e. nl, then it is a split valence basis set and if
there are three values, i.e. nlm, this is a triple split valence basis. An example of a
split valence basis set is 6-31G, here the core orbitals are described by one STO
approximated by 6 Gaussians and the valence orbitals by 2 STO’s created from 3
and 1 Gaussian functions respectively. A triple split valence basis set is 6-311G
where again the core orbitals are represented by one STO created from 6
Gaussians but the valence orbitals are three STOs created by 3,1 and 1 Gaussians

respectively.

The addition of diffuse and/or polarization functions to split valence basis sets is
indicated by symbols added just before or after the G. The general notation for
diffuse orbitals is to use a + or ++ before the G as they are usually s or p functions,
the first + indicates one set of diffuse s- and p- functions on heavy atoms, the
second + shows diffuse s- functions added to hydrogen. Polarisation functions are
either written explicitly in brackets after the G or as one or two *. The 6-31G** is
identical to 6-31G(d,p) both representing d polarisation functions on heavy atoms
and p on hydrogen. In the brackets the heavy atom polarisation functions are

written first then the hydrogen polarisation functions after the comma.



2.3.3 Contracted basis sets

Valence electrons are more important in chemistry than the core electrons but as
they contribute little to the energy, optimizing the energy of the system will not
effectivel& optimise the valence orbitals. Thus an energy optimized basis set which
gives a good description of the valence orbitals needs to be very large. But in a
large basis the majority of the functions are used to describe the energetically
important but chemically uninteresting cére orbitals. To minimize the
computational effort used to calculate these ‘uninteresting’ core orbitals the

method of basis set contraction was introduced by Clementi [9] and Whitten [10].

A typical basis set for carbon may have 10 Gaussian s functions, six of which
describe the 1s orbital, three describe the ‘inner’ part of the 2s orbital and the
remaining orbital actually describes the chemically important ‘outer’ region of the
2s orbital. As the compﬁting power required for Hartree-Fock calculations
increases with the fourth power of the number of basis functions, having 8 of the
10 functions describing the inner region of the s orbitals is inefficient. In a
contracted basis set the first six functions, called primitives, are described by one
variational parameter. Thus, the 1s orbital is described by a fixed linear
combination of six primitives. Similarly the next three functions are combined,
describing the inner region of the 2s orbital, the remaining function describing the
outer region. The number of parameters to be optimized is thus reduced from 10 to
3 reducing the computational load but also increasing the energy of the system as
the flexibility of the wavefunction .is reduced. The resulting functions created by
contracting the primitive Gaussians are called the contracted Gaussian orbitals. A

similar contraction process is applied to p orbitals but rarely to d or higher orbitals.

Typically the number of primitives making up a contracted orbital is between 1 and
10, and the specification of a basis set in terms of primitive and contracted
functions is given by the notation (10s4pld/4sip) > [3s2pld/2slp]. Here the
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