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Abstract—This paper presents an adaptive observer-based robust estimation methodology of the amplitudes, frequencies and phases of biased multi-sinusoidal signals in presence of bounded perturbations on the measurement. The parameters of the sinusoidal components are estimated on-line and the update laws are individually controlled by an excitation-based switching logic enabling the update of a parameter only when the measured signal is sufficiently informative. This way doing, the algorithm is able to tackle the problem of over-parametrization (i.e., when the internal model accounts for a number of sinusoids that is larger than the true spectral content) or temporarily fading sinusoidal components. The stability analysis proves the existence of a tuning parameter set for which the estimator’s dynamics are input-to-state stable with respect to bounded measurement disturbances. The performance of the proposed estimation approach is evaluated and compared with other existing tools by extensive simulation trials and real-time experiments.

I. INTRODUCTION

The identification of the amplitude, frequency and phase (AFP) of a signal composed by a single or multiple sinusoids is one of the fundamental issues arising in a variety of practical applications, such as, for example, power quality monitoring, vibration control and periodic disturbance rejection. In the literature, currently there does not exist a multi-sinusoidal estimator with semi-global stability properties and robustness – in an ISS sense – with respect to bounded unstructured perturbations when the number of sinusoids is possibly over-estimated.

Usually, the Fast Fourier Transform (FFT) is preferred for its efficiency in stationary conditions (i.e., when the frequency content is constant within the considered time-window) and for its simple structure. However, the accuracy drops in the case of time-varying frequencies. In this respect, a number of methods have been conceived to provide online detection of the time-varying amplitude/frequency (see, for example, [1], [2], [3], [4] and references cited therein). Among them, it is worth to recall the adaptive notch-filtering method (ANF) (see [5], [6]) and the Phase-Locked-Loop (PLL) (see, for instance [7], [8]) for their popularity in power and electrical systems, though they are applicable for a single sinusoid only. In several practical applications, a zero-mean sinusoidal signal is not available; to deal with a dc offset, the traditional PLL and ANF methodologies are typically augmented heading towards a second-order generalized integrator-based orthogonal signal generator (OSG-SOGI) [9]. The OSG-SOGI architecture is also exploited in [10] and [11] to cope with the biased signal case, namely, in [11] the OSG-SOGI is extended to the third-order generalized integrator-based OSG (OSG-TOGI) that is characterized by an adaptive resonant frequency. Apart from the aforementioned methods, a number of nonlinear estimation algorithms employing suitable pre-filtering techniques also have been presented in literature to address the AFP estimation in presence of an unknown bias (see, for example, [12], [13], [14], [15], [16] and the references cited therein).

Recent research efforts have been devoted to the detection of harmonics and inter-harmonics (multiple sinusoids). Based on the PLL and ANF approach, the estimation of the parameters of multi-sinusoidal signals are dealt with by linking multiple PLL and ANF units in parallel. In [17] and [18], the AFP estimation of two independent sinusoidal components are addressed resorting to two PLL-based blocks with a decorrelator factor that specializes in discriminating two nearby frequencies. Following the preliminary work [19] concerning harmonically constructed signal with ANFs in parallel, an improved framework handling the $n$ inter-harmonics is reported in [20] that is shown advantageous from a computational perspective with respect to the counterpart relying on multiple PLLs (see [21]). A variant of the OSG-TOGI scheme called adaptive frequency-locked-Loop (AFLL) filter based TOGI has been recently presented in [22], in which the explicit contents of the multi-sinusoidal signal can be tracked by deploying a bank of AFLL filters. In spite of the direct frequency estimation, only local stability can be guaranteed for the aforementioned PLL by averaging methods.

The adaptive observer is another key methodology exploited to track multiple frequencies because of its notable feature in terms of stability: global or semi-global stability is ensured in most cases (see [23], [24], [25], [26], [27] and [28]). In particular, [26] presents a simplified global stability analysis by using contraction theory rather than traditional Lyapunov analysis; and, on the other hand, [28] proposes a hybrid observer to identify the $n$ frequencies from a multi-frequency
signal with saturated amplitudes. Recently, the effectiveness of the hybrid observer in the presence of poorly sampled signal is shown in [29].

Moreover, the possible bias term in the measurement can be handled by suitably augmenting the adaptive observer system (see [30], [31], [32]). However, the observer-based approaches rely on a certain linear parameterization to incorporate the unknown frequencies into a state space representation of the measured signal; in such cases, the estimated frequencies are usually not directly estimated. Instead, the parameter adaptation laws regard a set of coefficients of the characteristic polynomial of the autonomous signal generator system and the true frequencies act as the zeros of the characteristic polynomial, the computation of which might result in an excessive computational burden that may severely limit the online applicability.

In the spirit of prior work by the authors on the single sinusoidal case (see the very recent paper [33]), a “dual-mode” estimation scheme is proposed, which incorporates a switching algorithm depending on the instantaneous excitation level (concerning the excitation issues, a related contribution focusing on switching or hybridization to improve persistence of excitation can be found in [?]). In contrast with other methods that are either indirectly identifying the frequency contents or are characterized by local stability only, the present paper deals with a direct adaptation mechanism for the squares of the frequencies with semi-global stability based on the recent preliminary results presented in [34]. Moreover, the robustness to the bounded measurement noise, that is likely handled by suitably augmenting the adaptive observer system [29].

The possible bias term in the measurement can be considered as the zeros of the characteristic polynomial of the autonomous signal generator system and the true frequencies act as the zeros of the characteristic polynomial, the computation of which might result in an excessive computational burden that may severely limit the online applicability.

Consider the following perturbed multi-sinusoidal signal:

\[
\begin{align*}
\hat{y}(t) &= A_0 + \sum_{i=1}^{n} A_i \sin(\varphi_i(t) + d(t)), \\
\varphi_i(t) &= \omega_i
\end{align*}
\]

with \(\varphi_i(0) = \varphi_{0_i}\), where \(A_0\) is an unknown constant bias, the amplitudes of the sinusoids verify the inequality \(A_i \geq 0, \forall i \in \{1, \ldots, n\}\), \(\varphi_{0_i}\) is the unknown initial phase of each sinusoid, and the frequencies are strictly-positive time-invariant parameters: \(\omega_i > 0, \omega_i \neq \omega_j\) for \(i \neq j\). The term \(d(t)\) represents an additive measurement disturbance, bounded by a known (possibly conservative) constant \(d > 0\), such that \(|d(t)| < d, \forall t \in \mathbb{R}_{\geq 0}\).

Now, let us denote by \(y(t)\) the noise-free signal

\[
y(t) = A_0 + \sum_{i=1}^{n} A_i \sin(\omega_i t + \varphi_{0_i})
\]

which is assumed to be generated by the following observable autonomous marginally-stable dynamical system:

\[
\begin{align*}
\dot{x}(t) &= F_x x(t) + \sum_{i=1}^{n} F_i x(t) \theta^*_i \\
y(t) &= C x(t)
\end{align*}
\]

with \(x(t) \triangleq [x_1(t), \ldots, x_{2n+1}(t)]^T \in \mathbb{R}^{2n+1}\) and where \(x(0) = x_0\) represents the unknown initial condition. The new parametrization \(\theta^*_1, \ldots, \theta^*_n\) used in (3) is related to the original frequency parameters by

\[
\theta^*_i = a_i + \Omega_i, \quad \forall i \in \{1, \ldots, n\},
\]

with \(\Omega_i = \omega_i^2\), \(\forall i \in \{1, \ldots, n\}\) and where \(a_1, a_2, \ldots, a_n\) are non-zero constants designed with the only requirements to satisfy \(a_i \in \mathbb{R}, a_i \neq a_j\) for \(i \neq j\). The matrices of the linear biased multi-oscillator (3) are given by

\[
F_x = \begin{bmatrix}
J_1 & 0_{2 \times 2} & \cdots & 0_{2 \times 2} & 0 \\
0_{2 \times 2} & J_2 & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0_{2 \times 2} & \cdots & \cdots & J_n & 0 \\
0 & \cdots & \cdots & 0 & 0
\end{bmatrix},
C_x^T = \begin{bmatrix}
c_1^T \\
\vdots \\
c_n^T \\
1
\end{bmatrix},
\]

where \(0_{m \times n}\) represents a \(m \times n\) null matrix,

\[
J_i = \begin{bmatrix}
0 & 1 \\
a_i & 0
\end{bmatrix}, \quad c_i = \begin{bmatrix}
1 \\
0
\end{bmatrix}.
\]

Moreover, each \(F_i\) in system (3) is a square matrix having the \((2i, 2i - 1)\)th entry equal to -1. Defining

\[
J_0 = \begin{bmatrix}
0 & 0 \\
-1 & 0
\end{bmatrix},
\]

\(F_1\) and \(F_2\) take on, for instance, the form:

\[
F_1 = \begin{bmatrix}
J_0 & 0_{2 \times (2n-1)} \\
0_{(2n-1) \times 2} & 0_{(2n-1) \times (2n-1)}
\end{bmatrix},
F_2 = \begin{bmatrix}
0_{2 \times 2} & 0_{2 \times 2} & 0_{2 \times (2n-3)} \\
0_{2 \times 2} & J_0 & 0_{2 \times (2n-3)} \\
0_{(2n-3) \times 2} & 0_{(2n-3) \times 2} & 0_{(2n-3) \times (2n-3)}
\end{bmatrix}.
\]

Thanks to (3), the noisy signal \(\hat{y}(t)\) can be thought as generated by the observable system

\[
\begin{align*}
\dot{x}(t) &= F_x x(t) + G_x(x(t)) \theta^* \\
\hat{y}(t) &= C_x x(t) + d(t)
\end{align*}
\]

with \(x(0) = x_0\) and where

\[
G_x(x(t)) = [G_{x_1}(x(t)) \cdots G_{x_i}(x(t)) \cdots G_{x_n}(x(t))],
\]
\[ G_{x_i}(x(t)) = [0_{1 \times (2i-1)} \ x_{2i-1}(t) \ 0_{1 \times (2n+1-2i)}]^{T}, \]
\[ \forall i = 1, 2, \ldots, n, \quad (7) \]
and \( \theta^* \in \mathbb{R}^n \) denotes the true parameter vector \( [\theta^*_1 \ \cdots \ \theta^*_n]^{T} \).

In the following, we are going to show that the system (5) verifies all the requirements needed for the application of the switched-observer based methodology developed by the authors in [35]. On the other hand, in order to cope with the over-parametrization issue (i.e., the model is established with a number of sinusoids-parameters that is larger than the number of the components of the actual signal), the adaptation mechanism presented in [35] is completely re-designed in this paper, thus enabling the adaptation of the sole frequencies for which enough excitation is detected based on instantaneous checking of the excitation level.

Remark 2.1: The elements of \( G_{x}(\cdot) \) are globally Lipschitz continuous functions, that is:
\[ ||G_{x}(x') - G_{x}(x'')|| \leq |x' - x''|, \forall x', x'' \in \mathbb{R}^{2n+1}. \]

Moreover, the true state \( x(t) \) is norm-bounded for any initial condition, i.e., \( ||x(t)|| \leq \bar{x}, \forall t \in \mathbb{R}_{\geq 0} \). Both the Lipschitz condition on \( G_{x}(\cdot) \) and the bound \( \bar{x} \) allow to establish the following further bound
\[ ||G_{x}(x(t))|| \leq \bar{x}, \forall t \in \mathbb{R}_{\geq 0}. \]

In the next section, the adaptive-observer scheme to compute the estimates \( \hat{x}(t) \) and \( \hat{\theta}(t) \) will be described. Hence, for the time-being, let us suppose \( \hat{x}(t) \) and \( \hat{\theta}(t) \) to be available. Then, the full AFP estimates are obtained by
\[ \hat{\Omega}_i(t) = \hat{\theta}_i(t) - a_i, \quad \hat{\omega}_i(t) = \sqrt{\hat{\theta}_i(t) - a_i}, \quad (8) \]
\[ \hat{A}_i(t) = \sqrt{\left(\hat{\Omega}_i(t)\hat{x}_{2i-1}(t)^2 + \hat{x}_{2i}(t)^2\right)/\hat{\Omega}_i(t)}, \quad (9) \]
and
\[ \hat{\phi}_i(t) = \angle (\hat{x}_{2i}(t) + j\hat{\omega}_i(t)\hat{x}_{2i-1}(t)), \quad i = 1, 2, \ldots, n. \quad (10) \]
In addition, the offset is evaluated directly by \( \hat{A}_0 = \hat{x}_{2n+1} \). It worth noting that (9) is not well-defined at the time instants \( t \) in which \( \hat{\Omega}(t) = 0 \). In spirit of the previous work by the authors on the estimation of a single sinusoidal signal [33], this limitation can be removed resorting to a suitable adaptive mechanism based on gradient method. More specifically, by defining the time-varying residual based on the equality (9):
\[ R_i(\hat{A}_i(t), t) \triangleq \hat{A}_i(t)\hat{\omega}_i(t) - \sqrt{\hat{\Omega}_i(t)\hat{x}_{2i-1}(t)^2 + \hat{x}_{2i}(t)^2}, \]
then, the following adaptation law can be designed:
\[ \dot{\hat{A}}_i(t) = \begin{cases} 0, & \text{if } \hat{A}_i(t) = 0 \text{ and } \dot{\hat{\omega}}_i(t) < 0 \\ \dot{\hat{\omega}}_i(t), & \text{otherwise} \end{cases} \]

where
\[ \dot{\hat{\omega}}_i(t) = -\mu_A \frac{\partial R_i(\hat{A}_i(t), t)}{\partial \hat{A}_i(t)} R_i(\hat{A}_i(t), t) \]
\[ = -\mu_A \dot{\hat{\omega}}_i(t) \left[ \dot{\hat{\omega}}_i(t)\dot{\hat{A}}_i(t) - \sqrt{\hat{\Omega}_i(t)\hat{x}_{2i-1}(t)^2 + \hat{x}_{2i}(t)^2} \right] \quad (11) \]
with \( \hat{A}_i(0) = 0, \ \mu_A \in \mathbb{R}_{>0} \) denotes a tuning gain set by the designer to ensure the asymptotic convergence of \( R_i(\hat{A}_i(t), t) \) to 0.

In order to proceed with the analysis, the following further assumption is needed.

Assumption 1: The frequencies of the sinusoids are bounded by a positive constant \( \omega \), such that \( \omega_i < \omega, \forall i \in \{1, \ldots, n\} \).

According to Assumption 1, there exists a known positive constant \( \hat{\theta}^* \), such that \( ||\theta^*|| \leq \hat{\theta}^* \). More specifically, in the remaining parts of the paper we consider \( \theta^* \in \Theta^* \), where \( \Theta^* \subset \mathbb{R}^n \) is a hypersphere of radius \( \theta^* \).

III. FILTERED-AUGMENTATION-BASED ADAPTIVE OBSERVER

Now, we are going to generalize the switched-mode adaptive observer preliminarily proposed in [35] to the biased multi-oscillator (5). Specifically, let us augment the dynamics of the observed system with a synthetic low-pass filter driven by the noisy measurement vector:
\[ \dot{\hat{y}}_f(t) = F_f\hat{y}_f(t) + B_f\hat{y}(t), \quad (12) \]
where \( F_f \) and \( B_f \) are fixed by the designer such that \( F_f \) is Hurwitz and the pair \( (F_f, B_f) \) is controllable. \( \hat{y}_f(t) \in \mathbb{R}^{n_f} \) denotes the accessible state vector and with arbitrary initial condition \( \hat{y}_f(0) \); such that the dimension \( n_f \) of the augmented dynamics verifies \( n_f = n - 1 \).

For the sake of the forthcoming analysis, it is convenient to split the filtered output into two components:
\[ \dot{\hat{y}}_f(t) = y_f(t) + d_f(t), \]
where \( y_f(t) \) and \( d_f(t) \) can be thought as produced by two virtual filters, driven by the unperturbed output and by the measurement disturbance respectively:
\[ \dot{\hat{y}}_f(t) = F_fy_f(t) + B_fy(t) \quad (13) \]
and
\[ \dot{\hat{d}}_f(t) = F_fd_f(t) + B_fd(t). \quad (14) \]

Consequently, in view of (5), (13) and (14), the overall augmented system dynamics with the extended perturbed output measurement equation can be written as follows:
\[ \begin{cases} \dot{z}(t) = F_z(z(t) + G_z(z(t))\theta^*) \\ \dot{\eta}(t) = C_zz(t) \\ \dot{\hat{\eta}}(t) = \hat{\eta}(t) + d_{\eta}(t) \end{cases} \quad (15) \]
with \( z(0) = z_0 \in \mathbb{R}^{n_z}, n_z = 2n + 1 + n_f = 3n, \) and \( z(t) \triangleq [x(t) \ y_f(t)]^T, z_0 \triangleq [x_0(t) \ y_{f0}]^T, \hat{\eta}(t) \triangleq \)
\[ \dot{y}(t) = d(t) \begin{bmatrix} d_1(t) \\ \vdots \\ d_n(t) \end{bmatrix}^T, \quad d_n(t) = [d(t) \ d_1^T(t) \ldots \ d_n^T(t)]^T \]

\[ F_z \triangleq \begin{bmatrix} F_x \\ B_v C_x \\ 0_{(2n+1)\times(n-1)} \\ F_f \end{bmatrix} \]

\[ C_z \triangleq \begin{bmatrix} C_x \\ 0_{(n-1)\times(n+1)} \\ I_{(n-1)} \end{bmatrix} \]

\[ G_z(z(t)) \triangleq \begin{bmatrix} G_x(T_x z(t)) \\ 0_{(n-1)\times n} \end{bmatrix}, \]

with the transformation matrix given by \( T_{xz} \triangleq [I_{2n+1} \ 0_{(2n+1)\times(n-1)}] \). It is worth noting that \( G_z(z(t)) \) is also Lipschitz, with unitary Lipschitz constant as \( G_x(x(t)) \), and can be norm-bounded by \( \bar{x} \). Moreover, the assumed norm-bound \( \bar{d} \) on the output noise implies the existence of \( \bar{d}_n \) such that \( \bar{d}_n > 0 \) if \( |d_n(t)| \leq \bar{d}_n, \forall t \in \mathbb{R}_{\geq 0} \).

Now, we introduce the structure of the adaptive observer for joint estimation of \( \dot{\theta}(t) \) in (15), and in turn estimating the frequencies \( \Omega_i, \ i = 1, \ldots, n \). Besides the estimated measured output \( \hat{\sigma}(t) \), the architecture of the estimator also includes three dynamic components (16), (17) and (19), which are described below:

1) Augmented state estimator:

\[ \dot{z}(t) = (F_z - L z) \dot{z}(t) + L \hat{y}(t) + G_z(\dot{z}(t)) \dot{\theta}(t) + \Xi(t) \dot{\theta}(t) \]

(16)

with \( z(0) = z_0 \) and where \( \Xi(t) \) is defined in (18). The gain matrix \( L \) is given by

\[ L \triangleq \begin{bmatrix} L_x \\ 0_{(n-1)\times1} \\ 0_{(n-1)\times(n-1)} \end{bmatrix} \]

where \( L_z \) is a suitable gain matrix such that \( F_z - L z C_x < 0 \).

2) Parameter-affine state-dependent filters:

Let \( G_{z1}(z(t)), \ldots, G_{zn}(z(t)) \) be the columns of \( G_z(z(t)) \), that is

\[ G_z(z(t)) = \begin{bmatrix} G_{z1}(z(t)) \\ \vdots \\ G_{zn}(z(t)) \end{bmatrix} \]

Then, we introduce a set of auxiliary signal \( \xi_i(t), i = 1, \ldots, n \), whose dynamics obeys the following differential equations driven by the available (estimated) counterpart of \( G_z(z(t)) \):

\[ \dot{\xi}_i(t) = (F_z - L z) \xi_i(t) + G_z(\dot{z}(t)), \ \forall i = 1, \ldots, n \]

(17)

with \( \xi_i(0) = 0_{n_i \times 1} \). By collecting all the filters’ states, let us also define an auxiliary signal matrix

\[ \Xi(t) = [\xi_1(t) \ldots \xi_i(t) \ldots \xi_n(t)] \quad \text{(18)} \]

3) Frequency adaptation unit:

Herein, a projection operator \( \mathcal{P} \) is utilized to confine the estimated parameter \( \hat{\theta}(t) \) to the predefined convex region \( \Theta^* \)

\[ \hat{\theta}(t) = \mathcal{P} \left[ \hat{\theta}_{\text{unc}}(\Psi(t), t) \right] \quad \text{if} \ |\hat{\theta}| \leq \hat{\theta}_0 \]

with \( \hat{\theta}(0) = \hat{\theta}_0 \) set arbitrarily, and where \( \hat{\theta}_{\text{unc}} \) is the unconstrained parameter’s derivative, whose explicit expression is given in (22); \( \Psi(t) \in \mathbb{R}^{n \times n} \) represents a diagonal matrix consisting of binary (1: on, 0: off) on-off switching signals which enable or disable the adaptation of a specific parameter

\[ \Psi(t) \triangleq \text{diag}[\psi_1(t), \ldots, \psi_1(t), \ldots, \psi_n(t)] \]

with the adaptation-enabling signals \( \psi_i(t), \forall i = 1, 2, \ldots, n \) specified later on. For brevity, in the sequel we will write \( \hat{\theta}_{\text{unc}}(t) \) instead of \( \hat{\theta}_{\text{unc}}(\Psi(t), t) \), dropping the dependence of \( \hat{\theta}_{\text{unc}} \) on \( \Psi(t) \). The parameters’ derivative projection operator in (19) is defined as:

\[ \mathcal{P} \left[ \hat{\theta}_{\text{unc}}(t) |_{|\hat{\theta}| \leq \hat{\theta}_0} \right] \]

\[ \triangleq \begin{cases} \text{nsp}(\hat{\theta}^\top(t)) \left( \text{nsp}(\hat{\theta}^\top(t)) \right)^\top \hat{\theta}_{\text{unc}}(t), & \text{if } |\hat{\theta}| = \hat{\theta}_0 \text{ and } \hat{\theta}^\top(t) \hat{\theta}_{\text{unc}}(t) > 0 \\ \hat{\theta}_{\text{unc}}(t), & \text{otherwise} \end{cases} \]

(21)

where \( \text{nsp}(\cdot) \) denotes the null-space of a row vector. The projection can be expressed as

\[ \hat{\theta}(t) = \hat{\theta}_{\text{unc}}(t) - \mathcal{I}(\theta) \frac{\hat{\theta}(t) \hat{\theta}^\top(t)}{\hat{\theta}^\top(t) \hat{\theta}_{\text{unc}}(t)} \]

(22)

Now, the unconstrained derivative is given by:

\[ \hat{\theta}_{\text{unc}}(t) \triangleq -\mu U \hat{\Psi}(t) (\Psi(t) S \hat{\Sigma}(t)) U^\top \hat{\Sigma}(t) U \hat{\Sigma}(t) U^\top(t) \times \Xi(t) C_x^\top (C_x \dot{z}(t) - \dot{\eta}_z(t)) \]

(23)

in which \( S \hat{\Psi}(t) \) is a diagonal matrix comprising all the eigenvalues of \( \Phi(t) \). Analogously, \( U \hat{\Sigma} \) and \( S \hat{\Sigma} \) are obtained by the SVD of \( \Phi(t) \):

\[ \Phi(t) \hat{\Sigma}(t) \triangleq \Xi(t) C_x^\top C_x \Xi(t) = U \hat{\Sigma}(t) \Phi(t) \]

(24)

Thanks to the above decomposition, let us define the matrix \( \hat{\Sigma}(t) \triangleq \text{diag} \{ \hat{\Sigma}_i(t) \} \) where

\[ \hat{\Sigma}_i(t) = \begin{cases} \lambda_i (S \hat{\Sigma}(t))^{-1}, & \text{if } \psi_i(t) = 1 \\ 0, & \text{if } \psi_i(t) = 0 \end{cases} \]

with \( \lambda_i(\cdot) \) the notation for ith eigenvalue. We assign the following hysteresis dynamics to the binary switching signal \( \psi_i(t), i = 1, 2, \ldots, n \) that determines the activation/suppression of the parameter adaptation:

\[ \psi_i(t) = \begin{cases} 1, & \text{if } \lambda_i (\Phi(t) \hat{\Sigma}(t)) \geq \hat{\delta} \\ 0, & \text{if } \lambda_i (\Phi(t) \hat{\Sigma}(t)) < \hat{\delta} \end{cases} \]

(25)

The transition thresholds \( \hat{\delta}, \delta \) are designed such that \( 0 < \hat{\delta} < \delta < 1 \).

It is worth noting that the above hysteresis strategy ensures a
minimum finite duration between transitions (see Section IV-C for a detailed discussion) and hence a suitable dwell-time. In the next section, the stability of the proposed switching mechanism is characterized to analytically determine a dwell-time, in turn depending on the signals to be estimated, the adaptation gains and the transition thresholds. Clearly, introducing hysteresis is not the only way to ensure the presence of a dwell-time and other alternatives are available like, for instance, the introduction of a suitable delay.

The detailed pseudocode for the proposed algorithm is given in Algorithm 1 illustrated below.

Remark 3.1: To avoid the possible interference between the estimators (e.g., two or more estimators to converge to the same frequency value), we may apply distinct frequency ‘clips’ in different ranges of frequency based on a priori knowledge on the nominal frequency values (a similar idea of frequency separation can be found in [20]).

Algorithm 1 Algorithm for the proposed estimator

Parameters: tuning parameters
- $a_i$, $F_j$, $B_j$, $\mu$, $\rho$, $\mu_A$, $\delta$, $\hat{\theta}$, sampling time $T_s$, simulation time $T$, and the poles;

Initialization: Define the initial condition of the estimated variables, $\hat{x}$, $\hat{\theta}$ while $L_x$ is determined by pole placement;

1: Calculate parameters $F_z$, $C_z$, $L$ for the augmented system;

LOOP Process
2: for $k = 1$ to $N = T/T_s$ do
3: Calculate the filtered signal $\hat{y}_f(k)$ using (12);
4: Calculate the state estimate $\hat{z}(k)$ using (16), $\hat{x}(k)$ is part of $\hat{z}(k)$ and the estimated bias is $A_0(k) = \hat{x}_{2n+1}(k)$;
5: Calculate the auxiliary signals $\xi_i(k)$ using (17);
6: Collect all the filters’ states to get auxiliary signal matrix $\Xi(k)$ using (18);
7: Calculate $\Phi_\Xi(\Xi(k))$ using (23) and the associated eigenvalues by SVD;
8: if $(\lambda_i(\Phi_\Xi(\Xi(k)))) \geq \delta$ then
9: $\psi_i(k) = 1$;
10: else if $(\lambda_i(\Phi_\Xi(\Xi(k))) < \delta)$ then
11: $\psi_i(k) = 0$;
12: else
13: $\psi_i(k) = \psi_i(k-1)$;
14: end if
15: Calculate $S_\Xi(k)$ from the SVD of $\Phi_\Xi(\Xi(k))$;
16: Calculate $S_\Xi(k)$ based on $\psi_i(k)$ using (24) and $S_\Xi(k) \triangleq \text{diag} \{ \hat{s}_{\Xi_i}(k) \}$;
17: Calculate parameter estimate $\hat{\theta}(k)$ using (21) and (22);
18: Calculate the amplitude, frequency and phase estimates $\hat{A}_i(k)$, $\hat{\omega}_i(k)$, $\hat{\phi}_i(k)$ using (11), (8), (10), respectively;
19: Reconstruct the sinusoidal signals by $\hat{y}(k) = A_0(k) + \sum_{i=1}^{n_e} A_i(k) \sin(\hat{\phi}_i(k));$
20: end for
21: return $\hat{A}_i$, $\hat{\omega}_i$, $\hat{\phi}_i$, and $\hat{y}$.

IV. Stability analysis

In order to carry out the stability analysis, let us define the augmented state-estimation error vector

$$\ddot{z}(t) \triangleq \dot{z}(t) - z(t).$$

Moreover, in order to address the case of overparametrization (that is, the number of model parameters $n$ is larger than the number of sinusoids $n_e(t) \in \mathbb{N} : 0 \leq n_e(t) \leq n$ that at time $t$ are adapted), it is convenient to define two parameter estimation errors, one accounting for all the parameters

$$\hat{\theta}(t) \triangleq \hat{\theta}(t) - \theta^* \in \mathbb{R}^n,$$

and the other considering the $n_e(t)$ components that are adapted at a given instant

$$\hat{\theta}_{n_e(t)}(t) \triangleq \hat{\theta}_{n_e(t)}(t) - \theta^*_{n_e(t)} \in \mathbb{R}^{n_e(t)},$$

where $\hat{\theta}_{n_e(t)}(t)$ and $\theta^*_{n_e(t)}$ collect all and only those scalar components of the estimated and true parameter vectors for which $\psi_i(t) = 1$. In this connection, let $E_{n_e(t)} \in \mathbb{N}^{n_e(t)}$ be a set containing the integer indexes of all and only those components for which the adaptation is enabled at time $t$.

As said above, the case of overparametrization corresponds to a situation in which the number of frequency parameters of the observer, $n$, is larger than $n_e$, the number of non-zero amplitude sinusoids with unique frequency forming the measured signal$^1$ (more details of overparametrization in the context of adaptive control can be found in [36]). In this case a minimal realization of the generator of the measured signals is a multi-harmonic oscillator of order $2n_e$, composed by the collection of exactly $n_e$ unique harmonic oscillators [37]. Nonetheless, a non-minimal realization for such a signal generator can be taken as the union of the said minimal multi-harmonic oscillator with an augmented dynamics formed by $(n - n_e)$ harmonic oscillators with null-states and arbitrary frequency. The possibility to assign arbitrarily the frequency of the augmented null-amplitude multi-oscillator is the key for proving the stability in this context. For the sake of the further discussion, without loss of generality, let us take the frequency parameters of the augmented dynamics equal to the present estimates produced by the filter for the components not adapted due to poor excitation, achieved by

$$\theta^*_i = \hat{\theta}_i(t), \forall i \in \{1, 2, \cdots, n\} \backslash E_{n_e(t)},$$

which implies

$$\hat{\theta}_i(t) \triangleq \hat{\theta}_i(t) - \theta^*_i = 0, \forall i \in \{1, 2, \cdots, n\} \backslash E_{n_e(t)}.$$ (27)

For the sake of the further discussion let us also define the linear time-varying combination of state and parameter vectors $\xi(t) \triangleq \sum_{i=1}^{n_e} \xi_i(t) \hat{\theta}_i(t) - \ddot{z}(t)$. The state-estimation

$^1$The residual sinusoidal signals not accounted for by the adaptation are masked and implicitly treated as a disturbance.
error evolves according to the differential equation:
\[ \dot{\hat{z}}(t) = (F_z - LC_z)\dot{\hat{z}}(t) + Ld_\theta(t) + G_z(\hat{z}(t))\dot{\theta}(t) + G_z(\dot{z}(t))\theta^* + \sum_{i=1}^n \xi_i(t)\dot{\hat{\theta}}_i(t) \]
\[ + G_z(\dot{z}(t))\dot{\theta}(t) + G_z(\hat{z}(t))\theta^* + \sum_{i\in E_{\text{n}}(t)} G_z(\dot{z}(t))\dot{\theta}_i(t) + \Xi(t)\dot{\theta}(t), \]
where \( G_z(\dot{z}(t)) \triangleq G_z(\hat{z}(t)) - G_z(z(t)) \). Meanwhile, the auxiliary variable \( \dot{\hat{z}}(t) \) evolves according to
\[ \dot{\hat{z}}(t) = \sum_{i\in E_{\text{n}}(t)} (F_z - LC_z)\xi_i(t)\dot{\theta}_i(t) + G_z(\dot{z}(t))\dot{\theta}(t) \]
\[ + \Xi(t)\dot{\theta}(t) - (F_z - LC_z)\dot{\hat{z}}(t) - G_z(\ddot{\hat{z}}(t))\dot{\theta}(t) \]
\[ - Ld_\theta(t) - G_z(\dot{z}(t))\dot{\theta}(t) - G_z(\hat{z}(t))\theta^* - \Xi(t)\dot{\theta}(t) \]
\[ = (F_z - LC_z)\hat{\zeta}(t) - Ld_\theta(t) - G_z(\hat{z}(t))\theta^*. \]

In Fig. 1, we draw the overall excitation-based switching scheme, which is instrumental for the forthcoming analysis. More specifically, let \( k_e(t) \) be a counter for the transitions to dis-excitation (a) and to active identification phases (b) have been highlighted.

excitation, described by the jump dynamics given below:
\[ k_e(t) = \begin{cases} \begin{array}{ll} k_e(t^-) + 1, & \text{if } E_{\text{n}}(t^-) = \emptyset \text{ and } E_{\text{n}}(t) \neq \emptyset, \\ k_e(t^-), & \text{if } E_{\text{n}}(t^-) \neq \emptyset \text{ and } E_{\text{n}}(t) = \emptyset. \end{array} \end{cases} \]

Analogously, let \( k_{d1-0}(t) \) be a counter with respect to the transition from excitation to dis-excitation:
\[ k_d(t) = \begin{cases} \begin{array}{ll} k_d(t^-) + 1, & \text{if } E_{\text{n}}(t^-) \neq \emptyset \text{ and } E_{\text{n}}(t) = \emptyset, \\ k_d(t^-), & \text{if } E_{\text{n}}(t^-) = \emptyset \text{ and } E_{\text{n}}(t) \neq \emptyset. \end{array} \end{cases} \]

Moreover, let \( t_d(k) \) and \( t_e(k) \) denote the transition time-instants:
\[ t_e(k) \triangleq \inf\{t \geq 0 : k_e(t) = k\}, \]
\[ t_d(k) \triangleq \inf\{t \geq 0 : k_d(t) = k\}. \]

Without loss of generality and taking into account that the system starts from zero-excitation, then
\[ t_e(k) > t_d(k), \forall k \in \mathbb{Z}^+. \]

and the counters are initialised by \( k_e(0) = 0, k_d(0) = 1 \).

Hence, the integer \( k \) always identifies a two-phase time-window made up of a dis-excitation interval followed by an active estimation interval (see Fig. 1).

Since \( (F_z - LC_z) \) is Hurwitz, for any positive definite matrix \( Q \), there exists a positive definite matrix \( P \) that solves the linear Lyapunov equation
\[ (F_z - LC_z)^TP + P(F_z - LC_z) = -2Q. \]

In the following, we will analyze the behaviour of the adaptive observer in two situations by a Lyapunov candidate that accounts for all the parameters:
\[ V(t) \triangleq \frac{1}{2}(\ddot{\hat{z}}^T(t)P\ddot{\hat{z}}(t) + \dot{\theta}^T(t)\dot{\theta}(t) + g\dot{\theta}^T(t)P\dot{\hat{z}}(t)), \]

where \( g \in \mathbb{R}_{>0} \).

i) Active adaptation interval of finite duration, i.e. in which \( n_e(t) \geq 1, \forall t \in [t_e(k), t_d(k + 1)] \) (we will omit the time-dependence of \( n_e \) assuming that for the whole interval it remains constant). In this case the set \( E_{\text{n}}(t) \) is non-empty, \( V(t) \) defined in (31) shrinks to the following positive definite function, considering the sole components actively adapted:
\[ V_{n_e}(t) \triangleq \frac{1}{2}(\ddot{\hat{z}}^T(t)P\ddot{\hat{z}}(t) + \dot{\theta}^T_{n_e}(t)\dot{\theta}_{n_e}(t) + g\dot{\theta}^T(t)P\dot{\hat{z}}(t)). \]

In this interval, we will prove that \( V_{n_e} \) is an ISS-Lyapunov function for the system comprising all states and only the parameters undergoing adaptation, that will converge to the true values. The present scenario comprises, besides the over-parametrization case, also the full-parametrization case, which yields to the ISS of the whole dynamics.

ii) Total dis-excitation, i.e., none of the parameters is adapted due to poor excitation. In this scenario the set \( E_{\text{n}}(t) \) is empty. In this case we will show that the overall function (31) will remain bounded.

After that, the Lyapunov analysis in these two scenarios are linked properly and we are able to prove that the alternate occurrence of active identification phases and poorly excited phases yields to convergence, provided that the active identification phases have a sufficient duration. To simplify the analysis, we will consider that the number of adapted sinusoids \( n_e \) is fixed within a whole excitation/dis-excitation interval (see Fig. 1), that is the set \( E_{\text{n}}(t) \) may be either the empty set \( \{0\} \) during the dis-excitation phase, either a set \( E_{\text{n}} \neq \emptyset \) for an arbitrary active adaptation interval (invariant set). Note that this assumption does not limit the applicability of the adaptive observer to this very special case, being it just a technicality needed to render the problem tractable in a simple analytical way (an active adaptation phase with time-varying \( n_e(t) \) can be regarded as a combination of multiple excited intervals).
A. Active adaptation interval of finite duration

Consider an arbitrary active identification phase \( t_e(k) \leq t < t_d(k+1) \) (see Fig. 1) and let \( \Psi_{n_e}(t) \) be the binary matrix in this scenario with only \( \psi_i = 1 \), \( \forall i \in E_{n_e} \). The upcoming analysis is carried out in order to exhibit the benefit of using the derivative projection on the parameters’ estimates. Thanks to (21), in presence of the projection \( \mathcal{I}(\hat{\theta}) = 1 \) and \( |\hat{\theta}(t)| = \theta^* \), we have

\[
\hat{\hat{\theta}}^T(t)\hat{\theta}(t) = \hat{\hat{\theta}}^T(t)\hat{\theta}_{unc}(t) - \hat{\hat{\theta}}^T(t)\frac{\hat{\theta}(t)}{\theta^2}\hat{\theta}_{unc}(t) \\
= \hat{\theta}^T(t)\hat{\theta}_{unc}(t) - \frac{1}{\theta^2}\hat{\theta}^T(t)\dot{\theta}(t)\hat{\theta}(t)^T\hat{\theta}_{unc}(t). 
\]

Owing to the convexity of the admissible set, it holds that

\[
\hat{\theta}^T(t)\hat{\theta}(t) = \left(\hat{\theta}^T(t) - \theta^* \theta^*\right)\hat{\theta}(t) \geq 0. 
\]

Now, we recall the triggering condition of projection

\[
\hat{\theta}^T(t)\hat{\theta}_{unc}(t) > 0, \text{ which implies that} \\
\frac{1}{\theta^2}\hat{\theta}^T(t)\dot{\theta}(t)\hat{\theta}(t)^T\hat{\theta}_{unc}(t) \geq 0. 
\]

Finally, we can bound the scalar product \( \hat{\theta}^T(t)\dot{\theta}(t) \) by:

\[
\hat{\theta}^T(t)\dot{\theta}(t) = \hat{\theta}^T(t)\dot{\theta}(t) \leq \hat{\theta}^T(t)\hat{\theta}_{unc}(t). 
\]

For instance, a 2-dimensional pictorial representation of the projection-based adaptation is shown in Fig. 2 to enhance the influence of the derivative projection on the parameters estimates.

![Fig. 2. 2D pictorial representation of the projection-based adaptation. When \(|\hat{\theta}(t)| = \theta^*\) and \(\hat{\theta}_{unc}(t)\) points out of the feasible region, then the derivative of the parameter vector is obtained by projecting \(\hat{\theta}_{unc}(t)\) to the tangential hyperplane. To visually compare the values of the scalar products \(-\hat{\theta}^T\hat{\theta}_{unc}(t)\) and \(-\hat{\theta}^T\dot{\theta}(t)\), consider the projected vectors (a) and (b) respectively.]

In virtue of the fact that

\[
U_{\Psi}(t)\left(\Psi_{n_e}(t)S_{\Psi}(t)\right)U_{\Psi}^T(t) = \left(\Xi^T(t)\Xi(t) + \rho^2 I\right)^{-1} \\
\times U_{\Xi}(t)\left(\Psi_{n_e}(t)S_{\Xi}(t)\right)U_{\Xi}^T(t) 
\]

the unconstrained derivative \(\dot{\hat{\theta}}_{unc}(t)\) can be expanded as follows:

\[
\dot{\hat{\theta}}_{unc}(t) = -\mu \left(\Xi^T(t)\Xi(t) + \rho^2 I\right)^{-1} \\
\times U_{\Xi}(t)\left(\Psi_{n_e}(t)S_{\Xi}(t)\right)U_{\Xi}^T(t) \\
\times \Xi^T(t)C_{\Xi}(\hat{\theta}(t) - d_n(t) - C_\zeta(t)) \\
+ \mu \left(\Xi^T(t)\Xi(t) + \rho^2 I\right)^{-1} \Psi_{n_e}(t)\Xi^T(t)C_{\Xi}^T \\
\times \left(C_{\Xi}\Xi(t)\dot{\theta}(t) - d_n(t) - C_\zeta(t)\right) \cdot \tag{33} 
\]

Thanks to (27) and let \( \tilde{e} \triangleq ||C_{\zeta}|| \), the following inequality holds in presence of over-parametrization:

\[
\frac{d}{dt}\left|\hat{\theta}_{unc}(t)\right| \leq -\mu \hat{\theta}_{unc}(t)^2 + \frac{\mu \tilde{e}}{2\rho} \hat{\theta}_{unc}(t)||d_n(t)|| \\
+ \frac{\mu \tilde{e}^2}{2\rho} \hat{\theta}_{unc}(t)||\zeta(t)||. 
\]

The following result can now be proven.

**Theorem 4.1 (ISS of the dynamic estimator):** If Assumption 1 holds, then in an active adaptation interval \( t_e(k) \leq t < t_d(k+1) \), given the sinusoidal signal \( y(t) \) defined in (2) and the perturbed measurement (1), there exist suitable choices of \( \mu \in \mathbb{R}_{>0}, \rho \in \mathbb{R}_{>0} \) and \( L \) such that \( V_n(t) \) is an ISS Lyapunov function with respect to any bounded disturbance \( d_n \) and in turn ISS with respect to bounded measurement disturbance \( |d(t)| \leq \tilde{d} \). Thus \( \tilde{z}(t) \) and \( \theta_{unc}(t) \) are ISS with respect to \( \tilde{d} \).

**Proof:** In view of (26), we immediately have \( \left|\hat{\theta}(t)\right| = \left|\hat{\theta}_{unc}(t)\right| \), which implies \( V(t) = V_n(t) \), and makes it possible to study the time-derivative of \( V_n(t) \) in place of \( V(t) \):

\[
\dot{V}_n(t) = \frac{1}{2}(\tilde{z}(t)P\tilde{z}(t) + \tilde{\theta}(t)\dot{\theta}(t)) + \theta^* \hat{\theta}_{unc}(t) + \frac{\mu}{2\rho} \hat{\theta}_{unc}(t)||d_n(t)|| \\
+ \frac{\mu}{2\rho} \hat{\theta}_{unc}(t)||\zeta(t)||. \tag{34} 
\]

By letting \( \tilde{l} \triangleq ||L||, \ q \triangleq \min \text{eig}(Q), \ p \triangleq \max \text{eig}(P) \), after some algebra, \( \dot{V}(t) \) can be bounded as follows:

\[
\dot{V}_n(t) \leq -q \tilde{z}(t)^2 - q\tilde{\theta}(t)^2 - \mu\tilde{d}||\hat{\theta}_{unc}(t)||^2 \\
+ \frac{\rho \tilde{e}}{2} ||\hat{\theta}_{unc}(t)|| ||d_n(t)|| + \tilde{p}||\tilde{z}(t)|| \left|\hat{\theta}(t)\right| + \tilde{p}||\tilde{z}(t)|| \left|\hat{\theta}(t)\right| \\
+ \frac{\mu q}{4} \left|\tilde{z}(t)\right|^2 + \mu q \left|\hat{\theta}_{unc}(t)||d_n(t)|| + \mu q \left|\hat{\theta}_{unc}(t)||\zeta(t)|| \\
+ \frac{\mu}{2\rho} \hat{\theta}_{unc}(t)||d_n(t)|| + \frac{\mu}{2\rho} \hat{\theta}_{unc}(t)||\zeta(t)||. 
\]

In view of the inequality \( \left|\hat{\theta}_{unc}(t)\right| = \left|\hat{\theta}(t)\right| \leq 2\theta^* \) and by re-arranging the above inequality to put in evidence the square monomial and the binomial terms, we get:

\[
\dot{V}_n(t) \leq -\left(q - \mu p \tilde{e} \right) ||\tilde{z}(t)||^2 + \tilde{p} \left[\left(\frac{\tilde{l}}{2} + \mu \tilde{e}\right)||\hat{\theta}(t)|| + \tilde{d}||\hat{\theta}_{unc}(t)|| \right] \\
- \frac{\rho \tilde{e}}{2} ||\tilde{z}(t)||^2 - \frac{q \tilde{e}}{4} ||\tilde{\theta}(t)\right|^2 + \tilde{g}||\tilde{z}(t)|| ||\hat{\theta}(t)|| \\
- \frac{g}{4} \tilde{\theta}(t)^2 + \tilde{g}||\tilde{z}(t)|| ||d_n(t)|| - \frac{\mu}{2} \tilde{d} ||d_n(t)||^2 \\
- \frac{\mu \tilde{e}}{6} \tilde{z}(t)||d_n(t)|| + \frac{\mu \tilde{e}}{6} \tilde{\theta}(t)^2 \\
+ \frac{\rho \tilde{e}}{2\rho} ||\hat{\theta}_{unc}(t)|| ||d_n(t)|| - \frac{\mu \tilde{e}}{6} \tilde{d} ||\hat{\theta}_{unc}(t)||^2 + \mu \frac{\tilde{e}^2}{2\rho} ||\hat{\theta}_{unc}(t)|| ||\zeta(t)||. 
\]
Now, we complete the squares, thus obtaining
\[
\dot{V}_{n_e}(t) \leq -\frac{\mu \delta}{2} (\dot{n}_e(t))^2 - \left( \frac{g q}{2} - 3 \frac{\mu_2 c^2}{8 \rho^2 \delta} \right) g \dot{z}(t)^2
\] 
\[-\left[ \frac{(q - \mu \dot{p} c^2 - 3 \dot{p} \dot{c}^2)}{2} - \frac{g q}{2} \dot{p}^2 (\dot{c}^2) - \frac{3 \dot{p} \dot{c}^2}{2 \mu_2 \delta} \right] [\dot{z}(t)]^2
\] 
\[+ \left[ \frac{\dot{p}^2 (1 + \mu c^2)}{2(q - \mu \dot{p} c^2 - 3 \dot{p} \dot{c}^2)} + 3 \frac{\mu c^2}{8 \rho^2 \delta} + \frac{g q}{2} \dot{p}^2 (\dot{c}^2) \right] |d_n(t)|^2.
\]

Finally, the following inequality can be established:
\[
\dot{V}_{n_e}(t) \leq -\beta_1 \left[ V_{n_e}(t) - |\gamma_1(d_n)| \right],
\] 
(35)
where
\[
\beta_1 \triangleq 2 \min \left\{ \left( \frac{q - \mu \dot{p} c^2 - 3 \dot{p} \dot{c}^2}{2 \dot{p}} - \frac{g q}{2} \dot{p} \dot{c}^2 - \frac{3 \dot{p} \dot{c}^2}{2 \mu_2 \delta} \right), \frac{\mu \delta}{2}, \frac{q}{2 \dot{p}} - \frac{3 \mu c^2}{8 g \rho^2 \delta} \right\}
\] 
(36)
and
\[
\gamma_1(s) \triangleq 1 \beta_1 \left[ \frac{\dot{p}^2 (1 + \mu c^2)}{2(q - \mu \dot{p} c^2 - 3 \dot{p} \dot{c}^2)} + 3 \frac{\mu c^2}{8 \rho^2 \delta} + \frac{g q}{2} \dot{p}^2 (\dot{c}^2) \right] s^2,
\] 
\forall s \in \mathbb{R}_{\geq 0}. \quad (37)

Hence, the proof is concluded if
\[
\beta_1 > 0.
\] 
(38)

In view of (38), all the components involved in (36) should be positive, wherein \(\mu \delta / 2 > 0\) can be immediately verified by choosing a positive \(\mu\). Now, we set the excitation threshold \(\dot{\delta}\) and the \(Q\) matrix arbitrarily, determining \(\dot{q}\). Then, letting \(\dot{p} \leq \mu\), we determine a sufficient condition to ensure the positiveness of the first term in (36):
\[
\left( \frac{q - \mu \dot{p} c^2 - 3 \dot{p} \dot{c}^2}{2} - \mu^2 \frac{\dot{p} c^2}{2} - \frac{3 \dot{p} \dot{c}^2}{2 \delta} \right) > 0.
\] 
(39)

Being the Lyapunov parameter \(g > 0\) arbitrary, let us fix \(g = 1\) for simplicity. At this point, with any fixed regularization parameter \(\rho \in \mathbb{R}_{>0}\) (we do not pose limits on \(\rho\) now) we can always determine a sufficiently small value of \(\mu\) for which the inequality holds true. Next, by suitably allocating the poles, we compute the output-injection gain \(L\) that realizes the needed \(\dot{p}\). Finally, to render \(\beta_1\) strict-positive, we choose a sufficient large \(\rho\) such that
\[
\frac{q}{2 \dot{p}} - \frac{3 \mu c^2}{8 g \rho^2 \dot{\delta}} > 0.
\]

B. Total dis-excitation phase

Clearly, it is important to show that the estimation error remains bounded also during the time-intervals in which no excitation is present (e.g., \(t_a(k) \leq t < t_e(k)\) as illustrated in Fig. 1). This is carried out in the following result.

**Lemma 4.1 (Boundedness in dis-excitation phase):**
Consider an arbitrary dis-excitation interval \(t_a(k) \leq t < t_e(k)\) in which \(E_{n_e}(t) = 0\). Then, under the same choices of \(\mu \in \mathbb{R}_{>0}, \rho \in \mathbb{R}_{>0}\) and \(L\) as in Theorem 4.1, \(V(t)\) is an ISS Lyapunov function with respect to \(d(t)\) (where \(|d(t)| \leq \dot{d}\)) and with respect to \(V(t_{d_a(k)})\).

**Proof:** In the considered dis-excitation scenario, the estimation is totally unexcited in all directions, i.e., \(\sum_{i=1}^{n} q_i(t) = 0, \forall t \geq t_d(k) > 0\); thus yielding \(\dot{\theta}(t) = 0, x_t = 1\), and \(\dot{\theta}(t) = \dot{\theta}(\tilde{t})\). In this respect, the time-derivative of the Lyapunov function \(V(t)\) satisfies
\[
\dot{V}(t) \leq -(q - 3 \dot{p} \dot{\delta}^2) |\dot{z}(t)|^2 + \frac{g q}{2} |\dot{\delta}(t)| - \frac{3 \dot{p} \dot{\delta}^2}{2} |\dot{z}(t)|^2
\] 
\[-\frac{g q}{4} |\dot{\delta}(t)|^2 + \frac{g q}{4} |\dot{\theta}(t)| + \frac{g q}{4} |\dot{\theta}(t)| |d_n(t)| \left( |\dot{\theta}(t)| - \frac{8 q}{4} |\dot{\theta}(t)| + |\dot{\theta}(t)| |d_n(t)| \right).
\]

Applying the inequality \(|\dot{\theta}(t_d(k))| \leq 2 \sqrt{V(t_d(k))}, \forall t \geq t_d(k)\), we have:
\[
\dot{V}(t) \leq -(q - 3 \dot{p} \dot{\delta}^2) |\dot{z}(t)|^2 + \frac{g q}{2} |\dot{\delta}(t)| + \frac{g q}{4} |\dot{\theta}(t)| + \frac{g q}{4} |\dot{\theta}(t)| |d_n(t)| \left( |\dot{\theta}(t)| + 2 \sqrt{V(t_d(k))} + |\dot{\theta}(t)| |d_n(t)| \right).
\]

By completing squares, we obtain the following upper bound for \(\dot{V}(t)\):
\[
\dot{V}(t) \leq -\beta_0 \left[ V(t) - L_0 V(t_{d_a(k)}) - \gamma_0(d_n(t)) \right]
\] 
(40)
where
\[
L_0 \triangleq 2 / \beta_0,
\]
\[
\beta_0 \triangleq 2 \min \left\{ \left( \frac{q - 3 \dot{p} \dot{\delta}^2}{2 \dot{p}} - \frac{g q}{2} \dot{p} \dot{\delta}^2 - \frac{3 \dot{p} \dot{\delta}^2}{2} \right), \frac{5}{6}, \frac{q}{2 \dot{p}} \right\}
\] 
and
\[
\gamma_0(s) \triangleq \frac{1}{\beta_0} \left[ \frac{\dot{\theta}^2}{2(q - 3 \dot{p} \dot{\delta}^2)} + \frac{g q}{2} |\dot{\delta}(t)|^2 \right] s^2, \forall s \in \mathbb{R}_{\geq 0}.
\]

It is immediate to show that \(\beta_1 > 0\) implies \(\beta_0 > 0\) through a suitable design of \(\mu, \rho\) and the observer gain \(L\) (see the proof taken in Section IV-A), thus concluding the proof.

**Remark 4.1 (Parameter tuning):** In view of (35), (36) and (37), some tuning guidelines for the parameters of the proposed estimator can be concluded. To avoid the increase of the worst-case sensitivity to bounded noises, instead of using a low value of \(\dot{\delta}\) that leads high-gain output injection through \(L\), and high values of \(\dot{\theta}\) and \(\gamma_1\) correspondingly, we can set \(\dot{\delta} = \mu\) and increase the regularization parameter \(\rho\). Moreover,
the tuning criterion of $\rho$ and $\mu$ is subject to a typical trade-off between accuracy and convergence speed. For example, a larger $\rho$ or a smaller $\mu$ can result in more accurate estimates at the price of slower convergence speed.

C. Robustness Under Alternate Switching

At this stage, the stability of the adaptive observer under alternate switching is characterized by linking the results obtained for the two excitation phases. Thanks to the Gronwall-Bellman lemma, we will be able to prove that the alternate occurrence of active identification phases and poorly excited phases may yield to convergence provided that the active identification phases have a sufficient duration.

**Theorem 4.2:** Under the same assumptions of Theorem 4.1, consider the adaptive observer (12), (16), (17), (19) equipped with the excitation-based switching strategy defined in (25). Then, the discrete dynamics induced by sampling the adaptive observer in correspondence of the switching transitions is ISS with respect to the disturbance $d_n$ and in turn ISS with respect to bounded measurement disturbance $d(t) \leq d$ if the excitation phases last longer than $\beta^{-1}_1 \ln(L_0)$.

**Proof:** By the Gronwall-Bellman Lemma, the value of the Lyapunov function (40) within the dis-excitation intervals can be bounded as follows:

$$V(t) \leq V(t_d(k)) + \left(1 - e^{-\beta_0(t-t_d)}\right) \times (L_0 V(t_d(k)) + \gamma_0(d_n) - V(t_d(k))) \quad \forall t \in [t_d(k), t_e(k)), \forall k \in \mathbb{Z}^+.$$  

Instead, during the excitation phases, the Lyapunov function (35) can be bounded as

$$V(t) \leq V(t_e(k)) + \left(1 - e^{-\beta_1(t-t_e)}\right) \times (\gamma_1(d_n) - V(t_e(k))) \quad \forall t \in [t_e(k), t_d(k+1)), \forall k \in \mathbb{Z}^+.$$  

In order to link the two modes of behaviour, let us denote by $V_k = V(t_d(k))$ the value of the Lyapunov function sampled at the $k$-th transition to dis-excitement, occurring at time $t_d(k)$ (or equivalently, at the end of the $(k-1)$-th active identification phase).

Due to the poor excitation during the interval $[t_d(k), t_e(k)]$, at the transition time $t_e(k)$ we can establish the (possibly conservative) bound

$$V(t_e(k)) \leq L_0 V_k + \gamma_0(d_n).$$

Such a bound holds for any duration the dis-excitement phase.

For any subsequent active identification time $t = t_e(k) + \Delta t$ with $\Delta t < t_d(k+1) - t_e(k)$, we get the inequality

$$V(t) \leq V(t_e(k)) + \left(1 - e^{-\beta_1(t-t_e)}\right) \times (\gamma_1(d_n) - V(t_e(k)))$$

$$= \gamma_1(d_n) - e^{-\beta_1(t-t_e)} \gamma_1(d_n) + e^{-\beta_1(t-t_e)} V(t_e(k))$$

$$\leq \gamma_1(d_n) - e^{-\beta_1(t-t_e)} \gamma_1(d_n) + e^{-\beta_1(t-t_e)} V(t_e(k))$$

$$= \gamma_1(d_n) + e^{-\beta_1(t-t_e)} \left(\gamma_0(d_n) - \gamma_1(d_n) + L_0 V_k\right).$$

Now, let us arbitrarily set $0 < \kappa < 1$ and let $\Delta T_e = -\beta^{-1}_1 \ln(L_0^{-1} \kappa)$. If the active identification phase is long enough to verify the inequality $t_d(k+1) - t_e(k) > \Delta T_e$, then we can guarantee the following difference bound on the discrete (sampled) Lyapunov function sequence:

$$V_{k+1} \leq \gamma_1(d_n) + \kappa \left(\gamma_0(d_n) - \gamma_1(d_n) + \kappa V_k\right)$$

which can be rewritten in the following compact form:

$$V_{k+1} - V_k \leq -(1 - \kappa) V_k + \gamma(d_n),$$

where $\gamma(s) = \gamma_1(s) + \kappa L_0^{-1} \gamma_0(s) - \gamma_1(s), \forall s \geq 0$.

We can conclude that $V_k$ is a discrete ISS Lyapunov function for the sampled sequence, with samples taken at the end of the excitation phases assumed always to last longer than $\beta^{-1}_1 \ln(L_0)$.

Now, we recover the ISS properties for the continuous-time system by studying the inter-sampling behaviour of $V(t)$. Let $k(t), \forall t > 0$ denote the index of the current time-window: $k(t) = k : t \in [t_d(k), t_d(k+1))$ and consider two positive constants $\Delta t_1, \Delta t_2$, such that $\Delta t_1 \leq t_e(k) - t_d(k), \Delta t_2 \leq t_d(k+1) - t_e(k)$. Between two samples, the Lyapunov function is bounded by:

$$V(t) \leq \max_{\Delta t_1, \Delta t_2 > 0} \left\{ V_k(t) + (1 - e^{-\beta_0 \Delta t_1}) \left(L_0 V_k(t) + \gamma_0(d_n) - V_k(t)\right) \right\}$$

$$\leq \left[(1 + L_0^2) V_k(t) + \gamma_0(d_n)\right] + \left[\gamma_1(d_n) + \gamma_0(d_n) + L_0 V_k(t)\right] = (1 + 2L_0^2) V_k(t) + \gamma_1(d_n) + 2\gamma_0(d_n).$$

If we let $k(t) \rightarrow \infty$ (i.e., an infinite number of active identification phases occurs asymptotically or a single excitation phase lasts indefinitely), then the estimation error in the inter-sampling times converges to a region whose radius depends only on the assumed disturbance bound.

V. SIMULATION AND EXPERIMENTAL RESULTS

A. Simulation Results

In this subsection, some numerical examples are given to illustrate the effectiveness of the proposed multi-sinusoidal estimator. The Forward-Euler discretization method with sampling period $T_s = 3 \times 10^{-4}$s is employed in all simulations.

**Example 1:** In this example, we compare the proposed method with two techniques available from the literature: the adaptive observer methods [30], [32] and the parallel AFLL method [22], all fed by the following signal composed by two sinusoids:

$$y(t) = \sin(2t) + \sin(5t).$$

All the methods are initialized with the same initial conditions $\hat{\omega}_0(0) = 3$ and $\hat{\omega}_0(0) = 4$. Method [30] is tuned with: $\gamma_1 = \gamma_2 = 8 \times 10^4$, $k = 1$, $d_2 = 9$, $d_3 = 27$, $d_4 = 27$, while the adaptive observer [32] is tuned with $\lambda_0 = \lambda_2 = 4$, $\lambda_1 = \lambda_2 = 6$, $k_1 = k_2 = 20$. The FLL method [22] is set to: $K_{s_1} = K_{s_2} = 1$, $\gamma_{s_1} = 0.3$, $\gamma_{s_2} = 0.5$, $\omega_{s_1} = 3$, $\omega_{s_2} = 4$. The tuning gains of the proposed method are chosen as: $a_1 = 0$, $a_2 = -0.5$, $F_f = -5$, $B_f = 4.5$, $\mu = 0.2$, $\mu_A = 0.15$ with the poles placed at $(-2, -0.7, -0.5, -0.2)$. The simulation results are reported in Fig.3.
It is worth noting from Fig. 3 that all the estimators succeed in detecting the frequencies in a noise-free scenario, after a similar transient behavior (through a suitable choice of the tuning gains), though method [30] is subject to a slightly larger overshoot. Let us now consider the input signal $y(t)$ corrupted by a bounded noise $d(t)$ uniformly distributed in the interval $[-0.25, 0.25]$. As shown in Fig. 4, the stationary performance of methods [30] and [32] deteriorate due to the injection of the perturbation, while the proposed method and the FLL tool [22] exhibit a relatively better noise immunity.

The estimated amplitudes obtained by [22] are compared with the outcomes of the proposed adaptive observer in Fig. 5 (we only pick two methods that perform better in frequency estimation). Thanks to the adaptive scheme (11), the proposed method offers a smoother transitory and improves the steady state behavior in presence of an external disturbance $d(t)$, at the cost of a slower convergence speed.

Moreover, resorting to the estimated amplitudes and phases, the input is reconstructed by the next equation

$$\hat{g}(t) = \hat{A}_1(t) \sin \hat{\varphi}_1(t) + \hat{A}_2(t) \sin \hat{\varphi}_2(t).$$

Some periods of the estimates are plotted for observation in Figure 6, where the accuracy of the phase estimation is verified.

**Example 2:** In order to evaluate the performance of the method in presence of a dc offset and of a partial dis-excitation, consider a biased signal consisting of two sine waves that turn into a pure single sinusoid after a certain time instant:

$$\hat{g}(t) = 4 \sin (3t) + A_2(t) \sin (2t) + 1 + d(t)$$

where $A_2(t)$ obeys a step-wise change: $A_2(t) = 3$, $0 \leq t < 120$, $A_2(t) = 0$, $t \geq 120$ and $d(t)$ is a random noise with the same characteristics as in the previous example. The behavior of the proposed estimator is recorded in Figs. 7-9 with the tuning gains chosen as follows: $F_f = -6$, $B_f = 6$, $a_1 = -2$, $a_2 = -1$, $\mu = 70$, $\rho = 0.3$, $\mu_A = 0.1$, $\delta = 3 \times 10^{-4}$, $\delta = 3 \times 10^{-5}$ and the poles’ location $[-0.6, -0.5, -0.3, -1, -10]$.

More specifically, in Fig. 7 the excitation signals $\lambda_1(\Phi(t))$, $\lambda_2(\Phi(t))$ are shown together with the corresponding switching signals $\psi_1(t)$, $\psi_2(t)$, to enhance the fact that the proposed methodology allows to check in real-time the excitation level for the single components, thus allowing to possibly stop the parameter adaptation in case of poor excitation.

Moreover, it follows from Fig. 8 and Fig. 9 that all the initialized parameters including the offset are successfully estimated. After time $t = 120$s, the system is characterized by over-parametrization. The vanishing of the second sinusoid is captured by the associated amplitude estimate, that fades to 0 eventually, though the frequency estimate is non-zero. Conversely, the parameters of the excited sinusoidal components remain in a neighborhood of the true ones.
The disturbance $d(t)$ is an additive random noise. Fig. 12 shows some periods of the noisy sinusoidal signal generated by the programmable source. Computation burden is one of the most important aspects of implementation in practice. For the sake of simplicity, all the dynamic equations of the estimator are discretized by the forward Euler method, avoiding an excessive load for the dSpace system. The parameters of the estimator (4th order for two frequencies) are set to $a_1 = 0, a_2 = -1, F_f = -2, B_f = 1, \mu = 20, \rho = 1, \mu_A = 0.2$ with the poles placed at $(-0.7, -0.4, -0.5, -1)$.

**Example 3:** In the example, we consider a different scenario to show the effectiveness of the proposed method in the presence of step-changing frequencies. Let

$$y(t) = \sin \omega_1(t) t + \sin \omega_2(t) t + d(t),$$

where $\omega_1(t)$ and $\omega_2(t)$ are time-varying frequencies, namely:

$\omega_1(t) = 2 \text{ rad/s}, 0 \leq t < 70,$  $\omega_1(t) = 3 \text{ rad/s}, t \geq 70,$

$\omega_2(t) = 5 \text{ rad/s}, 0 \leq t < 70,$  $\omega_2(t) = 4.5 \text{ rad/s}, t \geq 70.$

The disturbance $d(t)$ is a bounded signal with the same characteristics as in the previous example. The tunable parameters are given by: $a_1 = 0, a_2 = -0.5, F_f = -5, B_f = 4.5, \mu = 6, \rho = 0.2, \mu_A = 0.15$ with the poles placed at $(-2, -0.7, -0.5, -0.2).$
and phases of the sinusoids composing a multi-sinusoidal signal, in presence of bias and bounded additive disturbances. Compared to other adaptive observer methods that estimate the characteristic polynomial’s coefficients of the signal-generator system, the proposed algorithm allows for the direct adaptation of the squared-frequencies of the components. Thanks to the excitation-based switching dynamics that disables the adaptation under poor excitation conditions in real-time, the proposed estimator is proven to be ISS with respect to bounded disturbances and overparametrization. The tuning criteria of the adaptation parameters of the estimator are obtained analytically as a result of the ISS based analysis. The effectiveness of the proposed algorithm has been shown by extensive simulations and real-time experiments.
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In this paper, a new adaptive-observer based technique [35] is proposed for estimating the amplitudes, frequencies and phases of the sinusoids composing a multi-sinusoidal signal, in presence of bias and bounded additive disturbances. Compared to other adaptive observer methods that estimate the characteristic polynomial’s coefficients of the signal-generator system, the proposed algorithm allows for the direct adaptation of the squared-frequencies of the components. Thanks to the excitation-based switching dynamics that disables the adaptation under poor excitation conditions in real-time, the proposed estimator is proven to be ISS with respect to bounded disturbances and overparametrization. The tuning criteria of the adaptation parameters of the estimator are obtained analytically as a result of the ISS based analysis. The effectiveness of the proposed algorithm has been shown by extensive simulations and real-time experiments.

Future research efforts will be devoted to extend the analysis and the algorithm to the important case of tracking time-varying changes of the frequencies of the multi-sinusoidal signals. Moreover, challenging practical use-cases will be dealt with such as, for example, estimation of vibrations in power generators and estimation in sea-wave analysis contexts.
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