Real-MFF: A large realistic multi-focus image dataset with ground truth

Journal Pre-proof

Real-MFF: A large realistic multi-focus image dataset with ground

truth

Juncheng Zhang, Qingmin Liao, Shaojun Liu, Haoyu Ma,
Wenming Yang, Jing-Hao Xue

Pll:
DOl:
Reference:

To appear in:

Received date:
Revised date:
Accepted date:

S0167-8655(20)30300-7
https://doi.org/10.1016/j.patrec.2020.08.002
PATREC 7993

Pattern Recognition Letters

16 January 2020
2 July 2020
2 August 2020

Pattern Recognition
Letters

Please cite this article as: Juncheng Zhang, Qingmin Liao, Shaojun Liu, Haoyu Ma, Wenming Yang,
Jing-Hao Xue, Real-MFF: A large realistic multi-focus image dataset with ground truth, Pattern Recog-

nition Letters (2020), doi: https://doi.org/10.1016/j.patrec.2020.08.002

This is a PDF file of an article that has undergone enhancements after acceptance, such as the addition
of a cover page and metadata, and formatting for readability, but it is not yet the definitive version of
record. This version will undergo additional copyediting, typesetting and review before it is published
in its final form, but we are providing this version to give early visibility of the article. Please note that,
during the production process, errors may be discovered which could affect the content, and all legal
disclaimers that apply to the journal pertain.

(©) 2020 Published by Elsevier B.V.


https://doi.org/10.1016/j.patrec.2020.08.002
https://doi.org/10.1016/j.patrec.2020.08.002

Research Highlights (Required)

To create your highlights, please type the highlights against each \item command.

It should be short collection of bullet points that convey the core findings of the article. It should include 3 to 5 bullet points
(maximum 85 characters, including spaces, per bullet point.)

< A novel large and realistic multi-focus dataset with ground truth is constructed.
e The proposed dataset can serve as a test bench for multi-focus image fusion methods.

« Benefit future development of deep-learning-based methods for multi-focus image fusion.




Pattern Recognition Letters
journal homepage: www.elsevier.com

Real-MFF: A large realistic multi-focus image dataset with ground truth

Juncheng Zhang?, Qingmin Liao?, Shaojun Liu®"™Haoyu Ma?, Wenming Yang?, Jing-Hao Xue®

aShenzhen International Graduate School, Tsinghua University, China
bDepartment of Electric and Computer Engineering, Hong Kong University of Science and Technology, China
¢Department of Statistical Science, University College London, U.K.

Article history:

Keywords: Image fusion, multi-focus im-
ages, multi-focus dataset, deep learning

ABSTRACT

Multi-focus image fusion, a technique to generate an all-in-focus image from two or
more partially-focused source images, can benefit many computer vision tasks. How-
ever, currently there is no large and realistic dataset to perform convincing evaluation
and comparison of algorithms in multi-focus image fusion. Moreover, it is di Cculk to
train a deep neural network for multi-focus image fusion without a suitable dataset. In
this letter, we introduce a large and realistic multi-focus dataset called Real-MFF, which
contains 710 pairs of source images with corresponding ground truth images. The dataset
is generated by light field images, and both the source images and the ground truth im-
ages are realistic. To serve as both a well-established benchmark for existing multi-focus
image fusion algorithms and an appropriate training dataset for future development of
deep-learning-based methods, the dataset contains a variety of scenes, including build-
ings, plants, humans, shopping malls, squares and so on. We also evaluate 10 typical

multi-focus algorithms on this dataset for the purpose of illustration.

€20P0 Elsevier Ltd. All rights reserved.

1. Introduction

For most computer vision tasks, such as object detection and
identification, it is desirable to use the in-focus images as input
rather than blurred ones. However, due to the limited depth-
of-field (DOF) of cameras, it is usually di [culk to capture the
all-in-focus images directly. Therefore, multi-focus image fu-
sion, a technique to fuse two or more partially-focused source
images into an all-in-focus image, is very important in the fields
of computer vision and image processing, and has drawn con-
siderable attention in recent years.

Existing multi-focus image fusion methods can be roughly
categorized into three groups: transform-domain-based meth-
ods, spatial-domain-based methods, and deep-learning-based
methods.

Transform-domain-based methods usually first decompose
the source images in a transform domain, then fuse the features
in the transform domain, and finally reconstruct the all-in-focus
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image. Laplacian pyramid (LP) [5], ratio of low-pass pyra-
mid (RP) [6], curvelet transform (CVT) [7], discrete wavelet
transform (DWT) [8], dual-tree complex wavelet transform
(DTCWT) [9], non-subsampled contourlet transform (NSCT)
[10], principal component analysis (CPA) [11], and sparse
representation-based methods [12-14] have been explored to
build transform-domain-based methods.

Spatial-domain-based methods can be further classified into
three sub-groups: block-based methods, region-based methods
and pixel-based methods. The block-based methods [15] first
divide images into blocks, then calculate the focus measure of
each block, and finally choose the block with the highest focus
measure as the corresponding block in the fusion result. Con-
sequently, these algorithms are often a [ected by the granular-
ity of block partitioning. The region-based methods [16] first
segment the input images and then fuse the focused segments
of these input images. Therefore, the fusion results of region-
based methods highly rely on the segmentation accuracy. The
pixel-based methods [17] calculate the focus measure and fuse
the images at the pixel level. Usually, pixel-based methods of-
ten produce poor results near the boundary between a focused
area and a defocused area.



()

Fig. 1: Examples in our dataset. (a) and (d) are the source images focused on the foreground; (b) and (e) are the source images focused on the background; and (c)
and (f) are the all-in-focus images. The upper row is for a complex example and the lower row is for a simple example.

Table 1: Characteristics of various datasets.

Dataset Data generation method size realistic  ground truth
Lytro [1] Captured by light field camera 20 pairs, 520x520 Yes No
CNN [2] Synthetically generated based on the ImageNet dataset 1,000,000 pairs, 16x16 No Yes
BA-Fusion [3]  Synthetically generated based on the Matting dataset 2,268,000 pairs, 16x16 No Yes
FuseGan [4] Synthetically generated based on segmentation datasets 5,850 pairs, 320480 No Yes
Our Real-MFF  Captured by light field camera 710 pairs, 625x433 Yes Yes

In the past several years, many deep learning methods have
been proposed for multi-focus image fusion. Liu et al. [2] used
a deep convolutional neural network (CNN) to generate a deci-
sion map just like the pixel-based methods, and then did some
post-processing to produce a final decision map. FuseGan [4]
used a generative adversarial network (GAN) to generate deci-
sion map. Such methods can be regarded as the network-based
implementations of the spatial-domain-based methods. Di [er}
ent from them, Wen et al. [18] designed an end-to-end neural
network for image fusion.

One of the bottlenecks of using deep neural networks to solve
multi-focus fusion problems is the lack of suitable large and
realistic database with ground truth for the network training.
The most widely used dataset in this area is the Lytro Multi-
focus dataset [1], which contains 20 pairs of multi-focus im-
ages with size 520x520 pixels. This dataset is very small and
has no ground truth, therefore, it cannot be used for training a
deep neural network. To break through this bottleneck, there
are some valuable trials. Liu et al. [2] used high-quality nat-
ural images blurred by Gaussian filters with five di [erent lev-
els of blur to generate a dataset. The images generated by this
method were not as real as naturally defocused images, because
they were blurred with a spatially invariant defocus kernel and
therefore lacked defocus changes. [4, 18] used segmentation
datasets with manually labeled segmentation as the ground truth
map. The ground truth was used as a 0-1 mask map, with 0 for
foreground and 1 for background. The foreground and back-

ground were then blurred by Gaussian filters separately and fi-
nally merged together. In our previous work of BA-Fusion [3],
we generated a dataset based on a matting dataset. We chose
matted object as the foreground object and high-quality picture
as the background. However, the images generated by these
methods do not follow the real defocus model and thus need
further improvement.

In this letter, we propose a new large and realistic dataset for
multi-focus image fusion. The dataset, called Real-MFF, con-
sists of various natural multi-focus images with ground truth,
generated by light field images. Fig. 1 shows two pairs of
partially-focused source images and their all-in-focus ground-
truth images in our dataset for examples. The contributions of
our work can be summarized as follows.

Firstly, we construct a new large and realistic multi-focus
dataset, which contains 710 pairs of images that can be used
for training deep neural networks. Each pair of images contains
two partially-focused images as the source images and an all-in-
focus image as the ground truth. The dataset is generated using
a light field camera: Lytro illum camera. The source images are
produced by choosing di Lerent focus planes.

Secondly, to the best of our knowledge, our dataset is the
first large and realistic dataset that can serve as a test bench for
validating multi-focus image fusion methods.

Finally, the proposed dataset is both large and realistic so that
it can benefit the development of deep-learning-based multi-
focus image fusion methods.









