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Phased Arrays of Transducers (PATs) allow accurate control of ultrasound 
fields, with applications in haptics, levitation (i.e. displays) and parametric 
audio. However, algorithms for multi-point levitation or tactile feedback are 
usually limited to computing solutions in the order of hundreds of sound-
fields per second, preventing the use of multiple high-speed points, a feature 
that can broaden the scope of applications of PATs. We present 𝐺𝑆-𝑃𝐴𝑇 , 
a GPU multi-point phase retrieval algorithm, capable of computing 17K 
solutions per second for up to 32 simultaneous points in a mid-end consumer 
grade GPU (NVidia GTX 1660). We describe the algorithm and compare it 
to state of the art multi-point algorithms used for ultrasound haptics and 
levitation, showing similar quality of the generated sound-fields, and much 
higher computation rates. We then illustrate how the shift in paradigm 
enabled by 𝐺𝑆-𝑃𝐴𝑇 (i.e. real-time control of several high-speed points) 
opens new applications for PAT technologies, such as in volumetric fully 
coloured displays, multi-point spatio-temporal tactile feedback, parametric 
audio and simultaneous combinations of these modalities.

CCS Concepts: • Computing methodologies → Physical simulation.

Additional Key Words and Phrases: Multi-point phase optimization; Para-
metric sound; Ultrasound Levitation; Mid-air haptics; Phased Arrays of
Transducers

ACM Reference Format:
Diego Martinez Plasencia, Ryuji Hirayama, Roberto Montano-Murillo, and Sri-
ram Subramanian. 2020. GS-PAT: High-Speed Multi-Point Sound-Fields 
for Phased Arrays of Transducers. ACM Trans. Graph. 39, 4, Article 138 
(July 2020), 12 pages. https://doi.org/10.1145/3386569.3392492

1 INTRODUCTION
Phased Arrays of Transducers (PATs) provide accurate control of
the phase and amplitude of dense arrays of transducers (e.g. 16x16
transducers), and have demonstrated capabilities to present visual,
auditive and tactile content.
Visual content using PATs typically relied on sparse sets of levi-

tated particles, initially constrained to specific locations or arrange-
ments [Ochiai et al. 2014; Omirou et al. 2015]. Algorithmic advances
allowed unconstrained 3D positioning of single particles first [Marzo
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Fig. 1. Example applications enabled by GS-PAT. (A) Volumetric POV vi-
sual content using 6 high-speed scanning particles. (B) Multi-point tactile
feedback using three high-speed moving tactile points.

et al. 2015] and then extended this to several particles [Marzo and
Drinkwater 2019]. Recently, the use of a single levitated high-speed
particle [Hirayama et al. 2019] has allowed the creation of 3D dis-
plays using the Persistence of Vision (POV) effect. For audio, PATs
have allowed the steering of single [Ochiai et al. 2017; Olszewski
et al. 2005] and then multiple [Shi et al. 2015] audible beams in
different directions. Haptics also demonstrated mid-air feedback,
first at a single tactile point in 3D [Hoshi et al. 2010], then at several
tactile points [Carter et al. 2013; Inoue et al. 2015; Long et al. 2014]
and finally using a single high-speed tactile point [Frier et al. 2019].
From an algorithmic point of view, all these PAT approaches

have followed a similar evolution, with single-point approaches
demonstrating an initial potential [Carter et al. 2013; Marzo et al.
2015; Olszewski et al. 2005]; multi-point extending it [Long et al.
2014; Marzo and Drinkwater 2019; Shi et al. 2015]; and single-point
high-speed algorithms demonstrating further applications, such
as better tactile feedback [Frier et al. 2019], or even simultaneous
delivery of visual, tactile and auditive content [Hirayama et al. 2019].
The next natural step in this evolution lies in exploiting multi-

point sound-fields computed at high rates (e.g. such as >10KHz,
as used for single-particle POV displays [Hirayama et al. 2019]; or
17KHz, used for single-point haptics [Frier et al. 2019]). However,
this step remains hindered by the performance of existing multi-
point algorithms, typically limited to computing rates of hundreds
of hertz. This paper fills this gap, and demonstrates how this shift
in paradigm from a single high-speed point to multiple high-speed
points enables new applications of PATs for all 3 modalities.
We present 𝐺𝑆-𝑃𝐴𝑇 , a high performance approximation to the

Gerchberg-Saxton (GS) algorithm [Gerchberg 1972] specifically tai-
lored to phase and amplitude PATs.𝐺𝑆-𝑃𝐴𝑇 reduces the algorithmic
complexity of GS, as to deal with more points or PAT setups with
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Fig. 2. Summary of approaches for sound-field computation. (a) Standing waves allow simple levitation, but no control of particle position. (b) Addition of
levitation signatures allows multi-point levitation. (c) Single-point tactile feedback is computed as a focusing pattern. (d) Complex summation of focusing
patterns allows for multi-point tactile feedback. (e) Summary of stages in a classic Gerchberg-Saxton (GS) iterative algorithm.

more transducers. For a PAT setup with 512 transducers and 32
(tactile or levitation) points, our algorithm can compute 17K sound-
fields per second in a consumer-grade GPU (GeForce GTX 1660).
We compare our solution to state of the art algorithms used

in multi-point levitation [Marzo and Drinkwater 2019] and hap-
tics [Long et al. 2014] showing that we can achieve the high com-
puting rates required for our applications, with minimum sacrifices
in the quality of the sound-fields generated and retaining the capa-
bilities of multi-point algorithms to avoid destructive interference.
We then illustrate how the shift in paradigm enabled by 𝐺𝑆-

𝑃𝐴𝑇 (i.e. from single to multiple high-speed points) provides great
versatility in sound-field control and enables novel applications for
PATs, such as in creating volumetric POV content using several
particles (see Figure 1a), novel types of tactile feedback (see Figure
1b), audio and combinations of these modalities.

2 RELATED WORK AND BACKGROUND

2.1 Sound-field computation & multimodal UIs
Sound-field computation in the scope of interactive applications
usually refers to audible sound, either to model the sound generated
by 3D objects [Wang and James 2019; Wang et al. 2018; Zheng and
James 2011] or to capture the propagation of sound in computer
generated 3D scenes [Raghuvanshi and Snyder 2014, 2018].

We focus instead on interactive applications based on interference
of single frequency ultrasound fields. Such fields were first observed
to trap particles in the lobes of a standing wave more than 150 years
ago [Stevens 1899], as shown in Figure 2a. Standing waves have
been used to create displays using particles as tangible pieces of
information [Ochiai et al. 2014; Omirou et al. 2015, 2016; Sahoo et al.
2016], but with very limited control of individual particle positions.
Multi-point algorithms [Marzo and Drinkwater 2019] allowed

displays with free control of the position of several levitated parti-
cles (Figure 2b), or used particles as anchors to suspend projection
surfaces which can act as mid-air displays [Morales et al. 2019].

Interference patterns creating focusing points (Figure 2c), Bessel
beams [Norasikin et al. 2019], diffraction gratings [Norasikin et al.
2018] or boundary holograms [Inoue et al. 2019] have also been
used to create tactile sensations [Hoshi et al. 2010], directional
sound [Olszewski et al. 2005; Yoneyama et al. 1983] or even to create
olfactory and taste experiences [Hasegawa et al. 2017; Vi et al. 2017].

Even if PATs have shown the ability to stimulate every modality,
interactive experiences usually focus on only one of them, using
other technologies to stimulate other modalities. For instance, ul-
trasonic tactile feedback has been combined with multiple imaging
solutions, like tabletops [Carter et al. 2013], VR headsets [Georgiou
et al. 2018; Sand et al. 2015a], mid-air screens [Monnai et al. 2014;
Sand et al. 2015b], real objects [Freeman et al. 2019; Norasikin et al.
2018] or replicas of real object’s light-fields [Yoshida et al. 2017].
However, PAT experiences simultaneously delivering several

modalities have started to be demonstrated only very recently [Hi-
rayama et al. 2019; Shakeri et al. 2019]. Our algorithm (i.e. GS-PAT)
and approach (i.e. use of high-speed multi-point sound-fields) open
up new possibilities for visual, audio and tactile modalities indepen-
dently, but also tighter integration across these three modalities and
support for setups with more transducers, all of them key to enable
exploration of new multimodal applications using PATs.

2.2 Multi-point Phase Optimization Algorithms
2.2.1 Field generated by one transducer and single-point fields: The
field generated at a point 𝑧 by a transducer 𝑡 activated with a specific
amplitude 𝑎𝑡 and phase 𝜑𝑡 can be determined as:

Ψ𝑡,𝑧 = 𝑎𝑡 · 𝑒 (𝜑𝑡 )𝑖 · 𝑃𝑡,𝑧 · Φ𝑡,𝑧 (1)

Where 𝑃𝑡,𝑧 refers the scalar directivity function of our transducers,
approximated as a piston model; and Φ𝑡,𝑧 models the complex phase
propagation, approximated as a point-source [O’Neil 1949].

𝑃𝑡,𝑧 =
2 · 𝐽1 (𝑘 · 𝑟 · sin(𝜃 ))

𝑘 · 𝑟 · sin(𝜃 ) ·
𝑃𝑟𝑒 𝑓

d (p𝑡 , p𝑧)
;Φ𝑡,𝑧 = 𝑒 (𝑘 ·d(p𝑡 ,p𝑧 ))𝑖 (2)
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Here, 𝑃𝑟𝑒 𝑓 represents the transducer’s reference pressure at 1m
distance at the transducer’s maximum amplitude (i.e. 𝑎𝑡 = 1); 𝑟 rep-
resents the transducer’s radius; 𝑘 is the wavenumber (𝑘 = 𝜔/𝑐0);
d (p𝑡 , p𝑧) is the Euclidean distance between the transducer at posi-
tion p𝑡 and the point at p𝑧 ; 𝜃 is the angle between the transducer’s
normal and point 𝑧; and 𝐽1 is a Bessel function of the first kind.

Equations (1) and (2) can be used to compute the required trans-
ducer activation (i.e.𝑎𝑡 ·𝑒 (𝜑𝑡 )𝑖 = 𝑃𝑡,𝑧 ·Φ∗

𝑡,𝑧 ·𝑎𝑧 ) to create a single-point
focusing pattern at point 𝑧 (see Figure 2c), as used for tactile stim-
ulation [Hoshi et al. 2010]. The addition of levitation signatures
allows the creation of single levitation traps from these focusing
patterns [Marzo et al. 2015] and such single-point algorithms have
already been successfully adapted to high computing rates [Frier
et al. 2019; Hirayama et al. 2019].

2.2.2 Multi-point sound-fields and phase optimization. Computing
sound-fields creating several focusing points (i.e. for haptics, see
Figure 2d) or traps (i.e. for levitation, as in Figure 2b) requires more
complex algorithms, harder to adapt to high computing rates or PAT
setups with a higher number of transducers.
Existing multi-point algorithms are summarized here, together

with their algorithmic complexity (using Big-O notation), and our
𝐺𝑆-𝑃𝐴𝑇 algorithm is then described in the following section.

Let Z represent the set of desired control points (focus or traps),
and T represent the set of transducers in our PAT arrangement
(with |Z| << |T|). For simplicity, each element 𝑥 in Z or T (control
point or transducer) is represented as a tuple {𝑎𝑥 , 𝜑𝑥 , p𝑥 }while their
equivalent complex representations are denoted by sets 𝜻 and𝝉 (i.e.
𝝉 = {𝑎𝑡 · 𝑒 (𝜑𝑡 )𝑖 ,∀t ∈ T}). While the position (p𝑧) and amplitude
(𝑎𝑧) of the points in Z, and the position of the transducers (p𝑡 ) are
known (i.e. input variables), the transducers’ activation (𝑎𝑡 , 𝜑𝑡 ) and
the target point phases (𝜑𝑡 ) are unconstrained degrees of freedom
(i.e. output variables), which are tuned to reconstruct the intended
field at the target points. Also, some PAT devices might only allow
phase control of the transducers (i.e. 𝑎𝑡 = 1,∀t ∈ T).

A first order approximation of the sound-field generated by a PAT
can be described as a simple linear equation system [Andrade et al.
2018], defined by the forward propagation F of any given transducer
activation 𝝉 to the points in Z:

𝜻 =


𝑃1,1 · Φ1,1 · · · 𝑃T,1 · ΦT,1

.

.

.
. . .

.

.

.

𝑃1,Z · Φ1,Z · · · 𝑃T,Z · ΦT,Z

 ·𝝉 = F ·𝝉 (3)

Solving the inverse problem (i.e. the activation𝝉 required to produce
a given field 𝜻) is possible, but it leads to an underdetermined system
(i.e. |Z| << |T| ) and requires point phases (𝜑𝑧) to be known in
advance.

Long et al. [Long et al. 2014] approach this using an Eigen solver
to retrieve phases 𝜑𝑧 (i.e. O( |Z|3)) and Tikhonov regularization , to
overdetermine the system and solve for 𝑎𝑡 and 𝜑𝑡 (i.e. O( |T|2.53),
using fast multiplication algorithms [Le Gall 2012]). This results
in a relatively more complex global optimization, with complexity
heavily determined by |T|, as it solves for each transducer in 𝜏
to approximate the target field while retaining low variability on
transducers’ intensity.

Other algorithms rely on heuristics to produce faster solvers (i.e.
< O( |T|2.53)). Instead of optimizing for the transducer’s activation
(i.e. 𝑎𝑡 , 𝜑𝑡 ), these algorithms approximate it as a summation of the
individual contributions of each point in the target field Z , reducing
the problem to a single degree of freedom per point (i.e. 𝜑𝑧 ).
For instance, the back-propagation (𝐵𝑃) algorithm [Marzo and

Drinkwater 2019] in Equation 4 simply propagates each point in
Z to the elements in T. This implicitly sets the phase of all target
points to 𝜑𝑧 = 0 and leads to suboptimum solutions (e.g. target
points can unnecessarily interfere destructively with each other).

𝑎𝑡 · 𝑒 (𝜑𝑡 )𝑖 =

∑𝑍
𝑧 𝑃𝑡,𝑧 · Φ∗

𝑡,𝑧 · 𝑎𝑧
|Σ𝑍𝑧 𝑃𝑡,𝑧 · Φ∗

𝑡,𝑧 · 𝑎𝑧 |
,∀𝑡 ∈ T (4)

The family of Gerchberg-Saxton (GS) algorithms [Gerchberg 1972]
provide a heuristic approach to compute target phases (𝜑𝑧) that op-
timize field reconstructions (i.e. avoid destructive interference) and
they have been used in a wide range of imaging applications [Dainty
and Fienup 1987; Fogel et al. 2016].

However, traditional GS methods rely on assumptions that make
them unsuitable for PAT applications. First, most imaging appli-
cations rely on square-shaped modulators and dense target fields
defined in a 2D plane parallel to the modulator and uniformly sam-
pled, which allows them to rely on Fourier transforms for efficient
computation. Second, GS was intended for optical modulators which
control phase or amplitude (but not both). In contrast, our target
fields are a sparse collection of points, unevenly located anywhere
in 3D; PAT modulators can vary in shape (e.g. our non-square top-
bottom setup, in Figure 5) and can control both phase and amplitude.
The GS algorithm was reformulated for PATs as the 𝐼𝐵𝑃 algo-

rithm [Marzo and Drinkwater 2019], composed of the four steps in
Table 1. Please note super-indices (e.g. 𝜻 (𝒏) ,𝝉 (𝒏) ) denote variables’
values across each of the N iterations. Also, the order in the steps
has been modified to highlight its parallelism to a classic GS (i.e.
step 1 in [Marzo and Drinkwater 2019] corresponds to step 3 in
Table 1), with no effects on algorithm’s behaviour or convergence.

While solving many limitations within the original algorithm
(i.e. non-flat PAT arrangements, arbitrary 3D positions), 𝐼𝐵𝑃 is
still limited to phase-only PAT modulators. 𝐺𝑆-𝑃𝐴𝑇 removes this
unnecessary constraint, improving accuracy, and it also simplifies
some of the steps, leading to large performance gains.

Table 1. Summary of GS iterative algorithm adapted to multi-point sound-
field computation (O(N · |T | · |Z |))

1. Back-propagate field Z to modulator T: O( |Z| · |T|)
𝝃 (𝑛) =

{
Σ𝑍𝑧 𝑃𝑡,𝑧 · Φ∗

𝑡,𝑧 · 𝑎
(𝑛−1)
𝑧 · 𝑒𝑖𝜑

(𝑛−1)
𝑧 ,∀𝑡 ∈ T

}
2. Constrain modulator’s output: O( |T|)

𝝉 (𝑛) =
{

𝑡
|𝑡 | · 𝑎

(0)
𝑡 , ∀𝑡 ∈ 𝝃 (𝑛)

}
3. Propagate modulator T to field Z: O( |Z| · |T|)

𝚪
(𝑛) =

{
Σ𝑇𝑡 𝑃𝑡,𝑧Φ𝑡,𝑧 · 𝑎

(𝑛)
𝑡 · 𝑒𝑖𝜑𝑡 (𝑛) ,∀𝑧 ∈ Z

}
4. Constrain target field: O( |Z|)

𝜻 (𝑛) =
{

𝑧
|𝑧 | · 𝑎

(0)
𝑧 , ∀𝑧 ∈ 𝚪

(𝑛)
}
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3 GS-PAT: MULTI-POINT SOUND-FIELDS SIMPLIFIED
Traditional approaches use a matrix F (see Equation 3), containing
the usual forward propagation of the transducers’ activation to each
of our target points in Z, and its conjugate F∗ to back-propagate
from points to transducers. This is inaccurate in terms of amplitude,
but allowed as transducers’ amplitude is discarded in GS step 2.

We instead use a normalised matrix B, which describes the (back)
propagation of each point 𝑧 to each transducer in T for a focussing
point with exact amplitude 1Pa. Matrix B is key to allow us to define
the amplitude of target points in actual Pascals, and also to provide
accurate reconstruction prediction in the last step of our method.
This allows us to reformulate the GS approach by computing a
two-step propagation matrix R = F · B ∈ C |Z |× |Z | , as follows:

R = F ·


𝑃1,1

|ΣT𝑡 𝑃𝑡,1 |2
· Φ∗

1,1 · · · 𝑃1,𝑧

|ΣT𝑡 𝑃𝑡,𝑧 |2
· Φ∗

1,Z
.
.
.

. . .
.
.
.

𝑃T,1

|ΣT𝑡 𝑃𝑡,1 |2
· Φ∗

T,1 · · · 𝑃T,Z

|ΣT𝑡 𝑃𝑡,𝑧 |2
· Φ∗

T,Z


= F · B (5)

The resulting matrix R describes the back-propagation from each
point 𝑧 to each transducer 𝑡 in the PAT setup (GS step 1) and their
forward propagation to each point 𝑧 (step 3). We approximate the GS
algorithm as a combination of two steps in each iteration: Equation
6 uses R to combine the forward and backward propagation of our
target points (GS steps 1 and 3), while Equation 7 enforces the
amplitude constraints of our target points (GS step 4).

𝚪
(𝑛) = R · 𝜻 (𝑛−1) (6)

𝜻 (𝑛) =

{
𝑧 (𝑛)��𝑧 (𝑛) �� · 𝑎 (0)𝑧 , ∀𝑧 (𝑛) ∈ 𝚪

(𝑛)
}

(7)

Our approximation offers several benefits. First, it avoids GS step 2
(i.e. Constrain modulator’s output). This ensures that transducers’
amplitude remains as an additional degree of freedom, making our
solver compatible with PATs operating over both phase and ampli-
tude. Second and most important, avoiding GS step 2 allows matrix
R to remain constant across iterations. Normalizing in GS step 2
would require recomputation of, at least, GS steps 1 & 2 in each

iteration, leading to an overall complexity of O(N · |T| · |Z|), depen-
dent on |T|, and limiting scalability to larger PAT setups. Instead, we
compute R only once at the beginning of the process (i.e. O( |T| · |Z|)
), and each iteration only deals with one multiplication by matrix
R (i.e. O( |Z|2) in Equation 6) and one normalization (i.e. O( |Z|)
in Equation 7). This leads to an overall complexity of O

(
N · |Z|2+

|T| · |Z|), making 𝐺𝑆-𝑃𝐴𝑇 well suited for high-speed multi-point
applications and better scalability in terms of |T|.
The set 𝚪 (𝑛) provides an estimate of the final amplitudes of the

generated field at each point in Z. The final step in our method uses
𝚪
(𝑛) and B to correct the amplitudes of our control points and to

compute the final transducer activation, as follows:

𝜻Ω =

{
𝑧 (𝑛)

|𝑧 (𝑛) |2 ·
(
𝑎
(0)
𝑧

)2
, ∀𝑧 (𝑛) ∈ 𝚪

(𝑛)
}

𝝉Ω = B · 𝜻Ω
(8)

The activation 𝜏Ω can be directly used to create tactile points (see
Figure 5f&g), but also to create levitation traps (see Figure 5d&e)
by adding a levitation signature (i.e. we add 𝜋 radians to the trans-
ducers in the top array, to maximise vertical trapping [Marzo and
Drinkwater 2019]). The activation must also be capped to the trans-
ducers’ operational range (𝑎𝑡 ∈ [0, 1]) . This must be considered
when defining target amplitudes (i.e. 𝑎𝑧 ). Too high amplitudes (i.e.
beyond the capabilities of the PAT device) will lead to transducers’
amplitudes being capped and performance will degrade to that of
a phase only solver. Finally, capped transducers’ amplitude must
be discretized and mapped to duty cycle using to the nonlinear
relationship in Equation S4 in [Hirayama et al. 2019].

3.1 High-performance GPU implementation
We implemented𝐺𝑆-𝑃𝐴𝑇 using OpenCL and clBlas [Knox 2013], as
summarized in Figure 3. The solver can compute several solutions
(i.e. arrangements of |Z| target points or geometries) in parallel, with
G ∈ N representing the number of geometries/solutions computed
in parallel. Grey boxes represent data, purple boxes represent the
OpenCL kernels implemented and red ones represent calls to clBlas
complex matrix multiplication cgemm.

Fig. 3. Summary of our openCL based implementation, detailing data buffers (grey boxes), computing kernels (purple boxes for ours; red for clBlas) and
shaded areas indicating local workgroups used. Size of buffers, kernels and workgroups denoted in terms of the number of target points ( |𝑧 |), transducers
( |𝑇 |) and geometries computed in parallel (G).
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The dimensions of the boxes represent the amount of data to be
processed, in terms of numbers of transducers (|T|), number of target
points ( |Z|) and number of geometries (G). These dimensions match
the size of the global workgroup sizes used by each kernel, while
the smaller shaded areas represent local workgroup sizes (in terms
of |T|, |Z| and G). Synchronization events and some auxiliary data
structures (i.e. location of each transducer, pre-computed buffers to
compute 𝑃t,z and Φt,𝑧 ) are used, but they are omitted in Figure 3 for
brevity.
The buffers Z_positions and Z_amplitudes provide the input

to our solver, describing the desired location and amplitudes of
the target points for each geometry (i.e. our target set Z ), while
Z_complex contains the complex representation of target points
across our iterations (i.e. 𝜻 (𝒏) ).

Kernel computeF_and_B calculates matrices B and F according to
Equation 5, while G parallel calls to clgemm are used to build matrix
R for each geometry. Kernel solvePhases encapsulates the iterative
steps in GS-PAT described by Equations 6 and 7, and the number
of iterations is provided as a parameter (i.e. we used N=100 during
our tests). Finally, kernel computeActivation is used to compute
the phases and amplitudes to be delivered to our PAT according
to Equation 8, as well as the addition of levitation signatures (if
required) and discretization steps required to drive our PAT.

4 COMPARATIVE EVALUATION
We evaluated the performance of 𝐺𝑆-𝑃𝐴𝑇 , comparing it to the two
most relevant phase retrieval solvers for PATs: the heuristic solver
𝐼𝐵𝑃 [Marzo and Drinkwater 2019]; and the global optimization
solver 𝐿𝑜𝑛𝑔 [Long et al. 2014]. We also use a 𝑁𝑎𝑖𝑣𝑒 solver (see 𝐵𝑃 ,
as in Equation 4), as a baseline to assess the benefits of using phase
retrieval solvers and to understand when these benefits come into
effect. Our evaluation contains two sections, one testing the ability
of the solvers to achieve high intensity reconstructions (i.e. avoid
destructive interference) and a second one testing their ability to
accurately reproduce specific intensities.
The choice of a suitable metric to assess reconstruction inten-

sity also deserves particular consideration. We test techniques from
two different domains: haptics and levitation. The first ones are in-
tended to create high pressure focal points, measured in Pascals. The
second ones create levitation traps (i.e. area of near-zero pressure
surrounded by high pressures), with their quality determined by the
trap stiffness (i.e. Laplacian of Gor’kov potential). As shown in Sup-
plementary Material, the square of the acoustic pressure (Pa) before
applying the levitation signature to the focus points strongly corre-
lates

(
R2 > 0.99

)
with trapping stiffness (N/m) after applying the

signature. Thus, we use the acoustic pressure (i.e. amplitude of the
complex pressure) as a single metric allowing for fair comparisons
across levitation and haptic domains.

Also, all solvers were run according to our experimental setup (i.e.
512 transducers in a top-bottom arrangement, see Section 5.1). For
fairness in comparison, both 𝐼𝐵𝑃 and𝐺𝑆-𝑃𝐴𝑇 used N = 100 itera-
tions, as per the original implementation by [Marzo and Drinkwater
2019]. 𝐿𝑜𝑛𝑔 was used with full regularization (𝛾 = 1). The C++
implementations of the solvers tested, as well as the code used for
our evaluations can be found in Supplementary Material.

4.1 Avoiding destructive interference
We compared the performance of the different solvers, when recon-
structing arrangements (geometries) of |Z| ∈ {2, 4, 8, 16, 32} points.
Particularly, we generated 5000 random geometries, 1000 for each
condition in |Z| (i.e. 2,4,8,16 and 32 points). Each geometry was
randomly generated, but the position of its points was constrained
to the 12× 12× 12cm at the centre of our experimental setup (work-
ing volume of our device) and the same set of 5000 geometries was
used to test all solvers. Also, given that 𝐼𝐵𝑃 is intended for phase-
only modulators, we constrained the amplitude of all transducers to
𝑎𝑡 = 1, so that all the solvers were delivering the same raw amount
of power in all conditions.
Our evaluation measured three different parameters across the

geometries tested, moving from more generic to more challenging
aspects: a) average pressure across all the points in the geome-
try (𝐴𝑉𝐺 (𝐴)); b) pressure of the weakest point in the geometry
(𝑀𝑖𝑛(𝐴)); and c) pressure of the weakest point for geometries show-
ing destructive interference (𝑀𝑖𝑛(𝐴, 𝑝5)).

Metric𝑀𝑖𝑛(𝐴, 𝑝5) requires us to identify geometries/cases where
destructive interference occurred, which is related to the transducer
arrangement used (same across all our conditions and solvers), but
also to the location of the points in the geometry reconstructed
[Morales et al. 2019]. To identify geometries potentially subject to
destructive interference we looked at the results from our 𝑁𝑎𝑖𝑣𝑒

solver, as this solver does not optimise phases as to attenuate these
effects. We selected the 5% of the geometries providing lower ampli-
tude for their weakest point in each condition ( |Z| ∈ {2, 4, 8, 16, 32}),
and attributed such low amplitudes to the presence of destructive
interference. We then compared the performance of each of the four
solvers for these selected cases/geometries to compute𝑀𝑖𝑛(𝐴, 𝑝5).
Our results are summarised in Figure 4. As expected, the ampli-

tude of the points reconstructed tends to decrease as the number of
points in the geometry increases. In general, the results also show
that all 3 phase retrieval solvers (𝐼𝐵𝑃 , 𝐿𝑜𝑛𝑔 and 𝐺𝑆-𝑃𝐴𝑇 ) perform
better than 𝑁𝑎𝑖𝑣𝑒 , but also show that the differences among the
phase retrieval solvers are small, with our solver usually performing
in a second position (i.e. slightly better than existing heuristic meth-
ods, but slightly worse than global ones). These results are further
discussed in the following subsections.

4.1.1 Phase Retrieval Methods (IBP, Long, GS-PAT) vs Naïve. In
terms of𝐴𝑉𝐺 (𝐴) (see Figure 4a) phase retrieval methods performed
better than 𝑁𝑎𝑖𝑣𝑒 , with higher𝐴𝑉𝐺 (𝐴) and smaller standard devia-
tions for all conditions, but such differences were small (i.e. average
differences of ∼1.2% for |Z| = 2, going up to ∼16% for |Z| = 32
points).
These results are expected as, given the high number of trans-

ducers compared to the number of points (i.e. 512 vs 32 ), the 𝑁𝑎𝑖𝑣𝑒

algorithmwill still deliver good average pressure in most cases, even
if this comes at the expense of some points in these cases being too
weak to be felt or to levitate/move a particle at high speeds.

The differences between 𝑁𝑎𝑖𝑣𝑒 and the 3 phase retrieval algo-
rithms become more apparent when we analyse more challenging
parameters (Figures 4b and c). In terms of amplitude of the weak-
est point (𝑀𝑖𝑛(𝐴)), phase retrieval algorithms provide ∼5% higher
𝑀𝑖𝑛(𝐴) when compared to 𝑁𝑎𝑖𝑣𝑒 for |Z| = 2, going up to ∼ 133%
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Fig. 4. Comparative performance of the multi-point solvers tested. (a) Average focusing amplitude achieved by each solver vs number of points reconstructed
(1000 random geometries per case). (b) Amplitudes of the weakest point per solver vs number of points. (c) Amplitudes of the weakest points, when focusing
on geometries subject to destructive interference. (d) Reconstruction accuracy of each solver vs number of points reconstructed.

higher𝑀𝑖𝑛(𝐴) for |Z| = 32 points. These differences grow very sig-
nificantly when we focus on cases showing destructive interference,
with phase retrieval algorithms showing ∼18% higher𝑀𝑖𝑛(𝐴, 𝑝5)
than 𝑁𝑎𝑖𝑣𝑒 for |Z| = 2; double for |Z| = 8(∼108% higher𝑀𝑖𝑛(𝐴, 𝑝5)
and ten-fold increases for |Z| = 32(∼1125% higher𝑀𝑖𝑛(𝐴, 𝑝5).

It is also worth noting that, even in these destructive cases, phase
retrieval methods retain very similar levels of pressure to the gen-
eral case in Figure 4b (95±5%, 99±3% and 96±2% for 𝐼𝐵𝑃 , 𝐿𝑜𝑛𝑔 and
𝐺𝑆-𝑃𝐴𝑇 respectively). Also, the large differences in𝑀𝑖𝑛(𝐴, 𝑝5) com-
pared to 𝑁𝑎𝑖𝑣𝑒 are not due to the selection criteria (i.e. 5% of worst
geometries for the 𝑁𝑎𝑖𝑣𝑒 solver). A similar analysis (5% of worst
geometries for every other solver) is included in Supplementary Ma-
terial, still showing better performance of all phase retrieval methods
vs 𝑁𝑎𝑖𝑣𝑒 and retaining good pressures, even for their worst cases.

4.1.2 Comparative performance across phase retrieval methods. The
relative performance of the phase retrieval solvers (𝐼𝐵𝑃 , 𝐿𝑜𝑛𝑔,𝐺𝑆-
𝑃𝐴𝑇 varies according to the parameter (𝐴𝑉𝐺 (𝐴), 𝑀𝑖𝑛(𝐴) and
𝑀𝑖𝑛(𝐴, 𝑝5) and condition tested (|Z| ∈ {2, 4, 8, 16, 32}), but differ-
ences are small among solvers with𝐺𝑆-𝑃𝐴𝑇 generally performing
in a second position.

In terms of𝐴𝑉𝐺 (𝐴), 𝐼𝐵𝑃 provides highest results but also highest
standard deviations, followed by 𝐺𝑆-𝑃𝐴𝑇 and then 𝐿𝑜𝑛𝑔 providing
minimum 𝐴𝑉𝐺 (𝐴) and deviations. Differences among the algo-
rithms are in any case small, with maximum differences of ∼0.3%
𝐴𝑉𝐺 (𝐴) for |Z| = 2, going up to 8% for |Z| = 32.

The analysis in terms of𝑀𝑖𝑛(𝐴) shows the added value brought
by the regularization used by Long et al’s method, resulting in
higher amplitudes for these weakest points and lowest standard
deviations, hence providing better reconstruction even for these
weaker points. 𝐿𝑜𝑛𝑔 is followed by 𝐺𝑆-𝑃𝐴𝑇 in second place and
with 𝐼𝐵𝑃 providing lowest𝑀𝑖𝑛(𝐴) and highest standard deviations.
Again, the differences among phase retrieval solvers are still small
(maximum differences of 5.8% for |Z| = 2; up to 11.4% for |Z| = 32).

These tendencies are retained for destructive cases 𝑀𝑖𝑛(𝐴, 𝑝5)).
𝐿𝑜𝑛𝑔 provides best results, followed by𝐺𝑆-𝑃𝐴𝑇 and 𝐼𝐵𝑃 in the third
place, with small differences among them (i.e. maximum differences
of 17.7% for |Z| = 2; decreasing to 11% for |Z| = 32).

This evaluation shows how the added value of phase-retrieval
solvers lies not so much in increasing the intensity of their recon-
structions (i.e. low gains in 𝐴𝑉𝐺 (𝐴), even if compared to 𝑁𝑎𝑖𝑣𝑒).

Their benefits lie on the ability to provide robust reconstructions
even for challenging geometries (i.e. avoid destructive interference),
and benefits grow with more points (i.e. more degrees of freedom
to exploit and avoid interference). However, differences in perfor-
mance between phase retrieval solvers are small, and the potential
gains obtained from using more complex solvers (e.g. regularization
methods used by 𝐿𝑜𝑛𝑔) should be weighed against the much higher
computing rates enabled by 𝐺𝑆-𝑃𝐴𝑇 , which are key to enable the
range of novel PAT applications exemplified in Section 5.

4.1.3 Accurate amplitude reconstruction. The previous evaluation
compared the performance of the four algorithms tested when all
transducers were used at full power (i.e. 𝑎𝑡 = 1,∀𝑡 ∈ T) . This is
useful when algorithms are used for phase-only PATs, but also for
applications aiming to maximize the total power delivered, such as
multi-particle levitation or stronger tactile experiences.
However, other applications, such as the creation of paramet-

ric sound or accurate tactile experiences rely on the recreation of
specific pressure levels, and this evaluation focuses on these aspects.

Like before, we generated 5000 random geometries, 1000 for each
condition ( |Z| ∈ {2, 4, 8, 16, 32} points ), with points constrained to
the 12 × 12 × 12cm at the centre of our experimental setup, and the
same geometries tested across all solvers. As a critical difference,
the target amplitude of each point varied between 0.1 · 𝐴_𝑧 and
0.9 · 𝐴_𝑧, with 𝐴_𝑧 being the average amplitude measured for each
|Z| condition during the previous test. This conservative range
for target amplitudes was used to ensure that the solvers should
be able to achieve the target amplitudes for the points tested (i.e.
reconstruction errors due to limitations in each solver, not due to
solvers recreating amplitudes beyond the capabilities of the PAT).
Our results are summarized in Figure 4d in terms of 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦,

with 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 of each point computed as the ratio between the
amplitude achieved for each point and its target amplitude (i.e.
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦=1, for a perfect reconstruction).
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As expected, phase-only solvers (𝑁𝑎𝑖𝑣𝑒 and 𝐼𝐵𝑃 ) could not achieve
accurate amplitude reconstructions, producing points that exceeded
intended amplitudes (𝐴𝑉𝐺 (𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦) ≫ 1) and with very high
standard deviations.
𝐿𝑜𝑛𝑔 produced results with very low standard deviation (i.e.

similar accuracy for all points reconstructed), but the amplitudes
achieved were always smaller than the target (i.e. 𝐴𝑉𝐺 (𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦)
<1).𝐴𝑉𝐺 (𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦) was worse for low number of points (i.e. ∼0.77
and ∼0.83 for |Z| = 2 and |Z| = 4 points, respectively), but improved
for geometries with more points (i.e. 0.91 < 𝐴𝑉𝐺 (𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦) < 1,
for |Z| ≥ 16 points). This could be the result of the regulariza-
tion policy used, which intends to homogenise transducers’ output
rather than reconstruction accuracy. A simple correction for Long
is provided in Supplementary Material (and shown in Figure 4d),
achieving accurate reconstructions (𝐴𝑉𝐺 (𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦) ≃ 0.99, for all
|Z|) and retaining similarly low variability.
Finally,𝐺𝑆-𝑃𝐴𝑇 produced 𝐴𝑉𝐺 (𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦) ≃ 0.98 across all con-

ditions, but the variability increased with the number of points
(𝑆𝐷 (𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦) > 0.14, for |Z| ≥ 16), indicating that the algorithm
can only provide accurate reconstructions for soundfields using a
reduced number of points, such as those used in our examples.

4.2 Algorithm computing performance
We evaluated the performance of our𝐺𝑆-𝑃𝐴𝑇 implementation by
testing the number of geometries per second (𝑔𝑝𝑠) that the algorithm
could compute for a setup with |T| = 512 transducers, for a varying
number of points and on different graphics cards.

Particularly, we tested geometrieswith |Z| = {2, 4, 8, 16, 32} points
on three different GPUs: a low-end GPU (NVIDIA GTX 1050), a mid-
end GPU (NVIDIA GTX 1660 Ti) and a high-end GPU (NVIDIA RTX
2080), with results summarized in Table 2.

Our algorithm provides a vast increase in performance (i.e. 100x)
when compared to previous reference implementations of multi-
point algorithms. For instance, Marzo et al. report computing rates of
90 𝑔𝑝𝑠 ( |T| = 512; |Z| not specified), while Long et al. report rates of
∼100𝑔𝑝𝑠 with full regularization and∼200𝑔𝑝𝑠 with no regularization
( |Z| = 32; |T|=256).
More importantly, our implementation can, for any number of

points and even for a low-end GPU, compute more than 10K𝑔𝑝𝑠 in
real time. This is the lower limit of for optimum particle control
identified by [Hirayama et al. 2019], allowing maximum accelera-
tion of the particles levitated. Also, being computed in real time
allows𝐺𝑆-𝑃𝐴𝑇 experiences to be interactive. Mid-end GPUs will be
required to match the update rates used for tactile spatio-temporal
modulation (i.e., [Frier et al. 2019] reported using 17K𝑔𝑝𝑠 , although

Table 2. Geometries per second (gps) computed by our implementation for 3
different graphics cards, according to the number of points in the geometry.

|Z| GTX 1050 GTX 1660TI RTX 2080
2 15905 𝑔𝑝𝑠 23711 𝑔𝑝𝑠 23248 𝑔𝑝𝑠
4 14141 𝑔𝑝𝑠 21717 𝑔𝑝𝑠 23198 𝑔𝑝𝑠
8 13797 𝑔𝑝𝑠 19427 𝑔𝑝𝑠 23045 𝑔𝑝𝑠
16 13681 𝑔𝑝𝑠 18026 𝑔𝑝𝑠 18709 𝑔𝑝𝑠
32 11773 𝑔𝑝𝑠 17168 𝑔𝑝𝑠 17212 𝑔𝑝𝑠

Fig. 5. (a) Overview of our experimental top-bottom setup. (b, c) Example
sound-fields, and resulting levitation (d, e) and tactile points on liquid (f, g).

no justification is provided as per why this particular rate is used).
Also, while our update rates cannot deliver the whole auditory spec-
trum (i.e. 44.1KHz), these are in all cases enough to encode human
voice (8KHz, as used in G.711), to address the human primary au-
ditory range (i.e. 2KHz-5KHz) [Tubbs 2010], or even the notes in a
piano (i.e. A0 (27.5Hz) - C8 (4186 Hz)), as shown in our video figure.

5 EXAMPLE APPLICATIONS
This section describes examples, created to showcase the potential of
𝐺𝑆-𝑃𝐴𝑇 and the benefits from transitioning from high-speed single-
point fields to high-speed multi-point fields with adjustable control
of each points’ intensity. Our exploration demonstrates advances in
three related application areas: multi-particle POV display, mid-air
haptics, sound, as well as combinations of these modalities.

5.1 Hardware and Experimental setups
Our applications and experiments were created using PATs of 16×16
transducers, designed as an extension of the Ultraino platform [Marzo
and Drinkwater 2019], modified for faster communication rates. The
arrays used Murata MA40S4S transducers (40KHz, 10.5mm diam-
eter (∼1.2𝜆), delivering ∼ 8.1Pa at 1m distance when driven at 20
Vpp). A Waveshare CoreEP4CE10 Field Programmable Gate Array
(FPGA) board was used to receive phase and amplitude updates
from the CPU, using a USB FT245 Synchronous FIFO Interface at
40Mbyte/sec and allowing for 20K phase and amplitude updates
per second. For levitation examples, we used two opposed arrays,
aligned on top of each other and with a separation of 24cm (see
Figure 5a). For our sound-field measurements (e.g. Figure 7), we
used a modified 3D printer (OpenBuilds Sphinx 55), with extruder
replaced by a calibrated Brüel & Kjer 4138-A-015 microphone, re-
porting pressure in Pa (rms). For direct visualizations (e.g. Figure
5f&g), we used an edge lit tray 20cm below the top array, filled with
a mixture of honey and water to adjust its viscosity.

5.2 Multi-particle POV particle displays
Particle based displays allow the creation of volumetric content in
mid-air, for users freely placed around the display and not requir-
ing any instrumentation (e.g. headsets). Such displays have been
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Fig. 6. Examples of POV content. (a) Two independent butterflies, showing
dynamic animation. (b) Three circles with real time control using gestures.

implemented first by detecting and illuminating free moving dust
particles in mid-air [Perlin et al. 2006], and later by actively trapping,
moving and illuminating particles using lasers [Smalley et al. 2018]
or PATs [Hirayama et al. 2019]. The Persistence of Vision (POV)
effect is exploited, with particles scanning the content within 0.1s
to reveal the 3D shape [Bowen et al. 1974] and only one trapped
particle at a time had been used so far.
The use of a single particle maximizes the stiffness of the trap ,

allowing higher accelerations and being beneficial to render sharper
features (e.g. corners). In contrast, the use of several high-speed
particles reduces maximum accelerations that can be applied to each
particle and can limit content to more curved paths. This reduction
in acceleration is the result of the decrease in amplitude observed as
the number of points increases (i.e. see Figure 4a) which, as discussed
in section 4 and supplementary material, leads to lower stiffness (i.e.
trapping forces) and, in turn, to lower accelerations.

However, single particles also limit versatility for the presentation
of content made of independent parts (e.g. eyes and mouth in an
emoji face), with the particle needing to travel between features
while not being illuminated (as to not be visible). Even if impressive
maximum values for speed and acceleration have been demonstrated
(i.e. 8.75𝑚/𝑠 and 1600𝑚/𝑠2), in practise examples created by [Hi-
rayama et al. 2019] were limited to rendering 1.3 meters of content
per second and contents of up to 2 cm in diameter.

In comparison, the use of several particles allows a higher level
of versatility on how the power of the PAT is distributed, as a single
particle system might not need to make use of all this power all the
time, or waste it as the particle travels between features without
being illuminated (no content delivered).

For instance, we managed to reproduce two butterflies of similar
sizes to [Hirayama et al. 2019] (i.e. 1 particle per butterfly, wingspan
2.2𝑐𝑚, scanning speed ∼0.7𝑚/𝑠 each, see Figure 6a), rendering up to
1.4m of content per second in total, while showing dynamic animation
(i.e. butterflies flapping their wings while flying in circles).

The use of several particles also allows content made of indepen-
dent parts, which can span across longer areas (i.e. avoiding a single
particle travelling from part to part). Figure 6b shows content made
of 3 independent parts (1 particle per circle at 0.75m/s each, 2.4𝑐𝑚∅,
2.25m of content per second), with each circle placed at 4 cm from the
centre, covering a larger area. The user can also control the rotation
of the circles using hand gestures (detected using Leap motion), a
feature enabled by the real-time nature of 𝐺𝑆-𝑃𝐴𝑇 . The ability to

Fig. 7. Tactile approaches and main parameters: (a) Spatio-temporal modu-
lation technique; (b) multi-point extension enabled by GS-PAT.

control the trapping stiffness of each particle independently also al-
lows more flexibility on how content is presented. Figure 1 a shows
an example of a larger and more complex POV content, with 3 par-
ticles being used to render the larger outline of the face (8.4𝑐𝑚∅,
0.92𝑚/𝑠 each) and, 1 particle used per extra feature (eyes 0.9𝑐𝑚∅,
0.28𝑚/𝑠; mouth 1.2𝑐𝑚∅, 0.38𝑚/𝑠), and power adjusted according
to the complexity of each feature (i.e. relative stiffness 1, 0.82 and
0.76 for face, eyes and mouth respectively). This example illustrates
how 𝐺𝑆-𝑃𝐴𝑇 can be used to dynamically adjust intensities to the
complexity and lengths of each path/feature being revealed. Such
control could also be used to maximize intensity when rendering
corners or high curvature features (i.e. high accelerations required),
or reducing it along linear paths (i.e. low acceleration), using that
power to reinforce traps delivering other parts of the content.

5.3 Multi-point mid-air haptics
Our approach can reproduce existing techniques in haptics, such
as multi-point spatial multiplexing (Figure 5f & g), lateral modula-
tion [Takahashi et al. 2018] or spatio-temporal modulation [Frier
et al. 2019], but we focus our exploration on the later. The spatio-
temporal modulation approach, uses a single fast moving focus
point to render tactile shapes/paths on the users’ skin, as illustrated
in Figure 7a. The speed at which the focus point moves on the user’s
skin is defined as drawing speed (𝑣𝑑 ) while the drawing frequency
(𝑓𝑑 ) is defined as the number of times per second each point on the
user’s skin is stimulated.
Both parameters influence the users’ tactile perception [Ablart

et al. 2019; Frier et al. 2018, 2019; Takahashi et al. 2019] but, for
a given path length (𝐿), both parameters also become related (i.e.
𝐿 = 𝑣𝑑 ·𝑓 −1𝑑

). To date, it has not been possible to explore their
individual effects on tactile response by using (single-point) spatio-
temporal modulation alone. Also, the approach is limited to single
frequency tactile sensations (i.e. defined by 𝑓𝑑 ).
𝐺𝑆-𝑃𝐴𝑇 enables the use of multi-point spatio-temporal modu-

lation (see Figure 7b), solving these issues. For any given length
(𝐿) the relationship between parameters can be mediated by the
numbers of points used (i.e. 𝐿 = |Z|·𝑣𝑑 ·𝑓 −1𝑑

). That is, for a fixed 𝐿

and 𝑣𝑑 , using more points increases the effective 𝑓𝑑 delivered (i.e. 𝑓𝑑
proportional to |Z|). Also, for a fixed 𝐿 and 𝑓𝑑 , higher |Z| effectively
reduces the required 𝑣𝑑 (i.e. 𝑣𝑑 inversely proportional to |Z|).

We explored the technical feasibility ofmulti-point spatio-temporal
modulation by creating three different tactile shapes (i.e. triangle,
circle and square) at 11𝑐𝑚 above a single PAT array. Each shape
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was created for a varying number of points (|Z| = {1, 2, 3, 4}) and
drawn at two different speeds (𝑣𝑑 = 𝐿/10 and 𝑣𝑑 = 𝐿/20𝑚/𝑠 ). As
shown in Table 3 for any given shape and speed 𝑣𝑑 , four different
frequencies 𝑓𝑑 can be delivered (i.e. or alternatively, the same 𝑓𝑑 can
be delivered at different 𝑣𝑑 ).
We measured the time-averaged pressure delivered for each of

these tactile patterns using our B&Q measuring setup (see Figure
8a-d, remaining plots available in Supplementary Material), finding
how it is possible achieve such versatile control of 𝑣𝑑 and 𝑓𝑑 , while
producing very similar pressure distributions on the users’ skin.

We then analysed these pressure distributions, always comparing
them to those produced by single-point stimulation. More specifi-
cally, from the data for |Z| = 1 of each shape, we created a binary
mask identifying its stimulation area (i.e. white area in Figure 8e,
where high pressure was delivered) and its surrounding area (in
black, where minimum pressure should be found). We then used
these masks to compare how pressure was distributed across areas
when that shape was created with higher number of points (i.e.
|Z| = {2, 3, 4}).
The threshold between areas was set at 30% of the observed peak

amplitude based on visual inspection of the masks. Higher threshold
values retained bright halos (high-pressures) at the edges of the
shapes within the surrounding area (masks used for visual inspection
for different thresholds can be found in Supplementary Material).
Finally, we computed the overall pressure delivered by each con-
dition inside and outside the stimulation area (i.e. 𝐼𝑛𝑠𝑖𝑑𝑒 (𝑃𝑎) and
𝑂𝑢𝑡𝑠𝑖𝑑𝑒 (𝑃𝑎) in Table 3), as well as the difference in average pres-
sures between the two areas (i.e. 𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 (𝑃𝑎), in Table 3).

Our results show that multi-point conditions enabled by𝐺𝑆-𝑃𝐴𝑇
tend to deliver slightly higher values of pressure inside the stimu-
lation area (i.e. 𝐼𝑛𝑠𝑖𝑑𝑒 (𝑃𝑎)), with smother distributions of pressure
(i.e. lower 𝑆𝐷). However, they also tend to increase pressure in the
surrounding area due to secondary lobes (i.e. these increase with
the number of points used). The overall differences between areas
(i.e. the 𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 ), remains very similar for conditions using 1 to 3
points, but decreases when 4 points are used (i.e. lower than for the
single-point condition).

These results seems to indicate that, while the use of multi-point
spatio-temporal modulation provides a valuable tool to allow the
independent exploration of the effects of 𝑣𝑑 and 𝑓𝑑 on human’s

Table 3. Parameters of the tactile shapes created using multi-point spatio-
temporal modulation.

tactile response, the use of higher numbers of points can decrease
the overall perceived intensity (i.e.𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 ) of the tactile sensations
and power adjustments will be needed.

Our multi-point spatio-temporal technique can also use different
drawing frequencies for each point, to provide multi-frequency
stimulation (i.e. each point as a carrier for a specific frequency), or
with extra points reinforcing salient features [Martinez et al. 2019],
such as corners. While the exploration of all these possibilities fall
beyond the scope of the current paper, they serve to illustrate the
versatility enabled by 𝐺𝑆-𝑃𝐴𝑇 to create tactile experiences.

5.4 Audio and multimodal combinations
The high update rate allowed by𝐺𝑆-𝑃𝐴𝑇 offers interesting potential
for parametric audio, either to combine audio with other modalities

Fig. 8. Measurements of the time-averaged pressure delivered for the square for (a) 1, (b) 2, (c) 3 and (d) 4 tactile points. (e) Binary mask (derived from (a))
used to identify the stimulation and surrounding areas.
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Fig. 9. Examples of multimodal applications for (a) two and (b) three modal-
ities. (c) Simultaneous deliver of several audio streams with levitation. (d)
Audio frequencies at each of the four point sources generated.

(POV displays) or to generate multiple spatialized audio streams.
This is achieved by encoding each audio source independently using
single-sided band-modulation [Sakai and Kamakura 2008] and using
the resulting time-domain signal as the amplitude for each of our
target points over time.
To showcase the flexibility enabled by 𝐺𝑆-𝑃𝐴𝑇 , we reproduced

one of the examples in [Hirayama et al. 2019], as shown in Figure 9a.
We set our update rate at 10 KHz, matching their spatial multiplexing
frequency. One point was used to create a POV butterfly (constant
amplitude, 2.2𝑐𝑚 wingspan) and the second point created a sound
source at the centre of the setup (chirp signal 100Hz-5KHz ; modu-
lation index 𝑎 = 0.4) resulting in audible sound of 71.0dB, 69.5dB
and 66.0dB for frequencies 1.5KHz, 2KHz and 2.5KHz respectively.

Besides, 𝐺𝑆-𝑃𝐴𝑇 ’s ability to control the intensity of points inde-
pendently allows more flexibility to create content. By adjusting the
relative intensities for levitation and audio to 1 and 0.5, we could
create a larger butterfly (3.5cm), at the expense of decreasing audio
levels 65.7dB, 63.1dB and 60.1dB).
The second (audible) point could also be used to deliver tactile

feedback using spatio-temporal modulation (Figure 9b), allowing
the delivery of all 3 modalities (visual, audio and touch) with only 2
points. It is also interesting to note that the visual content introduces
a small audible component at 10Hz audible by the naked ear (also
present in single-point POV).

Figure 9c illustrates the possibility to simultaneously deliver sev-
eral audio streams with simultaneous levitation. We used four levita-
tion points aligned along the centre of our system (4𝑐𝑚 separation),
with 3 of them each encoding a different sound (i.e. 1.5KHz, 2KHz
and 2.5KHz) and the last one maintaining constant pressure (i.e. no
sound). We then measured the spectrogram at each of four target
points using the Brüel & Kizer 4138-A-015 microphone.
As shown in Figure 9d, good localized audible frequencies are

produced at each point, with the expected presence of components
at harmonic frequencies (e.g. the spectrogram at 1.5KHz, also shows
small components at 3KHz, 4.5KHz , etc.). Also, minimum parasitic
contribution from the other points can be found. At the same time,

all three combined sounds are audible by a user in front of the
device, as shown in our video figure. It is also worth noting the
absence of aliasing effects at 10 KHz (our update rate), which would
be present with the time multiplexing technique used in single-point
approaches [Hirayama et al. 2019].
Although 𝐺𝑆-𝑃𝐴𝑇 still does not allow rates of 40KHz, required

to cover the whole audible spectrum, it offers some advantages
compared to [Hirayama et al. 2019], such as in reducing audible
artefacts or allowing the recreation of several audible streams.

6 CONCLUSION
This paper presented 𝐺𝑆-𝑃𝐴𝑇 , a phase retrieval algorithm that al-
lows computation of multi-point sound-fields at very high interac-
tive rates (e.g. >17KHz in an NVIDIA GTX1660), with applications
in haptics, levitation, parametric audio or even to combinations
of these modalities. Our comparison against related algorithms
(i.e. [Long et al. 2014; Marzo and Drinkwater 2019]) allowed us to
assess the benefits introduced by such phase retrieval techniques
(i.e. great robustness against destructive interference cases) and
showed that 𝐺𝑆-𝑃𝐴𝑇 can provide performance in line with these
slower solvers, while enabling much faster rates. Accurate ampli-
tude reconstructions however are limited to reduced numbers of
points (e.g. |Z| ≤ 8), and practitioners focusing on the use of many
points and very accurate reconstructions, but slower rates should
refer to global regularization based approaches (i.e. possibly with
the corrections described in our Supplementary Material).

But most importantly, this paper showed how the use of𝐺𝑆-𝑃𝐴𝑇
enables a shift in paradigm for PAT devices. By moving from the use
of single-point high-speed sound-fields, to the use of several high-
speed (tactile or levitation) points, 𝐺𝑆-𝑃𝐴𝑇 offers great versatility
on the management of the power delivered by the PAT.
This versatility is illustrated in our exploration of applications

which, even if preliminary, demonstrates multiparticle POV dis-
plays, with more flexible content delivery enabled by the use of
several particles to render different features, or by the more flexible
distribution of power according to the properties of the rendering
paths. When applied to haptics, our approach enables the use of
multi-point spatio-temporal modulation, offering interesting pos-
sibilities to modulate drawing speed and frequency independently,
or enabling multi-frequency stimulation. We also demonstrated the
possibility of delivering audible sound, while removing artefacts
present in single-point approaches and extending this concept to
the delivery of several audio streams or in combination with other
modalities. We hope that our choice of multiplatform, open-source
software and open hardware will also allow others to help us explore
these new and exciting opportunities for PAT technologies.
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