Computing the ultrafast and radiationless electronic excited state decay of cytosine and 5-methyl-cytosine cations: uncovering the role of dynamic electron correlation
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Abstract

Photoionisation in DNA, i.e. the process of photoinduced electron removal from the chromophoric species — the nucleobases — leading to their cationic form, has been scarcely studied despite being considered to be responsible for significant damaging instances in our genetic material. In this contribution we theoretically characterise the electronic ground and excited state decay pathways of cationic DNA nucleobase cytosine+ and its epigenetic derivative 5-methyl-cytosine+, including the effects of dynamic electron correlation on energies and geometries of minima and conical intersections. We do this by comparing the results of XMS-CASPT2 calculations with CASSCF estimates and we find some significant differences between the results of these two methods. In particular, including dynamic electron correlation is found to significantly reduce the barrier to access the (D1/D0) conical intersection. We find notable similarities in both cytosine and 5-methyl-cytosine cations, accessible conical intersections in the vicinity of the Franck-Condon region are found. This points towards an ultrafast depopulation of their electronic excited states. Moreover, the shape of the ground state potential energy surface strongly directs the decaying excited state population towards the cationic ground state minimum on ultrafast timescales, preventing photo-fragmentation and thus explaining their photostability. To better compare our calculations with the available experimental data we compute the UV (ground and excited state) and IR absorptions.
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Introduction

Photoinduced phenomena in DNA continues to be a topic of great interest to the scientific community due to its links with growing healthcare concerns such as skin cancer melanoma.[1, 2] Countless efforts have been made in recent years to understand the wide range of photo-processes triggered in our genomic material upon UV-light exposure, which span from localised excitations in individual nucleobases (monomers),[3, 4, 5, 6] delocalisation over inter-strand Watson-Crick base pairs[7] and intra-strand π-stacked motifs[8, 9, 10] among adjacent bases (i.e. dimers) to more extended effects covering multiple bases (i.e. multimers) that increases in size and complexity.[11, 10]

Most studies so far have focused on the effects of low-energy UV-A/B laser pulses, as these are akin to the type of incident sunlight radiation we are exposed to on a daily basis, which is not fully filtered by the ozone layer and that is believed to trigger a number of photochemically productive reactions (mutations) in our genomic material.[2, 8, 12] Less attention has been paid however to the effects of ionising radiation, which consists of higher-energy (UV-C and beyond) light sources, able to remove electrons from the chromophoric species in DNA, i.e. the nucleobases, producing their cationic forms. Cations are also known to be generated in dimeric and multimeric DNA/RNA species upon UV-A/B exposure, where charge transfer states between nucleobases lead to charge separation generating cationic and anionic species.[7, 13]

The effects of high-energy radiation on DNA are and have been of interest to the scientific community as they are considered to be responsible for well-known damaging instances such as DNA cross links, base releases and single/double strand breaks occurring under ionising or Alpha-particle irradiation.[14, 15, 16] Moreover, the emergence of spectroscopic methods in the vacuum and extreme UV (VUV/EUV) and the soft and hard X-ray regimes further motivates their study, as these high-energy spectroscopic techniques allow observing photo-excitation and photoionisation processes with unprecedented accuracy[17, 18, 15] and enable monitoring the electronic and nuclear dynamics separately for the first time.[17, 19, 20]

While cationic species are involved in the above-mentioned DNA damaging instances, very little is known about their decay mechanisms: either theoretically or experimentally. Not much is known either regarding their formation and subsequent relaxation, which is believed to lead to photo-fragmentations, the lifetimes of which remain uncertain.

In this article we aim to explore the ultrafast radiationless decay of excited state cationic cytosine and 5-methyl-cytosine with dynamically correlated electronic structure methods, and to provide spectral fingerprints that may allow monitoring these photo-processes experimentally in the near future. We have already studied the other pyrimidine bases:[21] our purpose here is to understand what their similarities and differences are.

The ionisation of cytosine derivatives has been a topic of scarce study in the literature, with the only references found by us being relative to the specific UV/Vis absorption spectral fingerprints of cytosine[^22] as well as their
IR features.[23] Very little is also known about the cationic excited state decay relaxation, particularly comparing to other similar systems like the RNA nucleobase uracil.[24, 25, 26, 27, 21] The only works available in the literature are characterisation of the Dyson norms of cytosine[28] and the evolution of the cationic manifold along the relaxation of the bright and initially accessed singlet $\pi\pi^*$ decay channel by Matsika and co-workers,[29, 30] which cover different facets of potential ionisation mechanisms while not depicting the actual cation generation and its excited state decay relaxation channels.

Here, we characterise the ground and excited state critical structures (i.e. minima and conical intersections connecting them) that depict the excited state decay of cationic cytosine and 5-methyl-cytosine using state-of-the-art XMS-CASPT2 energy gradients and couplings for the first time. We compare these results with cost-effective CASSCF estimates.[31, 32, 33, 34] By doing this we find that dynamic electron correlation mainly affects the potential energy barrier connecting the $D_1$ minimum with the $(D_1/D_0)CI$ that controls the decay to the cationic ground state, which is a barrierless path at XMS-CASPT2 while presenting a sizeable energy barrier at CASSCF.

Ground and excited state absorptions computed on top of the characterised $D_0$ and $D_1$ minima display similar signals in the high-energy UV-B/C region while showing a well-defined fingerprint in the UV-A/Vis window related to the $D_0$ state. IR signals appear to be more significantly affected by being blue-shifted upon 5-methylation by going from cytosine to 5-methyl-cytosine, both showing coupled carbonyl stretching and NH$_2$ scissoring bands at $\sim$1700 cm$^{-1}$, which appears within probe windows currently employed experimentally and that could be used to monitor the photoionisation dynamics.

Results and Discussion

Cytosine$^+$

Vertical excitation energies

We start by considering the ionisation potentials (both vertical and adiabatic) of cytosine$^+$, analysing the results obtained and comparing them to the available computational and experimental evidence in the literature.

By averaging the values for each electronic cationic state within the different formulations of the CASPT2 method (see Table 1) we predict the first four vertical ionisation potentials relative to the $2\pi_{\text{HOMO}}^+$, $2\pi_{\text{HOMO} - 1}^+$, $2\pi_{\text{HOMO} - 2}^+$ states (see Figure 1) to be placed at 8.74, 9.44, 9.59 and 9.94 eV, respectively, while the first adiabatic ionisation potential is situated at 8.56 eV, which is in good agreement with the available experimental evidence[35, 38, 39, 36] and previous theoretical estimates.[40, 41] A standard deviation of $\sim$0.2 eV for the CASPT2 average is obtained for all states. Whilst $D_0$ and $D_1$ vertical ionisation and $D_0$ adiabatic CASPT2 averaged values fall within the registered experimental data, larger differences of $\sim$0.3 and $\sim$0.4 eV are found for $D_2$ and $D_3$, respectively. Similarly to what we have found in recent works on cationic
Table 1: Gas-phase vertical and adiabatic ionisation potentials of cytosine computed at the CASSCF level of theory and with a range of zeroth-order CASPT2 Hamiltonians, and their comparison with the available experimental data where appropriate. Both $S_0$ and $D_0$ minima are computed at the CASSCF level of theory. CASPT2 averaged values over all different formulations are provided together with their particular standard deviation given in parentheses. All energies are given in eV.

<table>
<thead>
<tr>
<th>IPEA shift (a.u.)</th>
<th>Vertical Ionisation Potentials ($S_0$ min)</th>
<th>Ionisation potentials ($D_0$ min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\pi_HOMO^+$</td>
<td>$n_O^-$</td>
</tr>
<tr>
<td>CASSCF</td>
<td>-</td>
<td>7.62</td>
</tr>
<tr>
<td>CASPT2</td>
<td>0.0</td>
<td>8.54</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>8.72</td>
</tr>
<tr>
<td>MS-CASPT2</td>
<td>0.0</td>
<td>8.61</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>8.77</td>
</tr>
<tr>
<td>XMS-CASPT2</td>
<td>0.0</td>
<td>8.82</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>8.99</td>
</tr>
<tr>
<td>CASPT2 Average</td>
<td>-</td>
<td>8.74 (0.16)</td>
</tr>
</tbody>
</table>
Figure 1: The singly occupied molecular orbitals characterising the four lowest-lying electronic states of the cytosine cation studied here. Singly occupied molecular orbitals for 5-methyl-cytosine are omitted as they are analogous as those shown here. The different states have been labelled according to their adiabatic energy ordering (i.e. $D_3 > D_2 > D_1 > D_0$), having the nature of the state in the reference FC region in brackets.
uracil and thymine,[21] the use of the IPEA shift blue-shifts the estimates by \( \sim 0.2 \) eV and overestimates the experimental data when used in conjunction with multistate CASPT2 variants (either MS or XMS), as these already feature ionisation energies closer to the experimental range within IPEA=0.0 a.u.

CASSCF places the lowest-lying four vertical and first adiabatic ionisation potentials at 7.62, 8.63, 8.67, 9.08 and 7.26 eV, respectively (Table 1), which deviate from the experimental evidence by over 1 eV in most cases. Despite these disagreements, CASSCF still provides acceptable energy levels when considering solely the cationic manifold and the differences between cationic states: the \( D_0 - D_1 \) energy gap is 1.02, \( D_1 - D_2 \) is 0.04, and \( D_2 - D_3 \) is 0.41 eV, which are comparable to the averaged CASPT2 values for the same energy differences of 0.69, 0.15 and 0.36 eV, respectively, while preserving the correct ordering of the states.

The largest deviation between CASSCF and CASPT2 is registered for the \( D_0 - D_1 \) energy gap, where a \( \sim 0.3 \) eV difference is encountered, while providing values within a tenth of an eV for the other two energy differences. Albeit significant, these differences are still smaller than those normally observed in the singlet manifold and do not alter the electronic excited state ordering, thus supporting the use of CASSCF as a cost-effective option to map the photoionisation events in cytosine.

**Geometries**

We look next at the distortions exerted in the geometries of the cationic manifold upon photoionisation with respect to the starting singlet FC (\( S_0 \)) equilibrium geometry with the critical structures optimised with the XMS-CASPT2 level of theory (Fig. 2, distances in red).

The \( D_0 (^2\pi^+_{HOMO}) \) minimum shows C5–C6 bond elongation of 0.03 Å with respect to \( S_0 \), which reflects the singly occupied molecular orbital characterising this cationic state (see Fig. 1). The \( D_1 (^2\pi^+_{C2}) \) minimum, on the other hand, shows significant distortions around the C2–O carbonyl and surrounding atoms where the cationic state localises (see Fig. 1), displaying a lengthening for C2–O of 0.09 Å, and a shortening of 0.07 and 0.08 Å for the N1–C2 and C2–N3 bonds, respectively.

The \( D_3/D_2 \) CI is situated close to the FC region and thus presents very small distortions, the largest being a lengthening of 0.02 Å of the C2–N3 bond. A very similar situation is encountered for the \( D_2/D_1 \) CI, where small distortions are featured with respect to the starting FC geometry with a 0.02 Å elongation along the N3–C4 bond as the main distortion. These small differences can be attributed to the effective 3-state degeneracy found very close to the FC region, which showcases the close proximity of the \( D_3, D_2 \) and \( D_1 \) cationic excited states upon ionisation. The \( D_1/D_0 \) CI, on the other hand, presents much more pronounced distortions showing a 0.09 Å elongation of the C2–O bond and shortenings of 0.08, 0.07 and 0.03 Å for the N1–C2, C2–N3 and C6–N1, respectively.

We analyse next the effect of including dynamic electron correlation on ge-
Figure 2: Minima (min) and conical intersections (CI) characterised for the lowest-lying cationic states of cytosine. All bond lengths are given in Å. CASSCF values in black; CASPT2 values in red.
Geometry changes, by comparing the XMS-CASPT2 estimates mentioned above with optimised structures obtained at the CASSCF level (Fig. 2, distances in black). Noticeable differences are observed for the $D_0$ minimum in the N1–C2 and C2–N3 bonds, showing shorter bonds by 0.04 and 0.03 Å respectively compared to XMS-CASPT2. The $D_1$ minimum features small bond shortenings of 0.02-0.03 Å across the whole structure when comparing CASSCF against the XMS-CASPT2 reference.

For the $D_3/D_2$ and $D_2/D_1$ CIs, we also find that the differences between CASSCF and XMS-CASPT2 are very small, with overall bond shortenings of 0.02-0.03 Å. The $D_1/D_0$ crossing, on the other hand, shows larger differences, with bond shortenings of 0.04 for N1–C2 and C2–N3, respectively.

Overall, CASSCF and XMS-CASPT2 geometries are shown to be qualitatively similar for all different key structures characterised, which potentially validates the use of CASSCF as a potential cost-effective alternative to simulate photoionisations in cytosine. It is also worth noting that the differences induced due to the inclusion of dynamic electron correlation are much smaller than those observed in closely related systems such as uracil and thymine,[21] where XMS-CASPT2 geometries were shown to deviate more prominently from CASSCF estimates, particularly at conical intersections.

**Evolution and decay**

Fig. 3 displays the photochemical pathway followed by cytosine upon photoionisation of the highest-lying $D_3(2n^+_N)$ state down to its deactivation to the cationic ground state ($D_0_{\text{min}}$). We have analysed these decay pathways employing two different computational strategies by means of (a) CASSCF and (b) XMS-CASPT2 levels of theory.

We have assumed direct population into the $D_3(2n^+_N)$ state as it allows us to explore all cationic states lower in energy. Moreover, an appealing aspect of photoionisation is that selection rules do not apply and thus all sorts of ionisations are accessible and can be tuned by the laser pulse employed, hence this particular initial condition chosen being also plausible and relevant experimentally.

Fig. 3b shows that initial $D_3(2n^+_N)$ population leads to ultrafast relaxation to the $D_3(2n^+_N)/D_2(2\pi^+_{\text{HOMO}-1})$ conical intersection. At this geometry, the $D_1(2n^+_O)$ state is very close in energy at the XMS-CASPT2 level. Here we first expect $D_3 \rightarrow D_2$ population transfer to take place, leading directly to the $(D_2/D_1)_{CI}$, as no well-defined minimum was found for this state either.

Moreover, this conical intersection features a close-lying $D_1(2n^+_O)$ state that converts it into an effective 3-state intersection at the XMS-CASPT2 level, which is expected to enable also a direct $D_3(2n^+_N) \rightarrow D_1(2n^+_O)$ decay route. Further ultrafast relaxation is expected via crossing the $D_2/D_1$ conical intersection, bringing the population swiftly down to the $D_1(2n^+_O)$ state, which leads barrierlessly to the $D_1/D_0$ conical intersection and to the cationic ground state.

In Fig. 3a, CASSCF results are shown to deviate from XMS-CASPT2 as follows. A small energy gap can be observed at the CASSCF level at the effective
Figure 3: Potential energy surfaces of cationic cytosine computed at the (a) CASSCF and (b) XMS-CASPT2 levels of theory. All energies are given in eV with respect to $(D_0)_{min}$. Thick lines represent the evolution of the excited state population assuming initial activation of the $D_3$ state.
3-state degeneracy, displaying a well-separated $D_1$ state at the $(D_3/D_2)_{CI}$. Dynamic electron correlation therefore has the opposite effect in cytosine from that previously reported in uracil,[21] helping to bring the electronic states together and effectively promoting a 3-state degeneracy instead of splitting the energy levels and disrupting this crossing. Significant differences are also observed when comparing the energy of the $D_3(2n_N^+)$ state at the FC and $(D_3/D_2)_{CI}$ geometries, showing a 0.40 eV stabilisation at CASSCF and a more pronounced 1.06 eV at the XMS-CASPT2 level, which appears to be correlated to the overall bond length shortenings observed with the latter level of theory. This vast energy difference points towards a more significant relaxation at the XMS-CASPT2 level along the $D_3$ cationic state prior to accessing the CI, which dynamically translates into larger kinetic energies when reaching the crossing.

The most significant difference mechanistically between CASSCF and XMS-CASPT2 is displayed at $(D_1)_{min}$, which features a barrierless path towards the $D_1/D_0$ intersection with XMS-CASPT2 while presenting a sizeable $\sim 0.2$ eV barrier at CASSCF. From this we conclude that dynamic electron correlation may impact quantitatively the photoionisation process, as: i) it strongly modulates the energy difference of the $D_3$ state between the initially accessed FC and $(D_3/D_2)_{CI}$ geometries, featuring much larger differences at the XMS-CASPT2 level that lead to larger kinetic energy upon reaching the intersection, and ii) XMS-CASPT2 displays a barrierless decay profile for $D_1$ state decay, as opposed to the sizeable energy barrier characterised at the CASSCF level. Altogether, XMS-CASPT2 is expected to lead to faster $D_1$ decays and also to enable direct $D_3 \rightarrow D_1$ population transfer through the effective 3-state degeneracy placed in the vicinity of the FC region. Nevertheless, despite the aforementioned differences, CASSCF is still predicted to qualitatively describe the photoionisation process, the largest difference expected being an overestimated $D_1$ lifetime.

5-methyl-cytosine$^+$

Vertical excitation energies

Table 2 compiles the ionisation energies obtained for 5-methyl-cytosine with CASSCF and the different CASPT2 formulations. A lesser amount of experimental data is available for this system, for which we could only find the first ionisation potential in the literature.

CASPT2 averaged values (see Table 2) predict the first four vertical ionisation potentials to be placed at 8.62, 9.49, 9.61 and 9.90 eV, and the first adiabatic ionisation potential is situated at 8.30 eV. A standard deviation of $\sim 0.2$ eV for the CASPT2 average is obtained for all systems, the error associated to the choice of zeroth-order Hamiltonian being the same for the different states despite their different character.

The only experimental reference found by us for the ionisation of 5-methyl-cytosine places the first ionisation potential relative to the $D_0$ ($2\pi^+_{HOMO}$) state at 8.78 eV, within 0.16 eV of our averaged estimates.[42] This value, however, is
Table 2: Gas-phase vertical and adiabatic ionisation potentials of 5-methyl-cytosine computed at the CASSCF level of theory and with a range of zeroth-order CASPT2 Hamiltonians, and their comparison with the available experimental data where appropriate. Both $S_0$ and $D_0$ minima are computed at the CASSCF level of theory. CASPT2 averaged values over all different formulations are provided together with their particular standard deviation given in parentheses. All energies are given in eV.

<table>
<thead>
<tr>
<th>IPEA shift (a.u.)</th>
<th>Vertical Ionisation Potentials ($S_0$ min)</th>
<th>Ionisation potentials ($D_0$ min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$^2\pi_{HOMO}^+$</td>
<td>$^2\pi_{HOMO-1}^+$</td>
</tr>
<tr>
<td>CASSCF</td>
<td>-</td>
<td>7.40</td>
</tr>
<tr>
<td>CASPT2</td>
<td>0.0</td>
<td>8.33</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>8.50</td>
</tr>
<tr>
<td>MS-CASPT2</td>
<td>0.0</td>
<td>8.47</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>8.62</td>
</tr>
<tr>
<td>XMS-CASPT2</td>
<td>0.0</td>
<td>8.83</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>8.97</td>
</tr>
<tr>
<td>CASPT2 average</td>
<td>8.62 (0.24)</td>
<td>9.49 (0.21)</td>
</tr>
<tr>
<td>Experiment</td>
<td>8.78[42]</td>
<td>-</td>
</tr>
</tbody>
</table>
very close to those previously reported for cytosine, and suggests 5-methylation plays a lesser role in the energetics of the cationic manifold here as compared to what we recently observed for uracil and thymine.[21] This is also supported by our computations, which predict vertical ionisation potentials of 5-methylcytosine to be in line with those of cytosine, showing a red-shift of the first vertical ionisation potential of 0.12 eV and below a tenth of an eV for the others, while displaying a larger 0.27 eV red-shift for the adiabatic ionisation potential, which hints at more pronounced differences when geometry relaxation is considered.

CASSCF estimates place the first four vertical ionisation potentials at 7.40, 8.61, 9.04 and 9.23 eV, and the first adiabatic potential at 7.05 eV, all of them being roughly about an eV red-shifted compared to their CASPT2 counterparts and the available experimental evidence. As in cytosine, CASSCF still provides acceptable estimates when considering energy differences within the cationic manifold: the $D_0 - D_1$ energy gap being 0.96, $D_1 - D_2$ is 0.03 and $D_2 - D_3$ is 0.02 eV, which are comparable to the averaged CASPT2 values of 0.87, 0.13 and 0.28 eV, respectively, most importantly preserving the correct ordering of the different electronic states.

The largest deviation between CASSCF and CASPT2 in this case is registered for the $D_2 - D_3$ energy gap, which features a $\sim 0.25$ eV difference while providing values within a tenth of an eV for the other cases. These differences are not too significant and, more importantly, do not modify the electronic excited state ordering.

Geometries

We analyse next the geometrical distortions with respect to the starting singlet FC equilibrium region with critical structures being optimised at the XMS-CASPT2 level of theory (Fig. 4, distances in red). The $D_0 (2\pi_H^+)$ minimum shows bond elongations of 0.02, 0.02 and 0.04 Å for N1−C2, N3−C4 and C5−C6, respectively, and bond shortenings of 0.03, 0.04 and 0.02 Å for C2−N3, C4−N and C6−N1, featuring larger distortions than those reported for cytosine and that extend beyond the C5−C6 moiety. The $D_1 (2\pi_{\text{O}}^+)$ minimum, on the other hand, displays more significant distortions, featuring bond elongations of 0.10, 0.04 and 0.03 Å for C2−O, N3−C4 and C6−N1, respectively, and shortenings of 0.06, 0.08 and 0.04 Å for N1−C2, C2−N3 and C4−N. These differences are again more pronounced than those previously found for cytosine while still presenting the carbonyl stretching as the main distortion present in this excited state minimum.

As in cytosine, the $D_3/D_2$ CI is situated in the vicinity of the FC region, the largest deviation with respect to $(S_0)_{\min}$ being a 0.03 Å C2−N3 bond shortening. Small distortions are also found for the $D_2/D_1$ CI, where the main deviation with respect to the FC is a 0.03 Å elongation of the N3−C4 bond. Both conical intersections feature small differences with the FC region, which are more pronounced than those reported for cytosine and that lead to well-separated energy levels that feature no effective 3-state crossings. The $D_1/D_0$ CI presents more
Figure 4: Minima (min) and conical intersections (CI) characterised for the lowest-lying cationic states of 5-methyl-cytosine. All bond lengths are given in Å. CASSCF values in black; CASPT2 values in red.
significant distortions showing a 0.10 and 0.03 Å elongation of the C2−O and C6−N1 bonds and shortenings of 0.07 and 0.08 Å for N1−C2 and C2−N3.

Inclusion of dynamic electron correlation as measured by comparing the XMS-CASPT2 estimates with optimised structures obtained at the CASSCF level (Fig. 2, distances in black) leads to relatively small differences. The most pronounced deviations are encountered for the D0 minimum along the N1−C2 and C2−N3 bonds, showing shorter bonds by 0.05 and 0.03 Å, respectively, compared to XMS-CASPT2. (D1)min displays small bond shortening of 0.02 Å across the whole structure when comparing CASSCF against the XMS-CASPT2 reference as was also found for cytosine.

D3/D2 and D2/D1 CIs display similar differences between CASSCF and XMS-CASPT2 to those previously reported at the D1 minimum, featuring overall bond shortenings of ~0.02 Å, while being dissimilar with one another and thus not presenting the effective 3-state degeneracy observed for cytosine. D1/D0 CI, on the other hand, is found to display the largest differences between CASSCF and XMS-CASPT2, featuring pronounced bond length shortenings of 0.04 Å for N1−C2, C2−N3 and N3−C4.

**Evolution and decay**

Fig. 5 displays the photo-initiated pathways followed by 5-methyl-cytosine upon photoionisation of D3. As above, we have analysed the different decay channels employing two different computational strategies by means of (a) CASSCF and (b) XMS-CASPT2 levels of theory.

Fig. 5b shows that populating D3(2nN+1) leads to an ultrafast relaxation to the D3(2nN)/D2(2πHOMO−1) conical intersection, which is responsible of funnelling down the excited state population to the D2(2πHOMO−1) state. Different to cytosine, this conical intersection is well separated from the D1 state at the XMS-CASPT2 level of theory and thus subsequent relaxation is then expected to the (D2/D1)CI, leading to a sequential D3(2nN+1) → D2(2πHOMO−1) → D1(2nO) deactivation mechanism where no minima were found for either D3 and D2 states. Once reaching D1(2nO), the excited state population is expected to be trapped momentarily in the well-defined (D1)min which shows a negligible 0.03 eV potential energy barrier to reach the (D1/D0)CI, being thus less favourable than the barrierless decay shown above for cytosine+. Upon reaching (D1/D0)CI, the population is expected to be channelled to the cationic ground state (D0) and the excess energy dissipated thermally.

In Fig. 5a, CASSCF results show lesser deviations compared to XMS-CASPT2 reference values for 5-methyl-cytosine, where both methods predict a 2-state instead of a 3-state intersection between the D3 and D2 states in the vicinity of the FC region. Qualitatively and almost quantitatively analogous results are observed in this case when comparing the energy of the D3(2nN+1) state at the FC and (D3/D2)CI geometries, showing energy gaps of 0.62 and 0.43 eV at CASSCF and XMS-CASPT2 levels of theory, thus suggesting dynamic electron correlation appears to play a lesser role in 5-methyl-cytosine compared to cytosine.
Figure 5: Potential energy surfaces of cationic 5-methyl-cytosine computed at the (a) CASSCF and (b) XMS-CASPT2 levels of theory. All energies are given in eV with respect to $(D_0)_{\text{min}}$. Thick lines represent the evolution of the excited state population assuming initial activation of the $D_3$ state.
As in cytosine$^+$, the largest difference due to dynamic electron correlation is observed at the $(D_1)_{min}$, which presents a sizeable 0.22 eV barrier along the pathway to the $(D_1/D_0)_{CI}$, much larger than the 0.03 eV obtained at the XMS-CASPT2 level.

We thus conclude that dynamic electron correlation in 5-methyl-cytosine has a lesser yet still noticeable effect in describing the photoionisation processes compared to cytosine, as CASSCF displays a significant potential energy barrier between $(D_1)_{min}$ and $(D_1/D_0)_{CI}$ that is expected to artificially increase the lifetime of the $D_1$ state whilst expecting qualitatively similar results for the rest of the photo-process.

**Electronic and IR absorption signals**

We have next simulated the potential spectral fingerprints to monitor the photo-initiated events described above. Fig. 6 displays electronic and IR transitions originating from the two well-defined cationic ground $D_0(2\pi^+HOMO)$ and excited $D_1(2\pi^+\rightarrow 2\pi^+O)$ minima.

![Figure 6: Electronic (excited state; panels a and c) and vibrational (IR; panels b and d) absorption signals of cationic cytosine (top panels) and 5-methyl-cytosine (bottom panels) in their ground $(D_0)$ and excited state $(D_1)$ minima.](image)

Frequent UV/Vis probe ranges (200-750 nm) are considered for both ground $(D_0)$ and excited $(D_1)$ electronic state absorptions, which consists of their respective $2\pi^+ \leftrightarrow 2\pi^+$ and $2\pi^+_O \leftrightarrow 2\pi^+_O$ dipole allowed transitions, while a 1400-
1700 cm$^{-1}$ probe window is shown for the IR as it is commonly reported in transient experiments.[43]

Cytosine$^+$ UV/Vis and IR predicted signals are shown in the top panels (a and b) of Fig. 6. Ground and excited state absorptions in the UV/Vis window refer to those often recorded in pump-probe set-ups, which we predict will appear as an overlapping band in the high-energy UV-B/C (200-300 nm) region while showing a weak absorption band peaking $\sim$410 nm that is unique to $D_0$. IR signals also appear to be quite congested, displaying overlaps over the high-energy window (1550-1700 cm$^{-1}$) while showing a clear peak at $\sim$1500 cm$^{-1}$ for $D_0$ corresponding to the C4-C5 stretching where the unpaired charge is mostly located, which agrees with the recent experimental evidence of Lesslie et al.[23] for this particular band. The $D_1$ state is characterised by a strong carbonyl stretching coupled to the NH$_2$ scissoring motion also reported experimentally and placed at $\sim$1680 nm,[23] which we find to be slightly blue-shifted with respect to the recorded evidence. It is worth noting, however, that no scaling factors are used in our spectra as we are interested in a qualitative rather than a quantitative description of the signals to recognise those that might be employed to monitor the photo-process.

Fig. 6c shows the UV/Vis spectrum for 5-methyl-cytosine$^+$, which displays very similar signals to those described above for cytosine$^+$ while being slightly blue-shifted due to 5-methylation. The main intense signals appear again in the high-energy (200-300 nm) window and a low-energy absorption band is predicted at 400 nm, being $\sim$10 nm blue-shifted with respect to the analogous transition characterised for cytosine$^+$. The IR signals, depicted in Fig. 6d, appear to be significantly modulated by 5-methylation by splitting the C4-C5 stretching band of $D_0$ at $\sim$1500 cm$^{-1}$ and blue-shifting the mixed carbonyl stretching and NH$_2$ scissoring motion beyond 1700 cm$^{-1}$.

These results are consistent with the effects of 5-methylation characterised when going from uracil$^+$ to thymine$^+$.[21] Comparing the two pairs of systems (uracil$^+$ and thymine$^+$ vs cytosine$^+$ and 5-methyl-cytosine$^+$) we observe a significant blue-shift in the low-energy Vis absorption signal for $D_0$ that is also observed for the higher lying UV signals for both $D_0$ and $D_1$. The IR spectra, on the other hand, display a well-defined C4-C5 stretching signal at $\sim$1500 cm$^{-1}$ for $D_0$ in cytosine$^+$ and 5-methyl-cytosine$^+$, which is featured at both $D_0$ and $D_1$ states for both uracil$^+$ and thymine$^+$, while featuring a blue-shifted $D_1$ carbonyl stretching potentially due to its coupling to the NH$_2$ scissoring mode not featured in uracil and thymine.

Summarising, we identify the low-energy UV-A/Vis window at $\sim$400 nm and the low-energy $\sim$1500 cm$^{-1}$ to provide the best fingerprint to monitor the dynamics of the $D_0$ state while the intense peak at $\sim$1700 cm$^{-1}$ related to the carbonyl stretching is identified as the most prominent feature to track the $D_1$ cationic excited state decay.
Conclusions

In this article we thoroughly analyse the cationic excited state decay of cytosine $^+$ and 5-methyl-cytosine $^+$, and characterise the role played by dynamic electron correlation by employing the XMS-CASPT2 method for the description of both energies and gradients for the first time.

We find that ionisation energies are quite sensitive to dynamic electron correlation and employ a range of CASPT2 formulations to analyse their performance with respect to the available experimental observables (vertical and adiabatic ionisation potentials). CASSCF energy differences are shown to be qualitatively correct when considering solely the cationic manifold, but the energies appear to be significantly red-shifted with respect to the available experimental evidence. 5-methyl-cytosine barely alters energetic position of the cationic manifold with respect to cytosine, its effect being much smaller than those previously characterised for the other pyrimidine nucleobases uracil and thymine.[21]

The most notable difference observed between the two systems studied are related to the presence of an effective 3-state ($D_3/D_2/D_1$) degeneracy region present in cytosine at CASSCF and XMS-CASPT2, which is disrupted upon 5-methylation at both levels of theory, similar to what was found in uracil and thymine.[21]

Our XMS-CASPT2 optimised potential energy surfaces show how, upon accessing initially the highest-lying $D_3(2n_N^+)$ state, the excited state population will reach the $(D_3/D_2)_{CI}$ and decay to $D_2(2\pi_{HOMO-1}^+)$. The $(D_3/D_2)_{CI}$ features a close-lying $D_1(2n_O^+)$ state that may also facilitate direct decay to the latter via an effective 3-state degeneracy in cytosine, which is however disrupted in 5-methyl-cytosine. Excited state population is predicted to decay in an ultrafast manner from $D_2$ to $D_1$ via $(D_2/D_1)_{CI}$ and evolve along the latter state reaching a $D_1$ minimum we have characterised.

Inclusion of dynamic electron correlation is shown to stabilise the $(D_1/D_0)_{CI}$ on both systems, enabling an effective barrierless decay from $(D_1)_{min}$ to the cationic ground state $(D_0)$, whereas CASSCF estimates feature a potential energy barrier along the pathway from $(D_1)_{min}$ and hampering the access to $(D_1/D_0)_{CI}$, which we predict will artificially increase the lifetime of the $D_1$ state.

A sequential deactivation scheme is thus predicted for 5-methyl-cytosine where the excited state population follows a direct $D_3(2n_N^+) \rightarrow D_2(2\pi_{HOMO-1}^+) \rightarrow D_1(2n_O^+) \rightarrow D_0(2\pi_{HOMO}^+)$ pathway, whereas cytosine is predicted to additionally display a significant straight $D_3(2n_N^+) \rightarrow D_1(2n_O^+)$ decay component due to the effective 3-state degeneracy featured in the vicinity of the FC region that may enable this route.

Computing the UV/Vis and IR ground and transient absorption signals on top of the characterised $D_1(2n_O^+)$ and $D_0(2\pi_{HOMO}^+)$ minima suggests 5-methylation plays a minor role in the description of the electronic spectra while showing significant effects in the IR. In the UV/Vis window, weak signals $\sim$400 nm associated to the $D_0$ state are expected to be the most prominent finger-
print for this state. In the IR, on the other hand, 5-methylation is shown to significantly blue-shift the signals unique to both $D_0$ and $D_1$, which are located at $\sim 1500 \text{ cm}^{-1}$ for the former and $\sim 1700 \text{ cm}^{-1}$ for the latter and that are based on C4-C5 and carbonyl stretching fingerprints that define those states and that could be employed to monitor the photoionisation decays of both cytosine and 5-methyl-cytosine.

**Computational Details**

OpenMOLCAS\[44\] was used for most of the computations here reported. An atomic natural orbital basis set (ANO-L) was used throughout in its valence double-$\zeta$ polarised contraction.\[45, 46\] The active space for cytosine and 5-methyl-cytosine comprises the full $\pi$ valence occupied and virtual space plus the two occupied $n$ lone pair ($n_O$ and $n_N$) orbitals to include the $2n^O_\pi$ and $2n^N_\pi$ states, totalling 14 electrons in 10 orbitals for the neutral and 13 electrons in 10 orbitals for the cationic species.

CASSCF wave functions were averaged over five doublet states and were subsequently used for single-point CASPT2 energy corrections.\[47, 48, 49\] An imaginary level shift of 0.2 a.u. was employed in the perturbative step to avoid the presence of intruder states,\[50\] and IPEA shifts\[51\] of 0.0 and 0.25 a.u. were tested as this correction has been shown to improve the description of cationic open-shell states in these systems.\[40\]

CASPT2 computations were performed in its single-state,\[47, 48, 49\] multi-state (MS),\[52\] and extended multistate (XMS)\[53\] variants to benchmark the effect of the zeroth order Hamiltonian on the cationic manifold. For presenting and discussing the energies at the FC region, we have chosen to average over the different CASPT2 formulations as this allows us to show the mean value as well as the standard deviation expected by modifying the zeroth-order Hamiltonian. However, for geometries and energies away from the FC region we have only reported XMS-CASPT2 estimates as this has been shown to provide a better balance in the simultaneous description of covalent and ionic excited states\[53\] and therefore gives us more reliable geometries, particularly for crossing regions.\[54, 55\] It is worth noting that the IPEA shift described above was calibrated for the single-state formulation of CASPT2, 0.25 a.u. therefore being possibly a non-optimal value for correcting MS-/XMS-CASPT2 energies. We made use of this value due to its wide use in the literature, being the prescribed value for CASPT2, and to roughly estimate its effect in its multistate formulations.

Additional computations on top of the CASSCF geometry optimisations employing the SS-CASPT2//CASSCF protocol were carried out but were discarded as the system presented strong differential correlation effects leading to the appearance of artificial crossings along the decay pathways, thus discouraging its use.

The resolution of identity based on the Cholesky decomposition was used to speed up the calculation of the electron repulsion integrals.\[56, 57, 58\] and was
used for both energy evaluations[59] as well as in calculating CASSCF analytical gradients[60, 61] and non-adiabatic couplings.[62] Second-order nuclear derivatives were computed numerically employing the aforementioned gradients.[63]

CASSCF conical intersections were characterised with the method of Fdez Galván et al.[62]

The characterised cationic ground \((D_0)\) and excited \((D_1)\) state minima, as well as the different low-lying conical intersections (CIs) were also optimised at the XMS-CASPT2 level of theory to establish the role of dynamic electron correlation on the geometrical parameters in these cations, as it has been shown to significantly impact the singlet manifold.[64, 65, 66, 67] XMS-CASPT2 minima and CI optimisations (using the projection method of Bearpark et al.[68]) were also carried out with analytical gradients[69, 70, 71] and couplings[72] as implemented in BAGEL[73] to ensure that those obtained using numerical differentiation are correct. XMS-CASPT2 geometry optimisations were carried out without the use of the IPEA shift, as it was shown in previous work to lead to analogous structures.[21] Only XMS-CASPT2 optimisations with analytical gradients were reported, even though analogous structures were found by computing the gradients numerically. All optimised critical points (minima and conical intersections) at both CASSCF and XMS-CASPT2 levels of theory were connected with linear interpolations in internal coordinates that confirmed the barrierless profiles connecting the reported structures.

Additional computations averaging over the lowest-lying 30 electronic doublet states were carried out on top of the different minima to evaluate the excited state absorption signals.[74] The reasoning behind 30 states was so that the CASSCF reference included the intense bright doubly excited states that feature in transient absorption (pump-probe) experiments, as it has been shown elsewhere.[75, 76] We have assumed that excited state absorptions of the individual \(2\pi^+\) and \(2\pi^+\) states are dominated by the electronic structure at their corresponding minima,[77, 78] thus neglecting the time-evolution of the system and its lineshape, which is costly to simulate and out of the scope of the present study.[79, 80, 81, 82] The CAS state interaction method[83] was employed to evaluate transition dipole moments and oscillator strengths and the energies were corrected with the standard (single-state) CASPT2 formulation with an IPEA shift of 0.0. The transitions were broadened with Gaussian functions with full width at half maximum of 0.3 eV, as used in similar organic systems,[84] while the IR signals were broadened with Gaussian functions with full width at half maximum of 10 cm\(^{-1}\).[85] Excited state absorptions and IR signals were broadened as implemented in Gabsedit[86] and orbital visualisation was performed with Molden.[87]
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