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ABSTRACT

This research studies the impact of information systems (IS) on pharmaceutical
companies drug research and development (R&D) and regulation. This thesis combines

pharmaceutical industry and information systems perspectives.

A maximum variance sample of UK pharmaceutical companies was studied from a
qualitative interpretivistic approach, using semi-structured interviews to gather opinions
about the impacts the introduction of information systems have had, and possible future

IS developments.

The findings showed that information technology (IT) and IS were widely used for
automating and computerising existing procedures, mostly in an effort to reduce R&D
time and cost, but had not yet affected business processes. Applications such as
databases, word processing, statistical analysis and electronic mail had most impact on
the way companies handled their information. Companies’ felt most impacts were
beneficial, though there were negative effects such as information overload, and more IT

and IS would be used in the future.

Analysis from a pharmaceutical industry perspective showed the negative effects were
mostly a result of unexpected organisational impacts resulting from introducing
information systems. Several themes emerged, such as the companies’ desire for control

over their information and information systems.

Further analysis was carried out from an information systems perspective, using models
to interpret the findings. These showed pharmaceutical companies’ user oriented IS
strategies were poorly developed, leading to poor user ownership or responsibility for
problem solving. The largely internal use of IS meant there was little effect on
competition or business process development as yet. This was beginning to change, but

there had been insufficient time for these changes to have any outward effects.

Companies needed to develop better user oriented IS strategies, and begin to make more

process level changes for IS to fulfil its potential.
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“Never forget, dear boy, that academic distinction in economics is not to be had from a
clear account of how the world works. Keynes, had he made his General Theory
completely comprehensible, would have been ignored. Economists value most the
colleagues whom they struggle to understand. The pride they feel in eventually succeeding
leads to admiration for the man who set them so difficult a task. And anyone who cannot
be understood at all will be especially admired. All will want to give the impression that

they have penetrated his mystification, this accords him a standing above all others.”

J K Galbraith, ‘A Tenured Professor’

“This paper is heavy going and I would never have read it had I not written it myself”

Littlewood (Cambridge mathematician)
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Of old when folk lay sick and sorely tried,
The doctors gave physic, and they died.

But here’s a happier age: for now we know
Both how to make men sick and keep them so

Hilaire Beloc

“In the Information Age nobody thinks.
We expected to banish paper,
but we actually banished thought.”

Michael Crighton, Turassic Park’
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1 THESIS OBJECTIVES

The main objectives of this thesis are to discover how pharmaceutical companies are
using information systems, and to analyse these findings from an information systems

perspective.

The first objective is to discover how pharmaceutical companies are using information
technology and information systems in their organisations, and what effect this has on
the way the organisations function and are structured. Opinions as to what, if any,
changes in working patterns, processes, or organisation structures have been made as a
result of the use of IS will also be gathered. Alongside this, the thesis will look at
people’s expectations of the information systems and whether or not these expectations
have been met. It will also investigate what expectations people have of information

systems over the next five to ten years.

The second objective is to analyse the findings from the pharmaceutical companies
using an information systems perspective. From this, it will be possible to see how the
information systems literature applies to the pharmaceutical industry, and what lessons

and recommendations from the information systems literature can be applied.

Following on from this analysis, conclusions will be drawn regarding best practice, and

suggestions made for the future development of pharmaceutical companies’

information systems.
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2 INTRODUCTION

The purpose of this chapter is to briefly describe the modern pharmaceutical industry
based on the current literature, including developments in the use of information and
the introduction of computer based processes and information systems, and to outline
the main information systems themes and objectives of this research. The chapter will
commence with a brief overview of the modern pharmaceutical industry from the
general literature, and describe the way in which companies are using information and
computer based information systems. Based on this introduction to the pharmaceutical
industry and the issues surrounding the use of information systems, the chapter will
finish with a general statement of the central aims and objectives for this research

project, and the main information systems themes for this thesis.

Following this introduction, the next chapter will briefly review the literature relating
the main information systems themes from this chapter. At the end of this second
chapter the research objectives and information systems discussion will be combined to

derive the more detailed research questions for this project.

2.1 The Pharmaceutical Industry

The modern pharmaceutical industry has become one of the most profitable global
industries in recent years, and one of the UK’s most profitable. It has grown
significantly since the early part of this century, when medicines were largely based on
natural remedies, often with unsubstantiated therapeutic claims. Early advances came
with the introduction of random screening, using screens to test the therapeutic activity
of compounds in order to discover those that had real therapeutic activity. This process

-12-



could take many years, but resulted in more effective medicines such as Salvarsen,
launched in 1911 to treat Syphilis; and Lederle’s anti-tubercular Ethambutol which took
24 years work screening compounds to develop [Mann 1984; Weatherall 1990;

Schwartzman 1976].

Increasing knowledge of biochemistry and pharmacology meant that scientists were
able to understand more about the chemistry of disease mechanisms, and therefore
develop compounds designed specifically to target certain disease mechanisms. This
new approach, often referred to as targeted research, meant that scientists could now
closely control the biological activity of the medicines they developed, allowing more

precise and effective drugs to be developed.

Some of the earliest examples of drugs resulting from this targeted research were
propranolol (launched in 1964) and cimetidine (launched in 1974), developed by
Professor James Black at ICI and SmithKline and French respectively. In both cases,
research was first carried out to discover the biochemical agents responsible for causing
the respective ailments. Having discovered the biochemical agents involved,
compounds could be designed which were able to block a certain step in the
mechanism, preventing the biochemical chain being completed and so becoming an

effective treatment {Mann 1984; Weatherall 1990].

At around the same time as this new targeted research was being used, another major
change occurred within the pharmaceutical industry. In the late 1950s and 1960s, much
tighter legislative regulation of medicines was introduced throughout the world. In the

UK this came with the 1968 Medicines Act, which required companies to submit data

-13 -
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As can be seen from the above graph, the costs of R&D have grown at a faster rate than
world-wide sales, and now constitute well over 10% of sales revenue compared with
slightly less than this figure in 1981. Evidence gathered from 32 of the top 70
companies shows that the rate of increase may be slowing, but the percentage is still

well over 10%, especially for the top ten companies:
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Figure 2: Ratio of R&D Expenditure (excluding capital) to Sales, 1990-1994
Reproduced from CMR Annual Report 1997 [Lumley & Dorabjee 1997]

Over the last 30 years various factors such as the increasing amounts of time required to
generate the data for regulatory applications and the need to research more complex
disease mechanisms have meant that the numbers of new chemical entities (NCEs) and
new drug applications (NDAs) being generated have fallen consistently. In the first
British Pharmacopoeia in 1932 there were 213 medicines listed based on 36 active
ingredients. By 1960, this number had risen to 2500 medicines based on over 1000
active ingredients, a rise of over 2000 medicines in just under 30 years, and in the early

1960s almost 250 products were launched each year. The early 1960s also saw around
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100 NCEs launched world-wide each year, with some 50 to 60 NCEs launched each
year in the UK. However, since 1964 these figures have declined to around 100 new
products a year, with just 35 NCEs launched world-wide in 1989, and only around 20
NCEs launched into the UK market annually between 1964 and 1990. The 1990 British
Pharmacopoeia listed 3500 products on the UK market, a rise of only 1000 in 30 years
[Walker 1991]. Similarly, the numbers of NDAs fell from 356 between 1951 and 1960
to 149 from 1961 to 1970 [Faust 1984]. This decline in the numbers of new drugs
being launched has threatened the pharmaceutical industries’ seemingly constant rise in

profits

Alongside these pressures, the time and financial costs of developing drugs have
increased over the last 30 years. In 1984, the cost of developing a new drug was
between $50m and $200m [Lynch 1990]. In 1987, the top 12 US pharmaceutical
companies produced 93 NCEs at an average cost of $231m each [Benson 1994]. In the
same year the top 20 UK companies spent between £3bn and £6bn on R&D, up from
£1.8bn in 1982 [Wyse 1992]. Benson [1994] also found that only 23% of NCEs
became registered drugs, with each NCE taking approximately 17 years to break even.
With R&D taking an average of 12 years, there are 5 years of marketing time for a
pharmaceutical company to recover their R&D costs. When opportunity cost was
included, only a third of drugs exceeded their R&D spend, and only 10% were thought
of as commercially viable, with the rate of return falling from 21.7% in 1958 to 10.8%
in 1978 [Faust 1984]). More recently there have also been stringent price controls
implemented by government funded health services and the prospect of a tightening of
price controls in the USA, long the worlds largest pharmaceutical market [Schwartz

1994; 1995; 1996].
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Along with these financial pressures, the UK has seen the establishment and growth of
a vibrant generics market. Generic companies market similes of drugs no longer
covered by patent protection, using their low R&D costs to offer cheaper alternatives to
the established proprietary medicines. Successful proprietary drugs such as Tagamet
(cimetidine) will make popular targets for generics companies, which can result in a
large loss of revenues for the proprietary company, possibly as much as 49% within two

years [Wyse 1992].

As a result of these various financial and marketing pressures, pharmaceutical
companies have been searching for new ways to increase their R&D operations and
drug portfolios, necessary to protecting their turnover [Economist 1994; Banerjee and
Rofosky 1997], and in turn their profits and future R&D spending. Shinkfield and
Cooper [1994] warn of the need to maintain R&D pipelines in order to develop drugs

for future revenues, and the dangers of creating a “death spiral” by not doing so.

One method various pharmaceutical companies have used is merger and acquisition

activity in order to command a large enough current portfolio and sufficient R&D

activity to maintain the pipeline:
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Company buying Company Year Price (US$)
bought

Ciba/ Sandoz Merger 1996 $60bn
Glaxo Wellcome 1995 $14.2bn

AHP Cyanamid 1994 $9.7bn
Hoescht MMD 1995 $7.2bn
Roche Syntex 1994 $5.3bn

Lilly PCS (healthcare) 1994 $4bn

Table 1: Top six pharmaceutical company mergers or acquisitions to date, in order of
price value [Scrip 1995; 1996, 1997a]

However, evidence so far suggests that the mergers and acquisitions have not lead to

the potential benefits in terms of the market share the newly formed companies’

command:

Companies merging | Year Market Share (%)
Pre-merger | end 1995 Change
Bristol-Myers / Squibb | 1989 3.40 3.11 -8.53%
Roche / Syntex 1994 3.03 2.63 -13.20%
AHP / Cyanamid 1995 3.20 3.00 -6.25%
Pharmacia / Upjohn 1995 2.00 1.84 -8.00%
Glaxo / Wellcome 1995 4.85 4.68 -3.51%
RPR / Fisons 1995 2.17 222 +2.30%

Table 2: Market share of merged companies before and after the merger [Scrip 1997b]

An alternative strategy to reduce R&D time and cost, and so maximise marketing time

and revenue, has been the increased use of computerised equipment and computer
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based information systems. Computer aided molecular design (CAMD) is now being
used in research to improve the designing of compounds to take into the laboratories for
testing [Ai & Wei 1993; Northrup 1987] or as an aid to thought and imagination
[Richards 1994]. Techniques such as Quantitative Structure-Activity Relationship
(QSAR) analysis are used to match the structure of a compound to the biological
activity in order to maximise effectiveness [Linert 1991; Wooldridge 1982; Leow,
Villar & Alkorta 1993]. The use of these techniques is intended to speed up the
research process by improving design in order to reduce the number of compounds for
testing, and to improve the speed and accuracy of the testing processes themselves

[Waldrup 1990].

Laboratory Information Management Systems (LIMS) have been developed to manage
the data produced from the research testing. These systems are designed to automate
the gathering, management and analysis of the data, again to help reduce research times
[Megargle 1989; Dessy 1992; Dessy 1993], and possibly costs [Loftus 1993]. The use
of a good LIMS can help reduce duplication and incompatibility between sources and
solve many of the problems associated with paper based information systems, such as
accessibility by groups of people, viewing the most recent version, and the structuring

of the data [McDowall 1993; Vincent 1993].

In drug development, computer based information systems are being used to collect
data from clinical trials centres and to automatically manage and analyse the data
collected [Tucker & Smith 1994; Edwards 1990; Brittain 1990]. The use of good

information systems in this area could become more critical if the deployment of
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techniques such as CAMD and QSAR lead to increases in the numbers of clinical

candidates [Montana 1995].

Within the regulatory area, computerised submissions are now a reality in the USA
[Bell 1994; Mazzeo et al. 1997], and are being discussed within the EU [Bass & Bell
1994], possibly leading to an information systems supported international dossier or
regulatory system [Haydock 1996; Dower 1996; Bass & Bell 1994; Barrowcliffe 1994].
Information systems such as global databases are needed, technologies which are
already being used within the present regulatory structure to achieve multiple

simultaneous dossier applications [Worthen et al. 1997].

2.2 Information Systems issues in the Pharmaceutical Industry

From the previous section, it can be seen that one of the major information systems
themes is the introduction of increasing amounts of IS based equipment and technology
into pharmaceutical companies. This raises issues such as the ability to link the
equipment together to produce an integrated system [Smith 1989; Dessy 1992; Dessy
1993] and establishing the necessary standards to maintain the system integrity
[Megargle 1989]. This is important not only within a company in order to maximise
the effectiveness of the new technology, but is also becoming an issue between
pharmaceutical companies and other organisations, such as Contract Research
Organisations (CROs) [Edwards 1990; Tucker & Smith 1994]. A balance must be
maintained between using cutting edge technology in order to gain the maximum

potential efficiency, and the cost effectiveness of the systems overall [Cobb 1983].
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Following on from the introduction of these new technologies, another major theme is
the management of the increasing amounts of information being generated and handled
by pharmaceutical companies. As already mentioned, the amount of information being
handled by pharmaceutical companies from both external sources and that generated
internally is increasing. Companies need a strong information architecture and
information management structure in order to allow information to be shared [Banerjee
& Rosofsky 1997; Dessy 1992; Atwal 1996], for example internal databases to store
data and allow access to information gathered from external sources [Gretz & Thomas
1995]. There is also a need to ensure the information being managed has real value,
and to avoid problems with information overload and information availability being
greater than people’s ability to absorb it [Luckenbach 1988; Bains 1995; Pool 1983].
This relates both to the management of information collected from external sources,
and that generated within the company during the research and development of new
products. In both cases, it is essential for the company that the information is managed
as effectively and efficiently as possible, especially in view of the value placed on

information by pharmaceutical companies [Smith & Wilhelm 1991].

The issue of information management is also important in areas such as Remote Data
Entry (RDE) and Electronic Data Interchange (EDI), and in the developing electronic
submissions area (as discussed in the previous section), where the need to collate data
from research centres around the world requires good information management

techniques [Worthen et al. 1997; Karlton & Johnston 1997].

From the information systems (IS) use and information management (IM) themes, other

themes are evident in the industry literature. One of these is the possible need to
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change the organisational structure, either of the companies themselves, or the
departments and processes within them, in order for them to maximise the efficiencies
available from IS [Dobbs 1993; Cobb 1983]. Various models have been proposed, such
as Business Process Redesign (BPR), which may use information systems
developments as a tool to enable change. For pharmaceutical companies, this may
mean changing the organisational structure from what is seen as the current ‘silo’
structure with separate research, development and regulatory disciplines, to a more
integrated ‘workflow’ system, with the information system defining the core

organisational structure [Bishop 1996; Thompson 1996; Davey & Jones 1993].

Implicit, and occasionally explicit, in much of the drive to greater IS use and the
resulting organisational change is a belief that IS can help to reduce R&D times,
thereby offering the companies some competitive advantage [Atwal 1996; Davey &
Jones 1993]. As discussed previously, the time and cost required to research and
develop a new product have risen greatly, and greater pressures are being exerted on
potential profits. IS and IM are seen by some authors as means of cutting R&D time
and costs [Montana 1995; Lasagna 1995], although others are more sceptical of the
ability of IS to deliver such benefits, believing most of the benefit comes from the use
of standard working practices [Atwal 1996]. The desire for competitive advantage can
therefore be a strong driver for increased investment in new technologies, just as it is

often the motivation behind the mergers and acquisitions of recent years.

One such area is the trend to outsource clinical trials, using IT and IS to underpin the
process [Rondel et al. 1993; Edwards 1990]. Using CROs allows companies to reduce

their internal overheads in terms of costs and time, but also has implications for
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information systems and information management, including the use of information
systems to provide tools such as RDE and EDI to further improve and speed up

processes [Stokes 1994; Edwards 1990].

Finally, using information systems capabilities to support submitting regulatory
dossiers to the regulatory authorities electronically can be seen as an indication as to a
pharmaceutical companies’ IS capabilities. In order for an electronic submission to be
made successfully, documents need to be in the correct electronic format, requiring
good information management; processes will need to be adapted to cope with using
electronic rather than paper media; and organisational changes may also be required,

such as introducing global databases and the way in which documents are controlled.

Based on this discussion, the four themes for this thesis will be:
e Information management
e Intra-organisational change : Effects on job roles and IS implementation
e Inter-Organisational Change : Outsourcing

e Computer Assisted Regulatory Application (electronic submissions)

2.3 Outline of thesis structure

The next chapter will develop these themes, from both pharmaceutical industry and
information systems perspectives, concluding with the definition of the research

questions for this project.
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Having established the context from both pharmaceutical industry and information
systems perspectives, and defined the research questions, the next three chapters will
present the bulk of the research work. First, chapter 4 will outline the research
approach and methods used in order to gather data from pharmaceutical companies to
answer the research objectives and questions. Following this, the data from the
companies will be presented in chapter 5, the Research Findings chapter. Chapter 6
will then analyse the data gathered from the information systems perspective, using the
main themes introduced above and expanded in chapter 3, leading to the conclusions in

chapter 7.

Following this, there will be a critique of the research undertaken, and suggestions for
areas for future research projects to follow based on the findings and analysis from this

project.

2.4 Chapter Summary

The pharmaceutical industry literature has been used to outline the general trends in
pharmaceutical research and development, such as the move from random to targeted
research, the introduction of government legislation to regulate the industry, and
modern commercial pressures including the increasing costs of developing new drugs.
These pressures have lead companies to look for coping mechanisms, such as the
number and size of mergers and acquisitions, and the use of technology as a way to

reduce the time needed to discover and develop new drugs.
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The introduction of information systems has raised various issues for companies, such
as managing increasing information loads, changes to the way people and organisations
inter-relate, and the systems which can be offered, for example global databases, remote

data entry and computer based regulatory applications.

In order to study the impacts of IS on pharmaceutical companies, four key themes were
developed. These were information management, intra-organisational change and the
effect this has on job roles and IS development, inter-organisational change with regard

to outsourcing, and computer assisted regulatory applications (CARAsS).
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3 INFORMATION SYSTEMS THEMES

In an attempt to discover some of the possible reasons behind the lack of apparent
impact from the use of IT and IS in the pharmaceutical industry, this thesis will look at
some of the main issues from an information systems perspective. This will allow the
issues discussed in the pharmaceutical literature to be analysed in the light of
experience from other fields and industries, and in so doing may show some of the
reasons behind the apparent failure of IS to transform the pharmaceutical industry as
some people expected. Using the IS literature will also allow themes to be studied on
an organisational level, and allow the study of the overall effects from the use of

particular technologies, such as word processing.

The pharmaceutical industry is considered to be particularly information intensive, with
information described as “a research-based company’s most valuable corporate
resource” [Smith & Wilhelm 1991]. The introduction of information systems has had
many effects on pharmaceutical companies, and this chapter will now develop the four
themes highlighted at the end of chapter 2, using both pharmaceutical industry and
information systems literature. Following on from this, the research questions for this

research will be defined and developed.

3.1 Information Management

The first theme is information management. As discussed in the Introduction, the
amounts of information pharmaceutical companies are now managing is increasing
rapidly, leading to the need to develop comprehensive information management plans

and policies [Luckenbach 1988; Kreiger 1996]. Without an effective information
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management policy, companies may not be able to maximise the usefulness of the

information they have, and may therefore lose competitive advantage.

The increase in the amount of information has come from two main sources -
information generated internally, for example from laboratory testing and drug
development programmes; and information gathered from external sources, for example
Jjournal articles and competitor information. The key issue for information systems is to
be able to handle the volume of information at the speed required by the company

[Milochik 1991].

Based on his experiences at Searle in Canada, Milochik found that some of the increase
in the amount of information might be a result of using the new technologies
themselves. Therefore, information systems themselves may form a third potential
source for the increase in information loads. The increased ability to communicate
using tools such as e-mail, word processing and literature searching tools mean that
people communicated more, so increasing the volume of information needing to be
managed. From this example, it can be argued that new information systems increase
the need for comprehensive information management policies in order to prevent the
technologies and systems themselves becoming a source of the effects they are intended

to manage.

Many new research tools, such as computer aided molecular design (CAMD) and
quantitative structure-activity relationship (QSAR) analysis depend on the ability to
interpret physiochemical information about compounds, in order to predict potential

drug candidates [Ai & Wei 1993; Richards 1994; Linert et al. 1991; Leow, Villar &
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Alkorta 1993]. In order for these tools to be used, libraries of raw data need to be

created and managed, as well as managing the outputs from the processes [Kreiger

1996].

The development of comprehensive information management systems for research
laboratories can be an issue. The need to link together the various pieces of equipment
so that comprehensive data libraries can be created and maintained is important for
maximising benefits from these investments. Dessy [1992; 1993] found that in many
pharmaceutical companies there was linkage of the individual pieces to form data
management systems, but no development of this in terms of analysis of the data

generated.

Without well developed information management strategies information may not be
generated, or the information generated may be lost, duplicated, or not used because
people do not realise it is there. Information becomes less useful over time as it is
superseded, and people may lose faith in the ability of the tools and information
systems to provide the information they expect [Dessy 1992; 1993; McDowall 1993].
In order to rectify this, organisational change has been recommended, such as the faster
introduction of computerised tools and process re-engineering to maximise
opportunities for benefits [Cobb 1983; Dobbs 1993; Bishop 1996]. Such changes
would have to cover the whole department or organisation in order to ensure a complete

laboratory information management strategy was developed.

There would seem to be an expectation on the part of the pharmaceutical companies

that all information is inherently good, and that companies should merely use
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technology to manage it in terms of volume and speed [Milochik 1991]. There is no
suggestion that some of the techniques being used are not appropriate and this is why
the information systems are apparently unable to cope, or that there is a limit to the
potential of IS to solve what appear to be problems. Dessy and McDowall themselves
appear to disagree on how best to resolve the LIMS issues, McDowall preferring a ‘top
down’ approach covering the entire organisation, whilst Dessy felt a ‘bottom up’
approach with top down support was required. This highlights the fact that there
appears to be little analysis of the exact information management needs of
pharmaceutical companies, exactly the problem the above authors are addressing in

their articles.

The other main source of information for pharmaceutical companies is that gathered
from external sources, such as scientific articles or competitor information. It has been
estimated that there are more than half a million publications a year covering over
300,000 compounds, with the amount of information now doubling every 18 months
[Luckenbach 1988; Bains 1995]. Again, there appears to be the temptation to assume
that all this information is good for companies, and that companies therefore need to
avoid missing out on information as it could harm their chances of making new
discoveries [Bussard 1990]. As companies become more information conscious, the
decision as to whether they feel they can afford to miss out on information may become
more important than whether they are able to fully use the information they already

have [Luckenbach 1988].

The management of information from either internal or external sources therefore has

many common elements from a pharmaceutical industry perspective. Companies need
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to maximise the way they are managing their information loads, largely in terms of
volume and speed. However, this emphasis may obscure other value judgements, such

as the value and appropriateness of the information they are gathering and managing.

In order to manage information within an organisation effectively, the information
systems literature concentrates on the need for an information management strategy
[Angell & Smithson 1991; Lee & Gough 1993; Earl 1989; O’Connor 1993]. Some
view information system on three levels - strategic, tactical and operational [Lee &
Gough 1993; O’Connor 1993], others concentrate on the linkages required between
business and IS strategies [Burn 1993]. Others, such as Galliers [1991] and Earl &
Hopwood [1986] concentrate on the strategies used, and the ways these relate to the

organisation.

For the purposes of this thesis, the structure developed by Earl will be used [Earl 1989].
This divided an information management strategy into four elements: planning,
organisation, control and technology. The planning element covers the ‘what’ and
‘how’, including integration of the IM strategy with other business plans and strategies.
The organisation element covers the ‘fit’ between the IM plan and the rest of the
organisation, to ensure that the solutions being provided are appropriate. The third
element of control covers the way in which the way in which the information systems
will be developed, and the way in which decisions are made. Finally, the technology
element covers the technology used to develop the system, and other technical issues

such as security.
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The first element, planning, requires the development of an information management
plan. Much of the information systems literature emphasises the need to link the
information management plan with the central business strategy, in order to ensure that
the information management system supports the correct business needs, and keeps in
step with developments in the business strategy [Earl 1989; O’Connor 1991].
However, some authors have questioned the ability of information systems
professionals to affect change in business processes. Doswell & Asnani [1993] felt that
the choice of planning method was not critical, and Avgerou et al. [1995] criticised the
use of IS professionals in this way, as most planning methods are based around

management practices, rather than IS analysis.

Another potential problem with linking the IM plan to the overall business strategy is
the need to retain the ability to change technology rapidly if needed. Technology tends
to change faster than organisational strategies, and could therefore threaten the
organisational control mechanisms [Doswell & Asnani 1993; Brady 1991]. Even if
long term business strategies are developed with frequent review [Lee & Gough 1993],
retaining control of developments in the business may still mean technological

advances which could be beneficial to a company may be overlooked or dismissed.

In order to develop any information management plan fully, the information networks
and flows must first be understood and documented. Whilst this may be possible for
formal communication networks, informal and ‘irrational’ (i.e. unpredicted)
communication behaviour is harder to map and accommodate in any formal plans
[Jellis 1988; Earl & Hopwood 1986]. Information is often given meaning by

individuals rather than an organisation, therefore making mapping information flows
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harder. An individual may choose what information they wish to receive based on non-

predictable criteria, making formalising the information flow almost impossible.

Consequently, when developing information management plans, care needs to be taken
not to restrict the technology by linking it too tightly to slower moving business
strategies, although some form of cross linkage to ensure IS fully supports the business

needs is important.

The second element of the Earl [1989] definition is that of organisation, and the
organisational fit of IM with the rest of the organisation. Within the IS field, many
authors argue that the development of an IM strategy will involve organisational
changes [Brown 1993; Lee & Gough 1993; Ormerod 1993; Lucas 1981], whilst others
argue that any changes will not necessarily be at the organisational level [Burn 1989].
Much may depend here on the element of an IM strategy being introduced, and the
organisational effects expected. Introducing some laboratory based technologies such
as CAMD may not result in large organisational change, but may involve some
localised changes due to the introduction of a new tool working in a different way to
those used before. Other changes, such as the introduction of global database standards
and associated working practices, may lead to more radical organisational changes.
However, much is at the discretion of the organisation itself as to what will change and
how the changes will be managed. Organisations also change over time, and this will
inevitably affect the information flows and people’s use of information [Kent 1986].
Information management plans must therefore retain sufficient flexibility to adapt to

such changes, in order to maintain their organisational fit.
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Organisational cultures are important in establishing the current ‘norms’ and routines
for information management and information systems use within a company [Walsham
1993; Huysman 1994]. Again, people may use information systems in unplanned or
‘irrational” ways, which the information management plans must be able to
accommodate without affecting organisational fit, and delivering the appropriate tools

for the business needs.

The match between the organisational and the IS and IM structures (organisational fit)
must be able to cope with unplanned or incremental changes in the organisational
structure. Although an organisational strategy may be planned, the changes which
actually occur may be emergent over time, rather than as planned [Mintzberg 1978].
Small, incremental changes over time may also result in the organisation moving in
directions not covered by the organisational plan [Earl & Hopwood 1986]. In these
cases, the information management plan must be capable of adapting at the required
rate to maintain the organisational fit, otherwise there will be inappropriate practices in
place which people may either ignore, and therefore gain no benefit from, or have to
break in order to use the information systems for maximum benefit. Information
management planning must therefore avoid over-rigidity, and retain the flexibility to

adapt to the organisational environment [Hughes 1994; Angell & Smithson 1991].

The third element of Earl’s information management definition referred to the way in
which information management and information systems developments are controlled.
The way an information management strategy is controlled can make a great difference
to the success or otherwise of changes, and therefore the ability to bring the expected

benefits. There are two general trends - ‘top down’ from a controlling management
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structure, or ‘bottom up’ from the operational level up through the organisation

hierarchy [Earl 1988; Gould 1986].

Earl [1989] recommends a top down approach to controlling development, with the
links to the organisational strategy seen as the most important elements, resulting in a
consistent, organisation-wide approach to development. However, this can be seen by
the system users as imposing solutions from afar, placing the needs of the organisation
as a body above that of the individuals and not necessarily reflecting the individuals’
requirements [Walsham 1993]. A bottom-up approach will allow individual users’
views to be reflected, but may result in different sections of a company implementing
different solutions to the same issue. Companies therefore need to allow sufficient
flexibility in their planning to allow users flexibility in their use of information systems
and information management plans, without this flexibility threatening the overall

strategy.

As a result, control of IS and IM development and implementation may be key to the
success or otherwise of the plans and strategies. If organisations are unable to persuade
users to use the systems provided, then there will be no benefits from the technology or
investment, and the company may not be able to move forward as planned. Great care
must therefore be taken in how developments are controlled, especially if they will
affect the organisational structure and culture. This theme will be continued further in

the following section, section 3.2.

The final element to Earl’s definition of an IM strategy is the technology used to

implement and underpin the plans. There is a need for technical standards to be created
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and maintained, in order to prevent the introduction of may technologies which are
incompatible with each other [Smith 1989; Sprague 1995]. However, care must again
be taken that the control of technology and standards such as data formats is not seen as
being taken away from the users, as this may again lead to a feeling of alienation and so

threaten the success of the IM strategy [Newman 1989].

From this discussion, it is the view of the author that the IM strategy definition outlined
by Earl is appropriate to use to analyse the pharmaceutical companies. However, some
of the details may not be appropriate to all situations, and this definition of IM strategy
is not necessarily more appropriate than others not discussed in such detail here. The
four elements should be seen more as a framework, into which the best processes and

methods can be fitted, rather than restricting companies to only one approach.

Within the pharmaceutical industry literature there are two important IM themes that
affect whatever IM strategy is developed. The first of these is the ability to blend the
different technological tools into an integrated information system [Dessy 1992; 1993;
Smith 1989], and the second is the control of information loads in order to avoid

information overload within companies.

Integrating different technological tools into one information system is an issue for
many companies. Smith [1989] found that in many US pharmaceutical companies
there was a lack of integration to the point where data could not be transferred between
tools, so any comprehensive analytical screening may be prevented due to

incompatibilities rather than lack of the right tools. Megargle [1989] stated the need for
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standards and interfaces between instruments in order to maximise the benefits from the

technology.

Similarly, information from external sources should be accessible from a single system,
rather than having to employ different systems for different formats. Integrating
external information into one system also helps reduce problems such as duplication,
which may in turn lead to information overload if the same information is being
delivered to people from many different sources [O’Reilly 1980; Collins & Straub

1991].

However, care must be taken again to ensure that the drive for integration does not lead
to restrictions on a company’s ability to utilise whatever technology provides the best
result. A balance is needed between imposing standards on users, which may lead to
alienation and possibly restricting the organisations ability to respond to environmental
changes; and not enforcing standards which may lead to systems fragmenting as new
technologies are introduced ad hoc [Paul 1993; Collins & Straub 1991; McGrath,

Dampney & More 1994].

Another information management issue is that of information overload. With the
increase in the amount of information pharmaceutical companies are managing, people
may feel they have too much information to be able to do their job effectively.
Information management strategies therefore need to include some controlling or
screening mechanism to cut out unnecessary information gathering [Luckenbach 1988].
Without this, people may only be able to concentrate on certain areas within a subject,

and may selectively read information from the sources they feel to be the most valuable
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[Luckenbach 1988; Wilson 1993; Wilson 1995]. As a result, valuable information and

knowledge may be missed, reducing a company’s ability to innovate.

Information overload can be caused by many factors, such as the amount of information
available, the rate on input of new information, the complexity of the subject matter,
and a persons’ desire to know as much as possible about an area [Schneider 1987;
Harrison 1996]. As information systems are improved and greater access afforded to
the information, expectations are raised and people expect to be able to gather more
information in order for them to feel they know enough on a subject. A study by
O’Reilly on information loads and decision making found that although people may
make decisions faster with less information, they had less confidence in the decisions
they made. Some measure of information overload may therefore be necessary in order
for people to have full confidence in their decision making [O’Reilly 1980]. Again, as
with integration, it appears a balance is needed. Restricting access to information may
produce reduced confidence in decision making and lead to a feeling of being
deliberately excluded. However, whilst allowing free access may produce higher
confidence, it may also make a company slow to find new solutions or react to changes,

either in R&D or the organisational environment.

3.2 Intra-Organisational Change : Effect on job roles and information

systems implementation

The introduction and development of new information systems such as global databases
into pharmaceutical companies has enabled the development of new ways of working.

Changes to the way organisations function and are structured, for example moves
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towards team based and global working, have been proposed in order to maximise the
benefits from the new tools, and to improve the linkages between departments [Karlton
& Johnston 1997; Barrowcliffe 1994; Lambert & Peppard 1992]. Some argue that
more radical organisational changes are required in order to maximise the benefits of

the new technologies [Cobb 1983; Dobbs 1993].

Organisational changes may be planned, but other changes will emerge over time, in
response to changes in technology or the environment around the information system
[Mintzberg 1978]. Organisations must be able to react to these emergent changes in
order to ensure that the information systems supply the information needs and support
the business strategy [Angell & Smithson 1991]. Within the information systems
literature there are many proposed methodologies for enacting organisational change,
including socio-technical design (STS), business process re-engineering (BPR) and
continuous incremental change [Mumford & Weir 1979; Hammer 1990; Davenport &

Short 1990; Quinn 1981; Orlikowski 1996; Keen 1981].

Each of these methods uses a different means to implementing organisational change.
Incrementalism is based on the belief that a series of small changes will be easier for
users to accept. Implementing changes will only require small adjustments by people or
the organisation, so can be accommodated quickly and comfortably by users. Any
unsuccessful changes will not greatly damage an organisation, and the organisation is
able to react faster to deliver the changes needed. Some of the incremental changes will
be ongoing reactions to changes in the environment, only visible as organisational

change afterwards [Orlikowski 1996; Quinn 1981].
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However, moving in many small steps may take time and organisations can stagnate if
the rate of change slows down to any degree. Although each change is small, there may
be a more continual rate of change, making users feel uneasy as to what the norms are.
It may also be harder to introduce large changes if they are needed, as the user
community may not accept large scale changes, having become used to incremental

change.

Socio-technical design relies on user participation to overcome potential resistance to
IS changes and to ensure that the systems delivered can best match users’ requirements
and expectations [Mumford & Weir 1979]. This process requires a large amount of
time and energy from users, which may be difficult to attain and may therefore threaten
the speed, or even success, of the proposed change. There may also be more of a risk
that projects are delayed in order to meet all expectations, or that those who have
contributed but do not feel satisfied with the result may reject the system. Therefore,

although the system has been implemented, it may not result in the planned benefits.

Some authors have questioned the time required by users in order to enact changes
through STS [Newman 1989]. Users may not understand the technical detail required,
so could be directed by the technical experts towards the preferred technical solution,
rather than the preferred user solution. Support for different solutions by different
groups of users can also lead to conflict and may result in either no decision about

change being possible, or groups who feel they have ‘lost’ rejecting the new system.

Much recent literature on organisational change has centred on the use of BPR to enact

radical organisational changes, based on improving the speed and efficiency of business
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processes throughout an organisation. Information systems are used as a tool to enact
the change, although they must not be seen as integral or the only driver [Jones 1994,
Davenport & Stoddard 1994]. The emphasis on speed also mirrors that of Milochik in
terms of pharmaceutical companies’ expectations from IS within an information
management strategy [Milochik 1991]. Changes are sudden and radical, and not
inherently reliant on user or environmental factors as with socio-technical or

incremental change approaches.

However, much of BPR has also been criticised, and a high failure rate attributed
(failure rates of 50 to 70% have been recorded in reviews [Jones 1994; Mumford 1994;
Poulymenakou & Holmes 1996]). Much of this has been attributed to the concentration
on business processes without a sufficient social element, such that users feel solutions
are being imposed upon them. Consequently, users may reject the new systems.
Ongoing emergent changes may also be ignored, as companies concentrate on

achieving one large radical change [Orlikowski 1996].

Information systems have been recognised as containing an important social and human
element, and the implementation of information systems can fail due to a lack of
appreciation of this [Lucas 1981; Davis et al. 1992; Mumford 1994]. Changing
information systems will affect people, even if not affecting the organisational
structure, and may be considered necessary in order for the changes to be effective
[McKiersie & Walton 1991; Osterman 1991]. Techniques such as STS include a large
user participation element in order to meet the social demands of the IS users, and to
attempt to supply systems to meet user expectations and requirements. Although these

changes may require greater user time and effort, the apparently increased chances of
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successful implementation would seem to outweigh some of the downsides. The ability
to incremental change is also important, in order to allow an organisation the flexibility

it needs to react to changes in its environment.

Studies of the effect of introducing new information systems into companies have
highlighted several key issues which can affect the way people react [Zuboff 88; Scott-
Morton 1991]. One of the major concerns is often for job security, and whether new
technology will replace a human role. In some cases, such as the use of secretaries, this
has happened [Brown 1993; Malone & Rockart 1991]. However, these trends may be
reversed in time as the new technologies create new roles for people to fill [Osterman
1991]. The issue for many will be over the skills required to perform these new roles,
and whether the skills people currently possess will be appropriate for the new roles
which may appear. If people feel their role is threatened by introducing a new

information system, there may be resistance and opposition to the changes.

Other concerns for people may be deskilling of their roles, as the technical aspects are
automated or subsumed into the information system [Zuboff 1988]. Introducing
equipment to automate laboratory processes may be seen as removing the skills
elements from people’s jobs, and therefore appear as a threat to them. Another element
of deskilling may be the loss of role-specific information, for example through the
introduction of centralised databases with open access. In these cases people may
deliberately withhold information in order to preserve the status attached to being the

holder of those details [Zuboff 1988; Aubert, Rivald & Patry 1991].
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Much of the job role impact is in terms of perceived threats to position and status from
the introduction of changes, and to future prospects in terms of being able to develop
skills and job prospects. Awareness of this, and a recognition that there is a limit to the
amount of change people can accept at a time, their “energy for change” [Benjamin &
Levinson 1993], is an important factor in successful implementation [Huysman 1994].
Some of the potential problems may be offset by communicating proposals and the
anticipated effects of changes, and giving more attention to the social environment
when planning change implementation [More 1991; Davis et al. 1992]. However, there
will always be personal interpretation of changes and perceived threats to skills and job
security. Social setting considerations may therefore be more critical to the success of
planned change than the particular method (e.g. STS, BPR, etc.) used to plan and derive

it.

Social and human effects are important considerations in implementing any IS changes,
regardless of the process by which the changes have been decided (e.g. because BPR
does not have a strong social context element should not mean that the process of
deciding changes cannot be successfully implemented). The successfulness of
implementation may be determined by the effect on users more than the nature of the

technology change itself.

3.3 Inter-Organisational Change : Outsourcing

The previous two themes have concentrated on the role of information and information

systems within an organisation. The following two themes will look more at the role
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information systems can play in the way pharmaceutical companies interact with

external organisations, beginning with outsourcing.

Outsourcing is seen by many as largely based on cost efficiency for the sponsor
company, allowing the sponsor to concentrate their resources on what they see as their
core business areas [Grover et al. 1994; Aubert et al. 1996; Lacity et al. 1996], although
there may be other motives involved [Lacity & Hirschheim 1993]. There are different
levels of outsourcing, such as buying in resource, selectively outsourcing on a modular
basis, or forming long term strategic alliances with preferred suppliers [Lacity et al.

1996; Apte & Mason 1995; McFarlan & Nolan 1995; Willcocks et al. 1995].

Outsourcing may also involve different levels of IT and IS integration with the business
strategies [Grover et al. 1994; Lacity et al. 1996; Gurbaxani 1996]. One of the main
areas for the use of IS is in the development of inter-organisational systems such as
Electronic Data Interchange (EDI), helping to reduce costs and the amount of
paperwork generated by companies [Reekers et al. 1994; Suomi 1988]. Companies’
experience in communicating between departments within their organisational
structures may assist in the development of such systems [Suomi 1988]. However, lack
of senior management support and perceived benefits may result in such systems not

being developed [Lacity & Hirschheim 1995; Cavaye & Cragg 1995].

Within the pharmaceutical industry, there are two primary areas of outsourcing. The
first is the use of Contract Research Organisations (CROs), external companies
specialising solely in managing and running preclinical and clinical trials during the

development of a new drug. The second area is the outsourcing of technology and

-43 -



information systems development, a form of outsourcing now common in many

industries.

The outsourcing of clinical trials to CROs is an area currently on the increase with as
much as 20% of the total R&D process being outsourced, a business estimated to be
worth over $3billion in 1994 [Daniel et al. 1997; Macmillan 1994]. Much of the driver
for this change is cost containment, using specialist resources to save time and money,
as well as being able to be more certain of using people with well developed skills,
rather than fighting other companies for resources [Spurlin et al. 1996; Daniel et al.
1997]. Companies are also building up their expertise and experience in using CROs,

enabling them to identify areas where they can further improve benefits.

The use of external companies to carry out work will inevitably lead to some loss of
control for the sponsor company. For clinical trials this is a large risk, as not getting the
right response from the CRO can result in delaying a trial report, which may in turn
delay a regulatory submission, thereby potentially costing the company market position
and market share [Macmillan 1994; Winkler & Marsh 1996]. In order to avoid these
problems, sponsor companies need to invest heavily in seemingly non-productive
preparatory work, in order to be confident that the end result will meet expectations and

requirements.

Work between the sponsor and CRO must be collaborative as well as controlling.
Agreements must be reached on issues such as working practices and processes, data
formats, timings and deadlines. These discussions will need to be team based in order

to allow both sides to feel full ownership and commitment to the agreed standards, but

-44 -



still have the right control balance for the work to be monitored and standards

maintained [Macmillan 1994; Spurlin et al. 1996; Daniel et al. 1997].

Within these discussions, it is important to recognise the differences between the two
companies’ approach to the work which needs to be carried out, and the different
success criteria which may be applied [Winkler & Marsh 1996; Hill & Hubbard 1996].
The sponsoring pharmaceutical company is looking for cost and possible time savings
whilst still meeting all legal requirements. The CRO may be more concerned about
successfully completing the contract as specified, but also generating profit and future
business. CROs may also be working for many sponsor companies at the same time, so
expectations must be managed regarding the priority any one sponsor company may be
given by the CRO. Such cultural differences may be harder to manage successfully
than agreeing data formats and deadlines for completion, as they are harder to define in

clear terms, and may be harder to adapt to.

Information systems also have an important role in the use of CROs and the success of
such inter-organisational working. Agreements on standards between the sponsor
company and the CRO need to cover areas such as data formats, in order to prevent
bottlenecks because data has to be re-worked or re-entered by the sponsor company
because the CRO has not used the right format. Process changes may also be required
in order to accommodate differences in working practices between sponsor and CRO,
for example the point at which data may be fed onto a central database, or the order in

which information is transferred.
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IS may also become more integral with the use of Remote Data Entry (RDE) and
Electronic Data Interchange (EDI). These tools allow connections to be made between
the sponsors and CROs in order to transfer data directly between the two computer
systems. In this way sponsor companies can save time, especially in the number of
format changes required, and gain faster access to data for decision making about

clinical trials management [Stokes 1990; Tucker & Smith 1994].

Planning to use RDE will inevitably make the sponsor-CRO partnership more complex
to define and manage. Issues such as working practices, data formats, hardware and
software, and the use of technical expertise need to be agreed for both information
systems to be able to transfer information successfully. These standards will have to be
adhered to strictly in order for the data transfer to be successful without causing

problems for either partner [Rondel et al. 1993].

Added complications in the use of RDE with CROs are the issues of ownership and
control, in terms of both standards and equipment. The lack of formal ties between a
CRO and any one sponsor may mean that a small CRO is unwilling to invest money
and time in buying IS equipment and training staff for each sponsor company.
Similarly, control over data formats may be difficult as different sponsors may have
different data standards and CROs may not be willing or able to adapt their information
systems to meet all the demands. Normally, the power balance would be expected to
favour the dominant partner [Levinson 1994], but in some cases control of such issues
may need to pass from the sponsor to the CRO, which could cause similar problems
about information systems changes for the sponsor. Ultimately compromises may need

to be reached in order to find agreement on such issues. Failure to achieve agreement
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may threaten either the range of CROs a pharmaceutical company can use, or even the

opportunity to outsource at all.

The second form of outsourcing is that involving the management, and sometimes
development, of the information systems themselves. Again, one of the main drivers
for this change may be cost containment, but for many companies it may also be their
desire to concentrate on core business areas, and outsource others to specialist
companies. In this way sponsors can improve the quality of the service, IT staff and
support they can access. The smaller specialist companies may also be able to react
faster to technological advances, so ensuring that the sponsor company is able to
maintain its pace of technical development [Nie & Hilton 1993; Aubert et al. 1996;

Grover et al. 1994].

Outsourcing information systems must be carefully managed, especially in an industry
such as the pharmaceutical industry where the systems and the information they carry is
so important to the success of the company. As with using CROs, great care must be
taken to ensure that the relationship is well defined, and the expectations and
requirements agreed. Issues such as control, co-ordination, diversity and
communication must be well managed by the sponsor. Failure to do this could result in
companies not being able to access the information they need or being provided with
inappropriate information systems, so harming their competitive abilities. Outsourcing
information systems management may result in changes to routines, information
systems structures and accepted norms, all of which need to be carefully managed in

order to ensure the changes are successful, as discussed in the previous section.
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Additionally for outsourcing IS functions, sponsoring companies must ensure that their
outsourcing strategy and the companies they outsource to meet their own company’s
needs in the long term. Unlike using CROs for particular clinical trials which may last
no more than a couple of years, outsourcing IS functions may tie sponsors to particular
approaches and even a particular specialist company for many years. The cost of
ending a contract if the required services are not being provided may prove too much
for a sponsor to afford, leaving them with the potential of inappropriate service for
many years to come. Long-term outsourcing may also lead to ‘hollowing out’, whereby
the sponsor loses all skills in a particular area and so becomes dependent on

outsourcing [Willcocks 1995; Aubert et al. 1996; Lacity et al. 1996].

Although the two types of outsourcing, clinical trials and information systems, deal
with very different areas of a pharmaceutical companies’ business, there are many
similarities between them. Drivers for both of them may be cost containment and the
desire to use specialist expertise which is not viable or available internally. Decisions
over how far to outsource - whether to outsource a project entirely or merely it’s
implementation - must be made and agreed internally before any outsourcing can be
successful. Expectations and requirements must be carefully defined and agreed in
advance in order for the outsourcing to deliver what is needed. Outsourcing must be
carefully controlled and managed to ensure continued compliance and delivery of what
the sponsor needs. Information system changes may be required by one or both
partners for the interactions and communication to be successful. Finally, sponsor

companies must retain some element of strategic control over what is outsourced and
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how, but also allow the specialist companies they are working with the freedom to use
their expertise to provide the best possible solutions, even if these are not those

originally defined.

3.4 Computer Assisted Regulatory  Applications (Electronic

Submissions)

The development of computer assisted regulatory applications (CARAs, also known as
CAPLAS or electronic submissions) can be seen as a direct result of the introduction of
information systems and information management strategies as well as electronically

based working practices.

The use of electronic submissions was started by the Abbott pharmaceutical company
in 1985 in the USA as a means of speeding up the review of one of their drug
submissions at the United States regulatory authority (the Food and Drug
Administration, FDA). This was successful, and since then more and more companies
in the USA are providing electronic versions of their regulatory submissions. The
increased use of electronic dossiers has further reduced the review times for the FDA,
and initiatives are in place to ensure that in the future all US regulatory applications are

computer based [Bass & Bell 1994; Bell 1994].

In order to make CARAs possible, companies must first develop good information
management strategies and have the necessary information systems and document
format standards in place [Barrowcliffe 1994; Karlton & Johnston 1997]. The

development of global databases to store regulatory application documents means that
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companies can also manage submissions to many countries from one central source. As
a result, multiple submissions can be made virtually simultaneously, as with Lilly’s

Zyprexia [Worthen et al. 1997].

The ability to provide multiple filings, either on paper or electronically, can provide
pharmaceutical companies with a significant competitive advantage. Reducing the time
taken to gain marketing approval means companies have more patent time remaining
during which their sales revenues are protected. Simultaneously filing submissions to
several countries increases the speed with which a product can reach their maximum
potential world-wide sales, again increasing the revenues for the pharmaceutical
company and protecting future R&D projects and therefore the company’s long term

future.

Additionally, initiatives are being started to harness the power of information systems
to move towards global standards for submissions, and potentially towards a single
global dossier. Initiatives such as the European Standards for the Transfer of
Regulatory Information (ESTRI) programme and the International Conference on
Harmonisation (ICH) are attempting to define standards for Europe and globally that
will allow the electronic transfer of information between pharmaceutical companies and
regulators. Because of these initiatives, it may be possible to develop a single, global

electronic submission [Dower 1996; Haydock 1996].

However, these changes may also introduce politicisation of the regulatory process and

increasing ownership by the pharmaceutical companies rather than the independent
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regulatory authorities. The development of electronic submissions was started by a
pharmaceutical company seeking competitive advantage over marketing rivals, and the
increase in the numbers of CARAs can be seen as a reflection of the success of this
policy. Although the regulatory authorities may try to control the formats and content
of what is submitted, much of the initial drive in this area has been from the
pharmaceutical industry, and especially larger companies with the resources to take
such risks. Although all pharmaceutical companies must meet the relevant regulatory
standards in order to gain marketing approval, some may be able to use their particular

IS skills to find better ways to achieve this end.

3.5 Research Questions

The main objectives for this research project are to discover the ways in which
information systems are being used by pharmaceutical companies in their research,
development and regulatory departments, and the ways in which the four themes
discussed in this chapter can be related to these findings based on the importance of
information the pharmaceutical companies and their increased investment in

information systems.

In order to achieve this, the following five research questions have been defined. These

are:

1. How are information systems used to manage companies’ information loads?
2. What impact has the introduction of information systems had on the way companies
operate?
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3. What impact has the introduction of information systems had on the way people
within the companies operate?

4. What are the perceptions of these impacts, and what future effects could they have?

5. What role will information systems play in the future of the pharmaceutical industry

as a whole?

Question 1 relates directly to the role of information management within
pharmaceutical companies. As mentioned in both the Introduction and this chapter, the
amounts of information companies are managing has increased greatly in the last
decade or so. From this and the use of information systems, people have much greater
access to more information, such that companies need to manage their information
loads in order to maximise efficiency and effectiveness and control potential issues

such as information overload.

The second and third questions are concerned with the impacts the introduction of
information systems has had on both pharmaceutical companies as a whole, and the
people working within these companies. As discussed in this chapter, introducing new
information systems or changing their information systems can mean organisational
changes such as working in global teams or changes to an organisation’s business
processes, using techniques such as BPR. New capabilities have also allowed
companies to move into new areas such as outsourcing and global databases. This
research will therefore look to see if the use of information systems has led to changes

in organisational structures or processes.
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At the individual level, information systems can have an effect on people’s behaviour,
as discussed in section 3.2. This research will look at the perceptions of people in key
managerial positions regarding their use of their company information systems, and
their feelings as to the impacts IS may or may not have had on the way they operate. It
will also look at the impacts any organisational changes may have had on them

personally.

The final two questions are more concerned with the views the key individuals have of
the impacts the information systems have had in their company, and the likely role they
will play in it’s future. Question four looks at the personal views on the way
information systems have affected the company, and the role information systems may
play in the future development of the company. The final question looks more
generally at the views of the interviewee on the role information systems may play in
the pharmaceutical industry overall, and what particular information systems related

issues and themes may be important in the future.

The remainder of this thesis will centre on seeking and interpreting answers to these
questions. The following chapter will outline the research approach and methods used
in the research, followed by the presentation of the research findings in chapter 5.
Following this, chapter 6 will analyse the research findings against the themes outlined
in this chapter, leading to the conclusions in Chapter 7. Chapter 8 will then provide a
final review of the research, including a research critique and suggestions for possible

future research in this area.
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3.6 Chapter Summary

Following the identification of the four key themes in chapter 2, each theme has been
expanded from an information systems perspective, using both the pharmaceutical and

information systems literature.

Information management is important in view of the importance placed on information
by pharmaceutical companies, and the increasing amounts of information now needing
to be managed. It was decided that the information management strategy definition
developed by Michael Earl [1989], splitting IM strategies into planning, organisation,
control and technology elements, would be used to analyse the way companies planning

and managed their information systems.

Intra-organisational change was studied with reference to the ways in which IS can be
used to enable or enact organisational change, and the social implications of change.
The introduction of IS may be used to enable planned organisational changes, either
small or more radical, but there are also likely to be unplanned changes. These often
include social changes to the way people work and interact, and may result in fears over

job security, and the deskilling of roles.

Inter—organisationai change centred on the use of outsourcing of IT and clinical trials
and found many common features, such as cost containment as a prime driver, concerns
over access to data for external companies, concerns over enforcement of standards,
and the use of different partner companies for particular situations rather than the

development of long-term collaborations.
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The chapter concludes with the development of the five research questions for this
thesis: how are information systems used to manage companies’ information loads?;
what impact has the introduction of information systems had on the way companies
operate?; what impact has the introduction of information systems had on the way
people within the companies operate?; what are the perceptions of these impacts, and
what future effects could they have?; and what role will information systems play in the

future of the pharmaceutical industry as a whole?
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4 METHODOLOGY

The purpose of this chapter is to explain the choice of research approach underpinning
this research project, and the research methods used as a result of this. For this thesis,
the term “research approach” is taken to be the study and philosophy of methods. This
is distinct from research methods themselves, which are seen as collections of tools and

techniques, used to carry out specific research tasks.

This chapter will first discuss the philosophical approach to this thesis, building from
the general literature on information systems and qualitative-interpretivist research.
The specific methods used will then be set out, based on the research approach and the

context detailed in the previous chapter.

4.1 Research Approach

Much of the traditional scientific approach used in areas such as physics and
engineering has been based on a belief in a rationalistic objectivism. This was taken
initially from the works of Plato and Aristotle but more recently from the writings of
Galileo, and Descartes’ ‘Discourse on Method’. This philosophy is based on the

following assumptions about reality [Winograd and Flores 1986]:
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e We are inhabitants of a “real world” of objects where our actions take
place

e Objective facts exist independent of interpretation

e Perception is the process by which facts about the world are
registered in our thoughts and feelings

e Thoughts and intentions about action can cause physical motion of

our bodies

The result of these assumptions is a belief that it is possible to study phenomena from a
purely objective, dissociated position, allowing results to be a true representation of the
world as it really is. There is a split between the mind and body, characterised by the
last statement in the list above, where our minds operate our bodies as if the two were

totally separate entities.

It is this assumption about the separateness of mind and body which allows the
development of the traditional scientific approach of objectivity. As the mind and body
are separate, it is possible to study the ‘real world” without disturbing it. This leads to a

positivist (objective) scientific philosophy [Hirschheim 1985]:

e There is unity within the scientific method

e Human causal relationships may be discovered by reductionism
¢ Foundation of science in logic and mathematics

e Scientific evaluation is value-free

e Belief in empiricism
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Therefore, this approach allows the re-creation and repeated testing of any part of the
systems at any time in any place. The unity of the scientific method means that the
same experiments conducted under the same conditions and in the same environment
should always produce the same results, allowing researchers to draw the same
conclusions. This allows scientists to corroborate other experiments and so ‘prove’ the

results.

The use of reductionism is based on the belief that the world is based on systems, each
of which may be split into smaller parts without any of the separate parts losing any of
the characteristics of the overall system [Checkland 1981]. The parts may also be
collected together independently and, when put together in the right order, will form the

complete system.

There is the belief in scientific experiments being ‘value-free’, so any results will be a
true representation of the real world. This allows any analysis to be carried out, and any
conclusions made as long as they may be logically proven from the available data, and
reproduced by anyone else following the same steps. This goes back to the separation
of mind and body, where the mind can investigate actions without influencing them in

any way, as actions are part of the ‘body’ section, separate from the mind.

From this philosophy and research approach, a general scientific method may be drawn

up [Winograd and Flores 1986]:
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e Characterise the situation in terms of identifiable objects with well
defined properties

e Find general rules that apply to situations in terms of these objects
and properties

e Apply these rules to the situation of concern, drawing conclusions

about what actions should be taken.

Following this method, a priori hypotheses which have been developed can be tested to
find the general rules. The problem area is clearly defined, so allowing all values to be
defined, removing any possible addition or changing of values by the researcher.
Reductionism then allows the researcher to identify the rules which will characterise the
situation, and from these courses of action may be defined which will lead to the

desired result.

These approaches and methods have been successfully applied to management science,
most famously by Frederick Taylor in his “Principles of Scientific Management” from
1911. The rationale for management science could be stated as [Winograd and Flores

1986]:

define ‘problem situation’ according to scientific method

list all alternative strategies

determine all consequences that follow each of these strategies

comparatively evaluate sets of consequences
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This was the basis for the production line organisations such as the Ford Motor
Company, where the system (car production) was reduced into component parts
(chassis, engine, etc.) and jobs devised so that one person specialised on one specific
part of the production process. The parts could then be reassembled into the systematic

whole (the car).

Scientism has also been used in the development of information systems, especially in
the days in mainframe computers. Much of this has been developed from management
science, and many systems have been developed and successfully employed, for

example systems engineering, as outlined in Checkland [1981] as:

1. Problem definition - definition of need

2. Choice of objectives - physical needs and value system boundaries

3. System synthesis - possible alternative systems

4. Systems analysis - analysis of hypothetical systems against objectives

5. Systems selection - most promising alternative

6. Systems development - development prototypes

7. Current engineering - beyond prototype, including monitoring, modifying,

feedback

This approach can be seen in information systems development methods such as

Structured Systems Analysis and Design Method (SSADM) [Downs, Clare & Coe

1988].
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The scientific research approach works well for clearly defined situations which can be
easily broken down into component parts and people’s behaviour characterised by clear
rules. However, as outlined in the previous chapter, information systems are now more
generally regarded as social systems, and should be studied in their social context, with
the study based around phenomena found there rather than a priori hypotheses
[Hirschheim 1985]. This means that it is hard to define problem areas clearly and the
‘rules’ to characterise a situation. Information systems as a subject area covers many
business and social scientific fields, but has little contact with natural sciences,
therefore making natural scientific research approaches unlikely to be appropriate to IS
research [Galliers and Land 1987]. Consequently, a different research approach is
needed which is able to reflect the changing situation. The new approach must be able

to reflect the situation context, and the way the situation being studied influences and is

influenced by the context [Walsham 1993].

The ideas of interaction between researcher and the research situation can be traced
back to Heidegger, who stated that people cannot be truly objective, as they are
constantly involved in their situation. They will be affected by their state of ‘being-in-
the-world’ (‘Dasein’), meaning there can be no division of the world into objective and
subjective phenomena, so making it impossible for anybody to take a fully objective,

value-free view of a research situation.

As people are constantly involved with their situation, so they develop a ‘world-view’
(‘Weltenshauung’) through which they will perceive and interpret their own reality. All

people develop this as a result of their cumulative experiences. This means all results
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will inescapably be value-laden as a result of the world-view influencing both

researcher and situation ‘actors’ (people involved in the situation being investigated).

Following from this philosophical position, the traditional scientific frameworks
described are seen as unsuited for researching social situations. There can be no
independently developed a priori hypotheses, and any analysis of data collected or
hypothesis evaluation cannot be value-free. There is also great difficulty in developing
rigid problem definitions and determining general rules [Checkland 1981]. Situations
cannot be identically re-created as required for scientific research, as there are factors
such as the actors’ constantly developing world-view and the changing external
environment which cannot be re-created in exactly the same way again [Antill 1985]

(much as Heraclitus’ never stepping into the same river twice).

If information systems are to be seen as social systems, dependent on actors rather than
independent of them and affected by the world-view of the researcher, the traditional
scientific research approach is no longer appropriate [Hirschheim 1985], and an
alternative research approach needs to be defined. The research approach now widely
used in studying information systems in organisations is interpretivism, which can be
defined as “concerned with approaches to the understanding of reality and asserting that
all such knowledge is necessarily a social construction and thus subjective” [Walsham
1993, pS]. Galliers [1992] also states that “interpretivist approaches argue that the
scientific ethos is misplaced in social scientific enquiry because of inter alia (Galliers

1985; after Checkland 1981):
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e the possibility of many different interpretations of social phenomena

e the impact of the social scientist on the social system being studied

e the problems associated with forecasting future events concerned with
human ... activity [given the fact that] there will always be a mixture of
intended and unintended effects and ... the danger of self-fulfilling

prophesies or the opposite.”

Information gathered from situation ‘actors’ will itself be interpretivistic, coloured by
their world-view and situation context, as well as any world-view and assumptions

made by the researcher at any stage of the research.

Within the general interpretivistic research philosophy, many different research
approaches have been proposed. livari [Cornford & Smithson 1996] has defined three
broad styles of research; constructive, nomothic and idiographic. Constructive research
1s concerned with models and frameworks to describe situations, either ‘physical’ or
not, with the models ‘creating new realities’, such as a new information system.
Nomethic research methods use empirical data to test hypotheses in order to develop
and support general laws or theories. In contrast, idiographic research explores

particular cases or events in order to understand a phenomenon within its own context.

Within these three definitions, this research project may be seen as falling within the
idiographic research method. The aim is to use subjective accounts of events in order
to provide a picture of what is occurring in information systems within pharmaceutical

research, development and regulation.
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livari is essentially setting out conceptions of the research task, rather than specific
research approaches and methods. Other descriptions of research methods have been
proposed, including Galliers and Land [1987]. They described four types of research
approach for interpretative research in IS based on research taxonomies previously
proposed by Galliers [1985] and Vogel and Wetherbe [1984]; namely role playing,

subjective-argumentative, descriptive-interpretive and action research:

Object / Game/Role Subjective/ Descriptive/ Action

Phenomena Playing argumentative | interpretive research
Society Possibly Yes Yes Possibly
Organisation Yes Yes Yes Yes
group
Individual Yes Yes Yes Possibly
Technology Yes Yes Possibly No
Methodology Yes Yes Yes Yes

Table 3: Taxonomy of interpretive research approaches [Galliers & Land 1987]

The object or a phenomenon is that which the research is concentrated on; in the case of
this research project, this is the ‘organisation group’. Of the four approaches, action
research is used when the researcher becomes an active part of the research situation,
rather than observing others. Game or role-playing is concerned with simulation, and
may involve forecasting, and is seen as being on the border between traditional and

newer research approaches.



The other two approaches, the subjective/argumentative and descriptive/ interpretive,
depend more on the researcher gathering information from situation ‘actors’. Galliers
and Land describe the subjective/argumentative approach as being “based more on
opinion and speculation than observations”, therefore depending on the interviewees
expressed opinions about their perceptions of reality. The descriptive/interpretive
approach is based more on the researcher’s observations, and is based on the study of
phenomena (e.g. the impacts of Computer Based Information Systems) and the
researcher’s interpretation of the phenomena in order to give the observations meaning.
This approach also reflects the interpretations made by the IS user, as well as the

researcher [Boland 1985].

The research approach used for this project could therefore be defined as a conjunction
of the subjective/argumentative and descriptive/interpretive approaches described
above. The raw data collected is affected by the subjective opinions of the people being
interviewed, and cannot be separated from their opinions. The researcher then
interprets the data in order to attribute meaning to the phenomena being studied, which
will inevitably involve the opinions and world-view of the researcher. The research
approach could therefore be said to be a description of reality as perceived by the

interviewee and interpreted by the researcher.

Within this general research approach, a more detailed approach needs to be developed
towards collecting the data itself. This approach must be consistent with the research

approach outlined, so must allow the interviewees to express their opinions about the
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situation, and allow the researcher to interpret the data gathered so as to describe the

research situation.

The approach chosen was based on that used by Straub and Wetherbe [1989], which
they termed “Key Informant Interviews”. This is a qualitative technique, used to

b2 I 13

“gather informed opinion about complex phenomena” “which could assess the fit
between organisational need and appropriate technologies”. The approach meant that
“consensus [was] gathered from a group of experts in a particular domain”. Key
informant interviews “not only allowed researchers to gather specific data about the
topic of interest from knowledgeable sources but they also permitted respondents a full
range of objective and subjective responses to the basic research question[s].” This

meant that interviewees would be able to give their subjective opinions about the topics

discussed, which could then be interpreted by the researcher.

4.2 Methods Used in the Research

Having established the basic research philosophy, approaches, and research design
model that would be followed, the more detailed methods to be used to carry out this

research project could now be established.

The choice of methods was determined first by the research approach being taken, as
defined in the previous section, secondly by the structure of the pharmaceutical industry
and the pharmaceutical companies, and thirdly by the restrictions placed by the

individual managers contacted and interviewed.
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The information systems studied were those concerning scientific information in the
research, development and regulation of new drugs, boundaries externally pre-set from
the project inception. This project therefore covers information systems relating to drug
candidates from the time a drug research project was chosen and background
information gathered, through the scientific process until the product is submitted with
the regulatory authority, and in part the interaction between pharmaceutical companies
and the regulatory authority thereafter until registration. Following investigation of the
company structuring and distribution of information systems and information systems
professionals, the research was split into three sections, each covering a different aspect
of the information use being studied. The three sections are: information groups
serving research and development (R&D) in section one; R&D departments in section

two; and regulatory departments in section three.

With the lack of general background literature covering information systems in
pharmaceutical companies, it was decided to use a maximum variance sample, taken
from the whole UK industry in order to gather information from a broad range of
companies, an approach which would be most likely to cover the broadest possible

range of information systems.

Maximum variance samples require certain criteria to be set in order to structure the
sample frame. For this research the universal sample was taken as all companies listed
in the September 1994 (Number 28) British National Formulary ‘Index of
Manufacturers’, as this is a recognised listing of all UK based pharmaceutical
companies with medicines on sale, and therefore likely to have R&D and regulatory

departments.
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Having established the global sample frame, criteria were set to ensure that as broad a

range of companies as possible would be contacted. These criteria were:

e Proprietary or Generic company
e Biotechnology or non-biotechnology company

e Therapeutic areas

The study of proprietary and generic companies would include information systems
used to support different R&D processes, as well as company size. The biotechnology
or non-biotechnology criteria offered the chance to compare newer biotechnology
companies’ information systems with those of ‘traditional’ proprietary companies, and
to see how these two types of company approached their information systems

structuring and planning.

The therapeutic areas criteria was used to narrow the sample to those currently involved
in developing drugs in well established but leading edge research areas; namely
cardiovascular, respiratory, central nervous system, vaccine, and oncology research.
All of these areas are well established medical areas, giving both historical and current
perspectives on research methods and technology and the use of information systems.
This would give a rich picture of the impact of information technology and information
systems on company’s process and procedures and the changes coming from
information technology (IT) and information systems (IS), as well as peoples’ opinions
on these changes. Restricting the sampling to companies involved in R&D within the

same broad medical categories meant that differences in R&D strategies would be due
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to company strategies and any effects the introduction IT and IS may have had, rather

than different requirements of the medical areas being researched.

Company size was not used as an explicit selection criterion as this was hard to
establish for all companies, especially the proprietary and new biotechnology
companies. Many of the companies contacted are multi-national, so establishing
criteria such as the sales revenue or R&D spending of the UK companies was too hard
to define. The range of companies was also large enough to ensure that companies of
various sizes would be visited without setting this out as a strict criterion. This
decision was validated by the range of companies actually visited in each section of the

research.

Having established the global sample frame and selection criteria, a minimum level of
twelve companies was set for each section. This would give sufficient information for
comprehensive analysis, and ensure a good cross section of companies from all the
categories set. The range of companies actually visited was determined solely on the
basis of those agreeing to be interviewed. Once the minimum level was reached no
more companies were contacted, though if more companies already contacted allowed

interviews, these were all visited.

Throughout the three research sections middle to senior departmental managers, e.g.
Senior Information Officers, Medical Directors, Head of Regulatory Affairs and
Managing Directors, were contacted as these would be expected to have the best
strategic view of their department’s information activities and requirements. They

would also have been more likely to have worked in that area within the industry for
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some time, so allowing their historical perspectives on the effects of information
systems to be investigated, and also be involved in planning future information use and
computer based information systems. Contact was made by letter, addressed by name
and/or job title according to the information the pharmaceutical companies were willing
to divulge. In some cases, the person contacted forwarded the letter internally if they
felt others were more qualified to answer the questions raised. In other cases the person
contacted was interviewed, but arranged for additional department members they felt
better able to answer some of the questions to be interviewed, either altogether in one

interview, or in a series of one-to-one interviews.

The use of structured questionnaires was considered, but there was insufficient
information in the general literature to construct any questionnaire that could be seen as
covering all the issues. This lack of background detail meant that there was a need to
establish this first. The best way to do this was felt to be by conducting semi-structured
person to person interviews, ensuring all interviews in the same research section
covered the same topics, but also allowing freedom to develop particular points in

individual cases.

The pharmaceutical industry is highly sensitive to the information it discloses to outside
sources, including the information required for this project. In view of this, copies of
the relevant interview schedules were sent out with the letters requesting interviews, in
order to allow the people contacted to assess whether or not they would be willing to
participate in this research project, and if they were, what information topics were

covered and who in their company was best qualified to cover them. In some cases
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companies required that legally binding agreements be signed, restricting disclosure of
any information gathered or identification of the company in any published works

coming from the research, before the interview could take place.

The sensitivity of the information gathered also meant that notes were taken rather than
recordings, as using recordings could have further restricted access to companies and
the information gathered [Walsham 1995]. Company names are also withheld and a
coding structure used in order to protect confidentiality. The coding structure used will
be explained more in the next chapter, along with more details of the companies visited.
Summaries of the interviews are contained in separate appendices at the end of this

thesis.

The research was split into three sub-sections as outlined earlier. Within each section,
companies were contacted based on their recorded involvement in current R&D activity
in the therapeutic areas listed previously. Companies were contacted by letter
explaining the purpose of the research, the style and length of interview being
requested, and a copy of the questionnaire for individuals to see which topics would be
covered. Follow-up letters were sent out after approximately two months, again
detailing the research and containing a copy of the questionnaire. In the first and

second sections, a third set of letters was sent out, containing the same information.

The response rates to the letters for each of the research sections were as follows:
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Research Section No. companies Replies: numbers (%)
contacted Yes No No Reply
Section 1: 31 12 13 6
IT departments (38.7%) (41.9%) (19.4%)
Section 2: 44 13 25 6
R&D departments (29.6%) (56.8%) (13.6%)
Section 3: 35 12 23 0
Regulatory departments (34.3%) (65.7%) (0.0%)

Table 4: Numbers of letters sent requesting interviews, and corresponding responses
and response rates

Pilot interviews were carried out and interview schedules amended where felt
necessary. Copies of interview schedules before and after pilot testing are contained in
the relevant appendices at the end of this thesis. In section one this meant the inclusion
of a formal ‘further directions’ section; in section two, question five from the interview
schedule was no longer referred to following comments from one of the pilot
interviewees who felt it was not well positioned in the flow of the overall questionnaire;
and in section three the first two questions in the third section were re-worded to

become less leading.

Due to the small number of companies willing to be visited and the relatively minor
nature of the changes, the pilot interviews have been included in the analysis. As
interviews are based on the personal interpretation of the environment by both
interviewee and researcher, all data gathered is potentially useful as long as it uses the
same basic research frame. The fact that interviews were semi-structured and not all
interviews included identically worded verbal questions means that differences in

question structure are less fundamental than the topics covered.
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Following the collection of the information from an interview, the written notes would
be typed up on the next possible day. This was usually the next day, but in some cases
interviews were carried out on consecutive days, so writing up the next day was not

possible.

The transcripts and typed versions were then used to analyse the information collected.
Once the thesis structure had been established the Research Findings chapter was based
on the structure used in the interview schedules, with identical general subsections
being used. This meant that data could be related directly from the interview reports to
the findings, with further analysis carried out in subsequent chapters. Information was
collected together and answers to each question compared. Questions were grouped
according to topic, thereby allowing for the fact that not all questions were identical for

all interviews.

The three sections of the research were analysed independently during this stage of the
research, with the aim being to discover the range of opinions and themes in the
answers. The companies visited in each section were not identical, the purposive
sampling technique and response from individuals’ meaning it was the range of
companies visited that was important, not exactly which companies these were. This
meant that individual answers could not be easily compared between different sections
of the research. However, once the initial analysis had been carried out it was possible
to identify themes and to compare these between the sections, such as the topics most

often mentioned in the ‘future directions’ section [Walsham 1995].
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The main themes from each section were then compared to develop the themes for the

discussion chapter, where the themes are discussed in relation to the current literature.

The findings from this analysis of the interviews will now be presented, based on the

three sections and interview schedules’ structures as described in this section.

4.3 Chapter Summary

In this chapter it has been argued that a scientific research approach was inappropriate,
as this research project depends on the subjective views and opinions of the people
interviewed, and cannot be repeated exactly as opinions change over time, depending
on a person’s experiences. A different research approach has therefore been defined,
based on using subjective accounts and interpreting these to produce findings and

conclusions.

Following the development of the research approach to be used, the detailed method for
gathering data to answer the research questions has been outlined. This involved semi-
structured interviews with key informants, based on a maximum variance sample. The
inclusion criteria for the companies were outlined and the roles considered as key
informants defined. It was also decided to divide the sample into three constituent
sections covering Information departments, R&D departments, and Regulatory

departments.
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5 RESEARCH FINDINGS

5.1 Introduction

In this chapter, the findings from the basic research data will be presented. The
structure of this chapter is based on the sections in which the research was conducted,
namely: information departments serving research and development (R&D), R&D

departments and regulatory departments.

As described in the Methodology, the companies visited were all UK based, and were
spread across the range outlined in chapter 4. Each company will be referred to
according to an anonymous code, used in order to retain company confidentiality. This
will consist of a number, referring to the section of the research (Information
departments serving R&D = 1, R&D departments = 2, Regulatory departments = 3),
and a letter ‘A’, ‘B’, and so on, arbitrarily attributed. Codes 11, 2I and 31 were not used
due to their similarity to numbers, 1M was not used due to the similarity to IM, the
abbreviation used for Information Management; and 3M was not used to prevent
confusion with the company of the same name. The codes used are specific to each
section of the research, so companies 1A and 2A are not necessarily the same company.
The alphanumeric codes used are consistent throughout the thesis, so code 1A refers to

the same section of the same company throughout all sections and chapters.

In order to give more details of companies visited, the tables below give a brief

overview of the companies visited in each section of the research:
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Section 1: Information Departments serving R&D

Company IA|1IB|IC|ID|IE|IF|1G|1H| 1J }1K| 1L | IN

Generic X X X X

Proprietary X XX X X1 XXX
Biotech X X

Non-biotech | X [ X [ X | X [ X | X [ X | X | X[ X | X | X
Cardiovasc. | X | X | X XXX |[X X1 XX
Respiratory | X XXX X X
CNS X X X XX
Vaccines X X X X
Oncology X X X

Table 5: Summary of companies whose R&D information departments were visited
during this research project
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Section 2: Research and Development departments

Company 2A|2B|2C|2D|2E | 2F |2G{2H | 2J | 2K | 2L |2M | 2N
Generic X

Proprietary X1 X[ X[ X[ X[ XX X[X|X|X|[X]|X
Biotech X X|1X X

Non-biotech | X | X X[ X1 X[ XX | X[ X|X|X]|X
Cardiovasc. | X | X X X|1X 11X XX
Respiratory | X X X

CNS X X[ XX X

Vaccines XX XX X|[X
Oncology X XXX |X

Table 6: Summary of companies whose R&D departments were visited during this
research project
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Section 3: Regulatory Departments

Company 3A|3B |(3C|3D|3E|3F |3G|3H | 3J | 3K | 3L | 3N
Generic X X X
Proprietary X1X X[ X X[ X[ X]X]X]X]|X
Biotech X X
Non-biotech | X | X | X [ X | X [ X | X | X[ X [ X | X [X
Cardiovasc. | X | X | X | X [ X X XXX X
Respiratory X X

CNS X[ XXX X X
Vaccines X1 X | X X
Oncology X1 X X

Table 7: Summary of companies whose regulatory departments were visited during this
research project
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The overall company information structures will be discussed first, setting out some of
the broad themes from the interviews. Following this, each of the three sections,
information departments serving R&D, R&D departments and regulatory departments,
will be discussed individually in more detail, using the data from the companies visited
in each section. The chapter will end with a summary of the findings, and the
highlighting of the major information systems themes developed in this chapter, leading

to an information systems’ orientated discussion in chapter 6.

5.2 Company Information System Structures

In this section the general company models found during this research and the overall
company themes are described. These themes and the variations on them between

companies, will then be discussed in more detail through this chapter.

As mentioned in the Introduction, there are two main types of pharmaceutical company:
proprietary and generic. These two general company types have different processes for
developing new products and information requirements and systems. Although there is
variation between companies, hence this research project, general models may be drawn

in order to provide some background structure.

A general model may be drawn showing how information flows through a ‘general’

pharmaceutical company, in order to give a framework for the following chapters:
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Figure 3: Information process in a general pharmaceutical company

The information departments are responsible for controlling the flow of information
coming into the company, and for gathering what the company considers the
information it requires from such external sources. This information is then stored in
the appropriate database for R&D scientists to access. Further information is generated
from the internal R&D process, which is again managed by the information department

and stored in the appropriate database.

The regulatory database is separated from the other databases by a ‘firewall’ in order to
keep the raw data from R&D separate from the expert summaries and regulatory
submission, as required by regulatory guidelines. The regulatory databases are
separately managed, and only supply the regulatory department. Information comes

from the drug development process (by way of the development department), for the

regulatory department to compile the licence applications. Information may travel from
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the regulatory department to the drug development department, but this is generally
concerning externally set regulatory guidelines and data requirements rather than

internally generated information.

From the companies visited in this research project, modified examples of this structure
were found in proprietary and generic companies. Proprietary companies had separate
information departments serving the different functions, such as R&D, regulatory,
marketing, etc., and different databases for each function with little contact between the
information groups serving the different functions. In company 1L, the differentiation
went even further, with separate information groups and database systems for the

research and development functions.

There was contact between drug development departments and the regulatory
departments, based on the need to pass information gathered from the drug
development trials on to the regulatory department for the regulatory department to
compile the licence submission. However, this link was carefully regulated, and did not
involve joint databases or information systems between the two departments. The

regulatory departments’ views of this link will be developed further in section 5.5.

Companies’ 1E and 1K were aware of this segregation of information groups, and saw
it as a potential problem that needed to be solved in the future. Company 2N had
already begun to use the information structure to alter its company structure, based on
the business process re-design (BPR) methods mentioned in chapter 3. For company
2N this had led them to separate research and development and instead link

development and regulation, following the information flow, although there are limits
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on how closely these departments can share data under the regulatory guidelines as
mentioned above. The aim in all three cases (1E, 1K and 2N) was to produce a less
interrupted information flow through the drug research, development and regulation

process.

Generic companies had different information structures to the proprietary companies,
due in part to the different physical structure of the companies and their differing drug
development processes. Physically, the generic companies were based on one main
site, with scientific research, manufacturing and storage together on one site and few if
any remote subsidiaries. Reflecting this, generic companies had a more integrated
approach to their information systems structure. There was one information department
responsible for the whole company rather than many smaller departmental groups, and
the use of a single information database for all departments in the company, including
company 1F which was still planning its computer based information system when
visited. Regulatory issues were dealt with separately in accordance with the regulatory

guidelines to ensure the security of the raw data.

Other factors were also found to affect information system structures. For the
proprietary companies, the country in which the parent company was based also
affected their information systems’ structure. Companies now targeted their R&D in a
few countries, with the ‘home’ country usually being the main centre, reflected in the
number of UK subsidiaries of overseas companies not carrying out discovery research.

This affected the information needs of the company, and meant the intensive external
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information gathering needed to support the research scientists was not required, so
information departments tended to be smaller and concentrated more on internal
information management and control. The different structure of both the companies
and their information structures was reflected in the fact that the information
department and development department staff interviewed in companies without
discovery research capabilities usually had a much closer link with regulatory concerns

than their counterparts in companies also serving discovery research information needs.

The development of global pharmaceutical companies means that information systems
are now also becoming global. Companies often managed their databases centrally,
collating information from their national subsidiaries, then downloading the
information each national subsidiary required from the central databases. This was felt
to be the most efficient method of controlling the company’s information gathering,
preventing duplicate information searches, and reducing the size of the information load

the subsidiary companies were required to manage.

The three main departments outlined in Figure 3, the information department serving
R&D, the R&D department and the regulatory department, will now each be discussed

in turn.
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5.3 Information Departments serving R&D

5.3.1 Information Department Roles

Information departments or information groups (the two terms were used
interchangeably by pharmaceutical companies) in the companies visited differed in their
roles and the services they offered to the R&D departments. Some were purely
information gathering groups, providing information to the R&D departments, whilst
others combined the information gathering group with the information technology

support group as subsections of one department:

Generic Companies | Proprietary Companies

Information gathering

group separate from IT 1A, 1C, 1H 1B, 1K, 1L
group
Information gathering
1F 1D, 1E, 1G, 1], IN

and IT groups together
in same department

Table 8: Structure of information groups in Information departments serving R&D

The generic companies tended to separate information gathering and information
technology (IT), mainly due to the small amount of information gathering that was
required. Information gathering groups were often one or two people, and most
information was handled on paper so the person gathering the information did not
always have great information technology or information systems (IS) expertise.

Company 1F was only planning their information system when interviewed, but was
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intending to write their own software, and therefore proposed running IT and

information gathering together under the auspices of the technical director.

The proprietary companies were spread between the two models. The companies with
IT and information gathering separate were companies 1B and 1L, neither of whom had
extensively developed information systems, and company 1K which had a deliberate

policy of not using computer based information systems to supply all the information.

The proprietary companies who did have the IT and information gathering groups
within the same department depended far more heavily on their computer networks to
distribute information from external sources to their scientists. The IT departments,
responsible for maintaining and upgrading the system where necessary, were therefore

important to the success of information distribution.

Information group staff in all companies except 1E and 1N had scientific backgrounds,
with additional information qualifications, generally an MSc Information Science or
related topic, regardless of the department model in Table 8. Company 1E had a mix of
staff with scientific and IT backgrounds, whilst company 1N was recruiting purely IT

professionals, as they felt retrained scientists no longer had all the IT skills required.

5.3.2 Information System Structures

The information systems managed by the information groups were centred on the

databases for externally gathered information and internally generated data (see Figure
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3), as well as the computer based equipment used by the R&D scientists in drug

discovery and development (see section 5.4).

The generic companies did not have large or wide ranging computer based information
systems, reflecting the nature of their development process. Companies’ 1A and 1C
had just one database covering the entire company, centred on product information used
in communications with buyers and users of their medical products, as opposed to
scientific information used for internal R&D processes. Company 1H was larger than
the other generic companies, and had databases for externally gathered and internally

generated information, but had not developed a network connecting all users.

The proprietary companies’ information structures were more like that in Figure 3.
There were separate databases for externally gathered and internally generated
information, reflecting the different nature of the data they contained. The externally
gathered information was largely text based, whereas the internally generated data was
mostly numeric or graphical. The two data sets were also used differently by the
scientists, with externally gathered information used more in the early stages of
research projects to guide the choice of candidates, whereas internally generated data
was used further along the R&D process for candidate refinement. These differences in
the use and purpose of the two information types further strengthened the separate

database rationale.

In more recent years there had been increasing computerisation of the equipment used
in research and development, especially in discovery research. Many new pieces of

equipment now contained a personal computer (PC) within the equipment, running pre-
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installed software. This allowed the equipment to analyse sets of figures automatically,
or produce spectral traces with the chemical groups automatically identified. Many
companies had linked these pieces of equipment into the information system, allowing

the data to be automatically transferred to the internally generated information database.

In all but one company (1L), the databases for externally gathered and internally
generated information were constructed from public domain packages (e.g. Oracle,
Darc). Commercial packages were seen by the companies as being easier to install,
support and update as this work was carried out by the external specialists. This meant
the pharmaceutical companies did not need large computer programming or technical
support staff teams. The external software companies were able to concentrate fully on
developing new software, so problems could be solved sooner, and the programming
specialists could react faster to new developments in IT and introduce new packages to

take advantage of the advances.

Company 1L, however, had just installed an internally written database package, on the
basis that this would allow the database to be tailor-made to fit the company
requirements. They saw commercial packages as being too generic, meaning there
would have to be some degree of customisation anyway either by them or the software
company. In view of this, it was felt cheaper and easier to write, maintain and upgrade
the software in-house. The company ran an IT department to support the software it
had in the company, so the use of programmers and technical experts to write their own

software was not seen as a major issue, more an extension of skills they needed

anyway.
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The influx of computer-driven pieces of equipment and integrating these into the
information system as described above raised two main issues for companies. The first
was the problem of linking each piece of equipment into the information system, as
different companies manufactured each piece of equipment, each with their individual
PC and software standards. Some companies such as 1H had not yet done this, so had
to transfer the electronically recorded information on disk between the equipment and
the information system. Other companies, such as 1B and IN, had managed to
integrate the pieces of software, but only by using extra ‘linking’ software packages to
allow the data generated to be transferred to the relevant database. This integration
problem was compounded by upgrades or the introduction of new equipment. With no
universal software standard, the new equipment with new software may require the
pharmaceutical company to install new or updated pieces of linking software in order to

maintain the integrity of their data transfer and information systems.

The second issue raised was validation. Under the Good Laboratory Practice (GLP)
guidelines, all equipment must be validated to ensure it is producing accurate readings,
as any errors incurred during electronic data transfer will affect any data analysis carried
out or conclusions reached from the analysis. The accuracy of the raw data recording
and data manipulation must be validated for all new pieces of equipment, even
upgrades of existing equipment. For computerised equipment with greater data
processing and manipulation capacities, the amount of validation has increased,
bringing an increase in the amount of paper generated. A wider variety of computerised

equipment is now available, especially for sample analysis, again bringing an increase
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in the amount of validation required and therefore an increase in the amount of paper
produced. Software is often upgraded, and companies may replace equipment with
newer versions more often now than before computerisation became widespread,
requiring yet more validation both for the accuracy of the new piece of equipment and

the accuracy of any data transfer from equipment to database.

There was the feeling in company 1D that as a result of all these potential increases in
the need for validation, as well as increasingly stringent validation requirements, the
introduction of computerised equipment had led directly to an increase in the amount of
paper produced, rather than the anticipated decrease. All this meant that the paperless
system envisaged by companies 1G and IN was now further away because of

computerisation, not nearer.

5.3.3 Information Services

The information services supplied by the information groups covered the gathering of
external information (e.g. sources, media, collection prompts and methods), the
management of the databases used to store the information (e.g. how the information
was stored and processed, security and access, back-ups), and the control of the
information circulation and dissemination (e.g. approaches and methods for
dissemination, methods and media used, control of access to the information). The
basic process is essentially in, hold and out, and was true of all companies visited,
though there were significant differences in approaches and operations at each stage.
The findings from each stage of the information gathering and dissemination process

will now be dealt with in turn.
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All the companies gathered information on scientific advances, competitor activities
and market analysis. The information on competitor activities (other companies’
research programmes, sales figures, etc.) and market analysis (general sales trends,
research trends, etc.) was used to inform the research strategy as part of the long-term
direction of the companies R&D. The scientific information was directed at project
areas currently being researched, and those the company was intending to begin

researching.

It was important for companies to be able to supply their scientists with all the
necessary scientific information in order to support the best possible research. The
information need was more intense for proprietary companies than generic, reflecting
the different natures of drug development being carried out, as detailed in chapter 2.
Proprietary companies required information on diseases and their biochemical causes,
whereas generic companies wanted information on the chemical composition of the

medicines that they were attempting to copy.

Companies used a selection of media and sources for their information gathering.
Sources included commercial on-line databases such as MedLine, Derwent, DataStar
and STN, which were accessed for the latest scientific and research information. CD-
ROM versions of similar data, including PharmaProjects and Derwent amongst others,
were used, but more for the scientists to access than information groups. Most

companies used paper journals as a reference resource, though generics also used paper
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copies of sources such as Current Contents (company 1H). The balance of media used

differed between information groups and research scientists:

Information sources used by the Information sources used by the
information group scientists
Paper | CD- | On-line | Company || Paper | CD- | On-line | Company
ROM database ROM database
1A XX X XX
1C XX XX
IF XX XX
1H XX XX XX
1B XX XX XX XX
1D XX XX XX XX XX
1E XX X XX X XX
1G X XX X XX XX
1J XX X XX XX XX XX
1K XX XX XX
1L XX XX XX XX XX
IN XX XX XX XX XX
XX | Primary source X Secondary source

Table 9: Information sources used by information groups and research scientists

Generic companies are shown in the upper section, proprietary companies in the lower

There is a general trend through the proprietary companies for the information group to
gather information from paper and on-line sources, with the scientists not generally
being allowed access to on-line information sources, but being able to use internal

databases as well as paper and CD-ROM based sources.
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The differences in sources used between the generic companies in the upper section of
the table and the proprietary companies in the lower section were mostly due to cost
and company size. The generic companies used paper sources for historical
information with the information group having the option of using on-line databases if
up-to-date information was needed for anything. The size of the companies and nature
of the drug development process meant that there were few people needing access to
such current information, so it was possible to use one computer, making access to the
databases cheaper. The generic companies did not use CD-ROMs due to the costs,
nature and timeliness of the information. Most CD-ROMs are updated monthly, and as
the generic companies did not use routine on-line searching to supplement the CDs, the
information would get further out of date until the new CD arrived, when the process
would start again. The information was usually scientific or commercial, both of which

generic companies could gather satisfactorily from paper based sources.

Proprietary companies used greater amounts of information, and expected scientists to
search for their own information to some extent depending on company approaches,

which will be discussed later in this section.

CD-ROM sources were usually stand-alone. Company 1N had networked their CD-
ROMs, but had found the network was unable to cope with the volume of information
this encompassed. Company 1L had just begun installing CD-ROMs in their library,

and saw this as a good way to bring scientists into the library.

-9 -



Once the information was gathered most information groups transferred it to the
internal database for externally gathered information. One advantage of using on-line
databases was that most companies were able to download the information directly into
their own internal databases. The information could then be processed and
disseminated without the company running up large on-line charges. Paper based
sources were usually left on paper, though company 1N put internally written abstracts

of articles on their internal database.

Amongst the proprietary companies, the exceptions to the use of internal databases as
the primary information sources for the scientists were companies 1J and 1K.
Company 1J had no formal internal database but allowed scientists direct access to the
information sources, including being the only company to allow scientists direct access
to on-line sources. Their view was that the scientists would know best what
information they were searching for and their computer searching techniques were
thought to be good enough, with support from the information department if necessary.
Although company 1J was currently a small subsidiary of an overseas parent, they felt

that any growth in company size would not change this approach.

The other company without a large internal database as the primary source was 1K.
This was determined by their information provision approach to allow the scientists to
do as much of their own searching as possible. Paper and CD-ROM based sources
were kept in a central library for the scientists to search, with support from the
information department only for new project information or specialised information
searching. In this way the company hoped to promote a more serendipitous approach to

research and information gathering, the aim being to encourage the scientists to cover a
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wider range of information than if information was gathered electronically using tightly

defined keywords.

When the information had been gathered into the database, the information groups were
more relaxed about access and security. As already mentioned, information groups and
databases were specific to certain departments, which had the impact of limiting the
number of people with access. Within the department, information groups were eager
to supply the scientists with as much information the information professionals
considered relevant as possible. The issues of relevance and supply methods will be

dealt with in more detail later.

Approaches and methods of information supply were important to the way information
departments related to the scientists. Within the information departments visited there
were two general approaches to the way information was supplied to the scientists. One
approach was for the information department to retain full control over all the
information supplied, the ‘information group driven’ approach. Scientists were
expected to request information from the information department, which would then
carry out the information searches and supply the scientist with the search results. The
information gathered may also be interpreted by the information group before reaching
the research scientists. The other approach was for the information department to
routinely supply a broad range of information covering all the current research areas
being undertaken by the company, then allow the scientists to search through the
information gathered for the specific information they wanted, the ‘scientist driven’

approach. The information topics covered were determined by the research being
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carried out, rather than specific requests from scientists. The information the scientists

saw was more likely to be primary information, rather than interpreted summaries.

Both of these approaches could be seen in the companies visited:

Generic Companies | Proprietary Companies

Approach 1: 1A, 1C, 1H, 1F 1B, 1G, 1L, IN
Information group driven

Approach 2: 1D, 1E, 1J, 1K

Scientist driven

Table 10: Information gathering approaches in companies visited in section one

The generic companies’ use of the information group driven approach was based on the
fact that their information need was low, and centred more around scanning for possible
drugs to manufacture. There was little interpretation of the information needed by the
scientists, and the ‘information groups’ consisted of one or two people in the generic

companies visited, as already mentioned.

In the proprietary companies, both approaches were used. Those companies using the
information group driven approach saw it as a good method for controlling the amount
of information being gathered and processed, thus ensuring there was as little
unnecessary information gathering or duplication of searching as possible. The
information group were seen as the people best trained to scan through the various
information sources, especially the on-line databases, and would be able to do this more

efficiently in terms of time taken and accuracy of searching than the research scientists.
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The companies with the scientist driven approach saw the scientists as the best people
to judge what information was most relevant to them. The information group managers
in these companies felt that this approach allowed the scientists time to look through a
wider range of information sources, so they could build up a broader knowledge base.
From this broader knowledge base, scientists would hopefully find more varied
research approaches, so making it more likely that the company would be able to
develop a unique drug. Company 1K felt that making scientists search for their own
information would make them think through what information they needed and why, so
helping them think through what approaches they could take to solving scientific

research problems.

The means used to distribute the latest externally gathered information to the scientists
was also important for companies. Most of the companies visited supplied some form
of current awareness bulletin containing what the information group saw as the most
generally important new information about new scientific research and the companies

own marketed medicines, though the media used and distribution method differed:

Generic Companies | Proprietary Companies
No bulletin produced 1C, 1F, 1H 1J, 1IK
Bulletin circulated on paper 1A 1B, 1L
Bulletin circulated electronically 1D, 1E, 1G 1IN

Table 11: Media used for distributing current awareness bulletins

The generic companies, as explained earlier, usually only had one or two people

collecting information, mostly from paper sources, and small numbers of people on the
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circulation list. The small numbers of people needing such information meant the
generic companies could pass information around by hand to specific people on request,

hence the lack of formal current awareness bulletins.

Companies’ 1J and 1K did not produce any bulletin as another means of coercing their
scientists to search for their own material. These two companies both had a scientist
driven approach and saw the non-production of current awareness bulletins as part of
this approach. Without any information supplied to them, the scientists would have to
search for the information they wanted, which would also include them having to work
out what information they needed, therefore gaining a better understanding of their

research and hopefully producing better solutions (Company 1K).

Companies’ 1B and 1L produced paper based awareness bulletins as these were felt to
be more serendipitous from scientists to search through. Information from external
sources was largely gathered from paper sources, and it was felt easier to keep the

bulletins on paper, rather than trying to scan articles onto a computer database.

Companies’ 1D and 1E, with a scientist driven approach to information provision
similar to companies 1J and 1K, produced electronically based awareness bulletins
which were disseminated throughout the R&D department. Scientists could then
choose topics of interest to them from a menu, so they would receive only the articles
about the requested topics from the general bulletin. The scientists would then have to
scan through the articles they received, but the initial targeting would allow some
saving of time and effort. The information group in company 1D scanned external on-

line databases weekly and downloaded the articles directly to the internal database for

-97-



distribution around the network, so the scientists still received ‘raw’ information to

look through, but on their computers rather than paper journals.

Companies’ 1G and 1IN also used the computer network for distributing the current
awareness bulletins, and the choice of media was again determined by the information
group approach to information provision for the scientist. However, the information
gathering was tightly controlled by the information group, and the choice of electronic
bulletins was seen as part of this approach. The aim for company 1G was to create a
“library at your desktop”, eventually leading to a paperless system, though this would

take another generation of scientists to achieve.

Company 1B was worried that the growth in electronic information sources, such as
CD-ROM, could threaten the future information base. They saw the information they
gathered as being relevant for up to ten years, which included much material not stored
electronically. There was a worry that people would try to introduce paperless
information systems, so any information not electronically stored would be either lost
or hard to search for, which could then limit the volume of available information in the
future and so hinder future research. Although this theme was not explicitly repeated
by other companies, only companies 1G and IN were looking towards developing
paperless information provision, all other companies relying on a mix of paper and

electronic.

The mix of paper and electronic sources was most obvious in the company run libraries.
Companies such as 1D, 1K, 1L and IN all managed central libraries, where paper

copies of journals were stored for scientists’ reference. Companies’ 1D, 1L and IN had
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installed their CD-ROM readers in the libraries as another means of encouraging the

scientists into the libraries, rather than depending on the internal database.

5.3.4 Future Directions

The companies visited were generally happy with impacts the introduction of
information systems had brought so far, but were aware that there were other

developments which could further improve their information systems.

The most common development companies talked about was the introduction of
Computer Assisted Product Licence Applications, CAPLAs. Two thirds of the

companies discussed CAPLAs and their preferred format:

1A |1B |IC |1IF |1G |1J 1K | IN

Paper dossier X

Disk CAPLA X

On-line CAPLA X [X [X [ X |X [X

Table 12: Formats for regulatory submissions wanted by information groups serving
R&D, for companies discussing CAPLAs

Company 1A felt that any move to CAPLAs would be some time off, and paper
versions would still be needed. They were waiting for the Medicines Control Agency
(MCA), the UK regulatory authority, to give some lead as to the ‘right’ CAPLA, as
small generic companies could not afford to choose the ‘wrong’ software packages that

may then disable them from compiling the approved CAPLAs.
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Company 1B wanted a compact disk based document, with the current paper style
application reproduced on a CD, allowing easier searching and extraction of data
without affecting the way dossiers were prepared and constructed. This would be more
of a change of format than process as the paper dossier format would still be used, the
main benefit being seen by the company as increasing the speed of approval, as the
regulatory authorities would be able to manipulate information to suit their individual

preferences.

Other companies’ (1C, 1F, 1G, 1J, 1K, and IN) were looking towards a fully on-line
system with direct links between companies and the regulatory authorities. This would
allow companies to submit an application straight from the database rather than having
to produce a physical dossier, either on paper or on disk. Companies were currently
waiting for some lead from the regulatory authorities, such as the Medicines Control
Agency (MCA) (e.g. company 1C), before they made any moves towards any on-line
CAPLA. Company 1C was also concerned that on-line CAPLAs could allow the
regulatory authorities to encroach too far into the pharmaceutical companies’ territory,
and bring the regulators too close to being able to inspect the pharmaceutical
companies’ database itself. There was a feeling that a distance between pharmaceutical
companies and regulators should be maintained. Company 1C therefore appeared to
maintain an interesting desire for the MCA to become involved by setting standards and
opening themselves up to direct links for external companies to access the MCA’s
information system, but only as long as the pharmaceutical companies did not have to

follow suit, especially in allowing reciprocal access.
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Another major issue following from the introduction of computer based information
systems is the protection of data ownership and data security. There was concern over
the ease of transfer and lack of copyright controls over electronic data, allowing almost
limitless copying without any means of regulation. Companies wanted to be in full
control of their information resources, and were nervous about anything that might
weaken their grip. Someone sending the wrong file to the wrong person was a worry
for many, especially with the Internet as information would then be open in the public
domain, as was the ease of removing a CD disk containing an electronic licence
application compared with trying to remove a paper version consisting of 200 lever arch

files.

The concerns over copyright controls extended to the issue of maintaining the quality of
information used by pharmaceutical companies, especially scientific information for the
research scientists. There was a worry that lack of copyright and the accompanying
ownership by an individual or organisation of what was published, there would be no
responsibility for accuracy and quality when information was published. This was felt
to be particularly acute with information on the Internet, as there were currently no

regulations to ensure the quality and accuracy of information.

Allied to these concerns were companies’ attitudes to using the Internet. Company 1L
had begun to allow the scientists Internet access from a single computer in the library
which was not connected to any other computers. There were concerns about the safety
of linking the Internet to the company network, as viruses could be imported and the

wrong files exported.
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Companies could see no solutions to the problems of data security and electronic data
interchange (for example Computer Aided Product Licence Applications (CAPLAs)) in
the short term, but were aware that solutions would have to be found soon as the
amount of information electronically stored and transferred increased. It was expected
of external organisations, especially the MCA as the UK regulatory authority would set
standards for the pharmaceutical companies to follow. The feeling from the
pharmaceutical companies was that issues such as CAPLA formats were outside their

core competency, therefore providing solutions was also beyond their remit.

5.4 Research and Development Departments

5.4.1 Company Structures

As explained in the Introduction, generic companies do not carry out full R&D
programmes, so only proprietary companies were visited in this section of the research
project. As also discussed in the introduction, companies based in overseas countries
do not always have full R&D capacities outside their ‘home’ country, some only
running clinical trials in their UK subsidiaries to gain the necessary data for regulatory

approval in the respective country.

The company types visited in this section of the research may be summarised thus:
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Company Ol\irliad lz;)vl;erifg R.esearch Dev.elopment
in UK in UK

2A X X
2B X X
2C X X X
2D X X
2E X X

2F X X

2G X X X
2H X X X
2] X X
2K X X
2L X X X
M X X X
2N X X X

Table 13: Details of company ownership and UK R&D functions for companies visited
in this research section

Two companies carried out basic research only in the UK. One company, 2E, had not
developed products far enough to begin formal drug development at the time of the
interview. The other company, 2F, was owned by a parent company based overseas and
carried out research and early trials only in the UK, clinical trials from phase 2 onwards

being taken over by the parent company.

One company, 2C, was a small biotechnology company with no overseas presence,

carrying out all research and development at one site in the UK.
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Companies split their medicine development process into two distinct phases, namely
research and development. The two stages were characterised by very different
techniques and methods, and were subject to different regulatory pressures. The exact
point of transfer from research to development differed slightly between companies
depending on their internal structure, but in general, development began with formal
clinical trials. Research covered the process of candidate design and optimisation, with
information generated primarily for internal use in candidate development. The
regulatory pressures here were directed at the validity of the equipment used, and the
quality of the practices. Once the final candidate was selected, the process of formal
development began at clinical development. From here on the compound structure was
unchanged, and the tests carried out were directed towards refining the medicinal form
and dose, and ultimately launching the candidate as a medicinal product. Information
generated during this stage was primarily used to support the licence application as
opposed to primarily internal uses. The regulatory pressure was on the validity of the
data and analysis, and the proof of quality, safety and efficacy as outlined in the

Introduction.

5.4.2 Research and Development Strategies

Although R&D strategies are not purely an information systems issue, they do include
and are influenced by information systems. Companies discussed their R&D strategies
in terms of the information used, and the effect this had on planning R&D and the R&D
technology and information systems structures.
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Different companies had contrasting approaches to forming strategic plans. Some
companies, including companies 2L and 2N used externally gathered information such
as market trends, competitor performance and likely competitor research activity to
generate formal strategic plans to guide their research efforts. From an analysis of this
information and other indicators such as the company’s own research history, company
boards would form strategic plans covering the future direction of scientific research,

and the therapeutic markets the company was hoping to penetrate.

Company 2L generated a ‘10/3/1° plan, with R&D strategies for the next 10, 3 and 1
years respectively. If the one year plan showed any great deviance from the longer term
plans, the 10 and 3 year plans would be re-evaluated. Other companies were not as sure
as to the value of strategic planning for as long as ten years ahead. Company 2N did
not produce such formal strategic plans, but saw strategic plans more as a set of
guidelines that would guide R&D without restricting it exclusively to set therapeutic
areas. Company 2H felt it was too hard to predict markets far enough ahead to be able
to make firm strategic decisions. They did have a company policy on the therapeutic
areas they would concentrate on, but would not exclude other research if it was felt

likely to lead to a marketable, profitable drug.

Likewise there was some debate as to whether externally generated information about
scientific research, for example from sponsored academic research programmes, could
be considered strategic by the pharmaceutical companies. Company 2L believed that
certain basic research information could be kept unique to the company for long enough

to allow them to gain a strategic competitive advantage over their competitors.
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Company 2H disagreed, believing the large amount of data needed for a drug research
programme could not be kept unique for long enough to allow one company to gain a
competitive advantage. Company 2H felt different companies developed drugs at
different rates, which would outweigh any possible time advantage from the use of
information sources. The primary issue was the speed with which a company could

capitalise on any lead discovered from primary research.

Information systems have an important role to play in information strategies, in terms
of information gathering and distribution as already discussed, and using tools such as
group-ware, e-mail and database management systems (DBMSs) facilitating easier
access to the collected data and communicate it with others in the company to decide

R&D strategies.

5.4.3 Research Technology and Information Systems

The technological and IS tools used in the research stage can be split into two groups,
namely the scientifically oriented technologies such as molecular modelling and
synthesis planning, and the office based tools such as databases, word processors and

spreadsheets.

There was also widespread use of project management tools by the larger companies to
co-ordinate their drug development programmes as companies often had many different
drugs at different stages of development, and computer tools were becoming essential
for managers to track the progress of all their trials programmes.
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Some of the data generating technologies were more common across the companies
than others. The tools used were high throughput screening (HTS), computer assisted
molecular design (CAMD), quantitative structure-activity relationship (QSAR) and

combinatorial chemistry (CC) and synthesis planning, as described in chapter 2:

Computer Company
Tool 2C | 2E [ 2F | 2G | 2H | 2L | 2M | 2N
HTS X X X
CAMD X X X X X
QSAR X | X X X X
CC X X X
Synthesis Planning X

Table 14: Computer-based tools used by companies with discovery research functions
in the UK

Of the techniques listed in the table above, HTS is based on analysing many compounds
at a time via a series of screens in search of lead candidates. The others, CAMD,
QSAR, CC and synthesis planning are more in keeping with a targeted research
approach which takes a known site of disease activity and seeks to design a compound

to deactivate the site in some way.

High throughput screening was being developed as a means of screening many
thousands of compounds from internal compound libraries in a short space of time.

HTS was seen as more of a robotics development rather than information technology,
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though the developments in IT such as data capture were vital to being able to use HTS.
As a result of these advances, companies were now able to screen hundreds of

compounds each week, rather than tens as before.

Company 2G was still sceptical about the results from HTS, as the accuracy of the
process still depended on the quality of the screens, not on the technology. The
increase in the speed of processing and analysis would do nothing to improve the
proportions of false negatives and positives resulting. Despite these misgivings,

company 2G still used HTS, and was developing a compound database.

The other technologies listed were based more on computer modelling tools, aimed at
allowing scientists to design many possible drug molecules and test them in computer
models, rather than laboratory tests. The tools depend on the scientists knowing about

the structures of molecules involved and something of the disease mechanism.

CAMD was used to design basic templates for possible drug compounds, which could
then be manufactured for screening in the laboratories. There was a feeling that the
technique was not yet able to design structurally exact molecules as had been hoped a
few years ago. Company 2E felt this was due to the poor current state of knowledge of
molecular biology restricting the development of better computer programmes, rather
than limits of the programming itself. This also meant that significant improvements in
CAMD packages would depend on advances in the understanding of molecular biology,

which could take some time.

CAMD was not used by companies 2C, 2F or 2H. These companies were developing

biotechnology products, and felt CAMD had little value to offer. Much of their
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research used protein engineering and required the development of a logical rationale to
elucidate possible drug protein sequences, rather than designing and targeting particular

compounds.

QSAR was also widely used, though much later in the candidate refining process. The
technique is only really applicable in comparing molecules with minor structural
differences, so there needs to be a more precise target compound structure than is
necessary with other techniques such as CAMD or combinatorial chemistry. Company
2G was also concerned about the amount of disruptive ‘noise’ QSAR generated
disturbing the results and possibly making the technique less accurate and reliable, and

therefore less useful in refining precise compound activities.

Combinatorial chemistry (CC) was less widely used. At present it is seen as directed at
the biotechnology companies, though this was not conclusively reflected in the
companies using the technique. Only about half the companies conducting

biotechnology based research used combinatorial chemistry.

CC generates many hundreds of possible amino acid sequences in the computer
programme, which then need to be sifted through by the computer to find the best
candidates. Company 2E thought the rationale behind combinatorial chemistry was
more in keeping with targeted research than other techniques such as QSAR, and could
be used to do some “quasi-QSAR”. They felt CC was also better for relating the
compounds designed to common sense and empirical data than CAMD, though neither
of the other biotechnology companies who did not use CAMD used combinatorial

chemistry instead.
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Synthesis planning is a more recent innovation, using computer databases of chemical
reactions to plan possible synthetic routes to known end products. As the end product
is needed, this tool is only useful after earlier research, possibly using tools such as
CAMD, has been carried out. Only known reactions can be used, so this process is only
capable of developing novel synthetic routes, not new reactions. However, scientists
may scan a far greater number of reactions in less time using the computer compared to
using paper sources, thereby not only possibly cutting the time taken to plan the best
possible synthetic route, but also allowing the scientist to scan more reactions and so

broaden the choice of possible routes.

Discovery research information systems, covering candidates until they went into
formal clinical trials, contained information from both external sources, gathered by the

information group as discussed earlier, and from the internal research process.

The office based tools were used to present the analysed data for general circulation,
usually in the form of word processor generated reports. Data analysis was usually
contained in spreadsheet tables, and companies which had managed to link their
computerised equipment to their databases and office systems data analysis tables and

spectral traces could be automatically inserted into documents.
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5.4.4 Drug Development Information Systems

The drug development process, covering clinical trials, is largely determined by the
regulatory requirements. The early clinical trials set standards such as safe doses, etc.
for later clinical trials, but overall the process was seen by the companies as an exercise

on gathering the necessary information for the regulatory submission.

The data process for clinical trials was similar to that for the information groups, and
can be summarised as data input, data processing and analysis, and information output.
For drug development the ‘data input’ included gathering the data from the clinical
trials and entering this into the relevant database. This process could also include the
gathering of information from external sources if Contract Research Organisations
(CROs) were used to conduct clinical trials. The ‘data processing and analysis’ was the
storage, unblinding and statistical analysis of the data gathered from the trials, and the
‘output’ was the passing of the analysed data and summaries to the regulatory

departments for them to compile the licence submission.

The biggest impact on incoming data formats was contracting out of clinical trials by

pharmaceutical companies. Companies each had their own policy on contracting out:
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Degree of Company
contracting out

of clinical trials | 2A | 2B [ 2C | 2D | 2G [2H | 2J | 2K | 2L | 2M | 2N
None X X

Some X X | X | X|X|X
All X X | X

Table 15: Contracting out of clinical trials in companies with drug development
programmes in the UK

As can be seen, the extent of contracting out varied between companies. Company 2B,
a foreign owned company, decided against contracting out in order to retain full control
over the drug development process. External clinical trials administrators were used to
run some clinical trials, but these people were employed on short term contracts by the
company rather than being employed as external third parties. Clinical trials protocols
and plans were set by the parent company and sent out to the overseas subsidiaries in
countries where the clinical trials were to be carried out. In this way the parent
company was in full control of all stages of drug development world-wide, and was

able to control data formats and trials’ project management.

Those companies outsourcing some of their clinical trials concentrated on contracting
out later phase trials, especially phase 3, as the companies perceived less competitive
advantage could be gained from other companies knowing what drug candidates they
were developing from patent registrations or commercial databases such as
PharmaProjects or Derwent. More sensitive details from the clinical trials would be
covered by secrecy terms in the contracts with the CROs, so protecting the

pharmaceutical company as much as possible.
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Other companies such as 2K categorised trials into those they saw as strategically
important to the company, which were kept in-house, and those they saw as less of a

security issue, which they outsourced.

The reasons for contracting out later clinical trials centred on staff issues. Companies
such as 2N had just had a large volume of clinical trials, and had used CROs to carry
out the trials they were unable to conduct internally. They were now looking to use this
strategy in the future, retaining a certain number of in-house trials’ teams, and

~ outsourcing any programmes they could not provide staff for internally.

The companies that contracted out all of their clinical trials differed slightly in their
company structures. Company 2A was owned by an overseas parent, and had been set
up to carry out clinical trials only and was now slowly expanding the amount of R&D it
carried out. The use of CROs had been a decision taken by the parent company,
allowing the UK subsidiary to remain small and focused on certain product areas. The
CROs used tended to be the larger CROs, as company 2A felt these CROs would be
able to ensure any reports were written on software compatible with the pharmaceutical
company’s software. Small CROs were not felt to be able to support comprehensive
enough information systems to have the necessary software, and there was no advantage
seen in contracting out clinical trials to keep the company small if they then needed to

employ people to manually re-enter clinical trials’ data and reports.

Companies’ 2C and 2D were both small companies using CROs to keep staff levels and

costs as low as possible. Company 2C was small and could not guarantee a continuous
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flow of drugs through clinical trails, so any clinical trials staff would not be guaranteed
a full workload throughout the year. Using CROs was a good way to avoid such
problems and expenses, as the CRO could be used for as long as the trial took to
complete and report on, so saving having to employ people without work a guaranteed

full time work load.

Company 2D was run as close to a ‘virtual company’ as possible, outsourcing all but
essential functions, in order to keep costs and staff levels as low as possible, as they
developed drugs with small profit margins and therefore needed to save as much money
as possible. The use of CROs was therefore part of the business strategy, aimed at
maintaining the small size of the company. The CROs were expected to compile
reports on software compatible with the pharmaceutical companies, though there was
no direct electronic link between the pharmaceutical company and CROs. The data
gathered from clinical trials was also stored off-site, which company 2D felt was more

easily accessed than if the data was internally stored.

Once the clinical trials have been completed, the data or reports have to be sent back to
the pharmaceutical company. This will be true of clinical trials conducted internally, as
the trials site will be separate from the site where data analysis will be carried out. The

formats for this data exchange in the companies were:
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Format used to
transfer data from

trials ce.ntre to data 27Al2Bl2c 2Dl 2G 128 | 27 12K | 2L | 2M | 2N
processing centre

Company

Paper XX [ XX [ XX [ XX [ XX [ XX [ XX XX XX XX ] XX
Disk X X
Direct electronic link | E E E E

Table 16: Data formats for incoming clinical trials data.

Companies 2B and 2H did not use any CROs.

Primary Secondary Experimental

XX method X method E method

From this table, it can be seen that paper was still the dominant format for the transfer
of clinical trials data, either internally between the laboratories and data processing

centres, or between external CROs and the pharmaceutical company.

The lack of remote data entry systems between pharmaceutical companies and CROs
was due to a combination of few CROs as yet having information systems to integrate
into pharmaceutical companies’ information systems, and the poor quality of current
Remote Data Entry (RDE) technology. Company 2G had tried a direct PC to PC link
with GPs in clinical trials in the past, but this had not worked well enough to be

continued.

Companies’ 2A, 2G, 2L and 2N were experimenting with some RDE systems, mainly
optical scanning of faxed forms. This involves the fax being digitally scanned onto a
computer, which then ‘reads’ as much of the data as it can and displays the computer-

filled form, alongside a scanned image of the original fax. The images are then

- 115 -



compared manually and errors corrected before the final version is stored on the

pharmaceutical company’s database.

Companies’ 2G, 2K and 2N were trying to move to more direct links with the CROs.
Experiments were being carried out on direct links to equipment such as pen-based
notebook computers for the CROs, from which data would be transferred by modem
directly to the pharmaceutical companies database. As yet, systems like these were

experimental, and much depended on the ability of the CRO staff to use the technology.

Companies were also concerned that few CROs had software compatible to their own.
Companies’ 2A and 2D were outsourcing all their clinical trials and had set standards
for the database format CROs had to use to store the trials data. This did limit choices
of CROs, but there was felt to be a move amongst CROs to install software packages
commonly in use in most pharmaceutical companies, which widened the possible
choices of CRO. Company 2A still received most data on paper, especially from later

phase trials, but there were RDE trials being carried out using fax scanning.

In contrast company 2C also outsourced all of its clinical trials, but did not set standards
for electronic format data. They felt that this would be too limiting for the type of
biotechnology products they were developing. They were still a small company and
depended on highly specialised CROs, thereby already limiting their choice, and felt

that demanding certain data format standards as well would become too restrictive.

Overall, companies were eager to move to more electronic data transfer. Company 2G

took the view that having to re-enter data from CROs caused a bottleneck in the
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information flow, and by using some form of RDE such as optically scanning faxes
would help alleviate some of this bottleneck, but could also just move it further along
the information chain. The ultimate aim for them was a direct link with the CRO,
allowing seamless data transfer and more interactive trials monitoring, so that any
problems arising could be dealt with through any link, or a visit by the pharmaceutical

company to the CRO if required.

However, companies’ 2B and 2D felt that using too much electronic communication
was a bad move and reduced personal contact too far. They preferred to have personal
contact and talk to the CROs they were using in order to maintain good management
and an open relationship. This was interesting from company 2D, run as a virtual
company and heavily reliant on a comprehensive information system to maintain

organisational cohesion.

Once the data had been collected and transferred to the data processing section, the
information systems were very similar between all the companies, due to the influence
of the regulatory requirements. Across the companies there were definite de facto
standards for such packages, such as Oracle databases, SAS for statistical analysis and
ClinTrace for clinical trials report gathering. Databases were used to store the coded
data, with companies such as 2L setting data ceilings from the protocols to
automatically close data collection and trigger the unblinding analysis, so preventing
time being wasted collecting more data than was required by the protocols. Analysis
was now computerised, though manual checking was still carried out in order to spot

obviously wrongly recorded data which would then distort the analysis.
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Office based tools were used for communication between trials centres and the main
pharmaceutical company, and for some internal data transfer. Word processors and
spreadsheets were used to compile the expert summary reports from the data analysis
for the regulatory dossier. These were now compiled by the development department
and passed on to the regulatory department, rather than sending the analysed data for

the regulatory departments to write their own reports.

5.4.5 Future Directions

All the companies visited felt that the use of IT tools and IS had benefited their
companies overall. When discussing current opinions and future directions the use of
IT tools and IS was seen as an integral part of the R&D process; both the continued use
and development of current tools and the desire for new tools to be developed to fill in
perceived ‘gaps’ in the current information systems coverage (e.g. RDE, linking all
research screening equipment, clinical trials data level’s management tools) that had

become apparent with the introduction of computer based systems.

The main benefits from computer based information systems (CBISs) so far were felt to
be the increased speed of interactions and communication, improved access to
information throughout an organisation using database management systems (DBMS),
and the increased speed of data handling and analysis. Improvements in electronic
communications such as e-mail and file transfer, allowed fast, direct contact with other

sections of the organisation, no matter where they were in the world. These were
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becomingly ever more important, and even essential for some companies as they

became increasingly global.

The development of databases and DBMSs meant that companies could now manage
data on a global basis, so data could easily be shared between different sites. An
example of this seen in several companies was the ability to run clinical trials in several
countries, with all data stored in one central database so data analysis could be carried

out centrally.

The improvements in data handling and analysis were important as the regulatory
requirements demanded increasing amounts of data, especially from clinical trials.
Computerisation had increased the speed of data processing as well as the quantity of
data that could be handled, allowing companies to store and analyse large amounts of

clinical trials data without significant losses in time.

There was some debate as to whether the increase in processing speed and efficiency
had lead to real-time savings in the R&D process. Company 2K thought there had been
time savings, whereas companies’ 2D and 2J did not. Company 2D was run as a
‘virtual company’, heavily dependant on its information system and would therefore

seem to be the most likely to feel any time saving benefits from using IS.

Some companies felt that the increases in the speed of data processing had been offset
by the increased demand for more data. There was a kind of ‘data creep’, whereby the
increased data handling and manipulation capacity delivered by CBISs had lead

companies to increase the amount of data collection and manipulation carried out. The
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increase in the speed of data processing meant that more data analysis could be carried
out in the same amount of time. Once this process had become a trend, there was a
tendency for the amount of data and information analysis to increase further until any
time savings originally gained were at best negated, and at worst took longer than

before.

One significant side effect from the introduction of software based packages such as e-
mail, word processing and statistical analysis was a change in job roles. Some
managers felt they were far more independent than they were before such packages
were used. They were able to reply to letters and e-mail, write other documents and
manage their diaries themselves using the office-based IS tools rather than having to
depend on a typing pool and secretaries. Staff in other areas such as data analysis, were
now more involved in administrative tasks and data checking, computer packages now
having taken over the basic analysis tasks. The managers welcomed this change and
the increased freedom it gave them, though they were also aware that the loss of typing
pools and secretaries had affected the social dynamics of the companies, often making
them much quieter as people could do most things from their PC without having to

interact directly with other staff.

The negative impacts of IS were felt to be an “inappropriate” use of IT tools and the
increased information handling capabilities, and the increase in the amount of paper as

a result of more IT tools being used.
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The inappropriate use of the increased information handling capacities of the computer
based system was seen as a growing problem, though definitions of what constituted
‘inappropriate use’ were hard to find. Companies had many ideas as to the practical
problems included in this definition, but little concept of a definition in itself. For
example, company 2H felt there was a growing tendency to chase marginal leads now
that computers made it easier to gather information and run tests. The project was still
as unlikely to prove successful, but there was more data generated for the lack of
success. Despite this, there was no well formulated plan for preventing this happening,

or any firm idea as to why the problem had arisen in the first place.

The increase in the amount of paper was thought to be due to several issues. There was
the increased validation as discussed earlier in section 5.4.2, combined with the
increased number of research screens being run generating more data, and the effects of
‘data creep’. Much of this was a result of the introduction of information technology
tools and information systems, but again solutions were hard to find. Company 2N had
built the production of validation records into their information system and made
managers legally responsible, but this only made the production of the paper records
easier, if not more likely as managers sought to prove they had carried out the

validation; it did not diminish the amount of paper being produced.

Future developments pharmaceutical companies wanted to see throughout R&D were
increased automation, more openness about R&D information, better use of IT tools
and IS and a better understanding of science to allow development of better modelling

tools.
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Companies were looking for increased automation in both the discovery research
screening process and data transfer and analysis. Company 2H hoped these measures
would lead to a reduction in the amount of paper throughout the R&D process and other
benefits, such as automatic overnight running of some screening, thereby increasing the
efficiency of the R&D process and cutting the time taken to screen candidates for drug

development.

Increased automation would require better integration of the various pieces of
computerised equipment and software packages used to run them. Integration had been
achieved with the majority of the commercial office-based software packages such as
word processing and spreadsheets, so companies felt in theory it could be achieved with
computerised equipment software if manufacturers were willing to agree common

software standards.

The example of the office-based software packages was used by company 2F to show
that standardisation did not necessarily mean a loss of competitive advantage. Office-
based packages had originally been tailored to individual PCs and used as a unique
selling point. However, with the establishment of a common standard, software
manufacturers now used their compatibility as a selling point along with the particular
features of their product. In the same way, good research equipment manufacturers
would build equipment people wanted to use, so they would survive even with
standardisation, and could even use compatibility with a software standard as a selling
point itself. The manufacturers who would lose out would be those not responding to

the market needs, and therefore likely to fail anyway. Competition would still be there,

-122 -



due to the number of different pieces of analysis equipment used by pharmaceutical
companies as no one equipment manufacturer was felt able to market a competitive
version of every piece of equipment used. The only unresolved issue would be the
standard that was established, though pharmaceutical companies wanted the data
formats produced to be directly compatible with their database systems which were

largely uniform, and becoming more so with time.

The desire for increasing automation and computerisation of both the physical
screening process and data transfer also meant that data transfer standards had to be
improved. Companies saw standardisation of research screening equipment software as
one way of achieving this, as it would reduce the number of ‘linking’ software packages
needed, leading to less transferring of data between packages, so there would be fewer
weak data transfer points in the information system where errors could occur. Similar
advances in data transfer systems were seen as important for clinical trials data,
especially if the current moves towards more outsourcing continued and large amounts

of raw data were generated outside the pharmaceutical company’s information system.

Companies’ 2A and 2N wanted greater openness by all companies about information
from clinical trials, especially adverse events. There was a feeling that this may happen
anyway with the use of CROs and start-up companies. These companies would carry
out research and clinical trials for many different companies at the same time, so would
know what research was being carried out by a wide sector of the industry. Many of the
larger start-up companies and CROs specialised in certain therapeutic areas, so the now

inevitable publicity about contracts and collaborations would mean other companies
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would know what therapeutic areas were involved, if not the details of the actual

research projects.

The move to greater information exchange between companies was resisted by some of
the larger companies such as 2B who did not want to let go of what they regarded as
strategically important information. They saw themselves as the likely losers, as they
would have more information on more developmental drugs to release than the smaller
companies. The open release of information could therefore threaten any market leader
medicine, as any time other companies could save would help cut the time the first drug
launched was totally unique, therefore cutting the time the pharmaceutical company

marketing the first drug would have to make their R&D costs back.

Companies all stated the need for them to develop “better information systems”, though
definitions of this were vague, referring mainly to better standardisation and integration
of software packages. Laboratory equipment software needed standardising in order to
allow its easy integration to other parts of the information system such as databases,
without the need for additional linking programmes and system reconfiguration every
time new equipment was installed. The improvements companies wanted were
generally aimed at allowing easier data movement and analysis, saving more time in the
R&D process. This was seen by some companies as an important way to cut the

amount of validation required, and possibly the overall R&D time.

Company 2E felt there was the need for a better understanding of molecular biology in

order to improve IT tools such as CAMD, QSAR and combinatorial chemistry used in
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early research. The benefits from improvements at this early stage could be more
accurate modelling of target compounds leading to fewer laboratory candidates
requiring fewer refining screens. Increased use of newer techniques such as computer
based synthesis planning could also save time and money in the laboratory. Fewer
laboratory candidates would lead to less information being generated from candidate
screening, so saving time on data analysis and focusing the research effort on fewer

candidates.

The issue of an electronic regulatory system was raised by companies 2D, 2G, 2J and
2K. Of these, company 2G, was developing remote data entry systems and companies
2A, 2G, 2L and 2N were using CROs which prepared electronic versions of their
reports, which would make an electronic dossier easier to produce. Keeping as many
documents as possible in an electronic format meant there was less re-entering of data
or information required, which would make the compilation of an electronic dossier

easier.

There was less comment on CAPLAs in this section of the research than others,
reflecting the slightly insular approach of many R&D managers. There was a definite
line drawn between what happened in R&D and regulatory departments, with little
interaction between the two. Comments on CAPLAs were more about the impacts on
R&D and information flow, rather than effects on the information itself or on general

information systems.
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5.5 Regulatory Departments

These interviews were conducted whilst the European Medicines Evaluation Agency
(EMEA) was beginning to administer licences for biotechnology companies, which was
having some effect on companies’ approaches to European regulation. One company
not interviewed in this research project had moved all its regulatory affairs to its
European headquarters, closing down most of the UK regulatory department. One of
the companies visited, 3F, had set up a pan-European regulatory department in

preparation for the EMEA administering licences for all companies in 1998.

Regulatory departments are mainly information processing departments, compared with
the R&D departments which generate large amounts of information. The regulatory
departments role is to compile a licence submission from the drug development data
analysis and expert summaries, submit this to the regulatory authorities for their
marketing approval, then to support the marketed drugs by ensuring the licences are
renewed when required or changed if the company wishes to alter some aspect of the
licence. They also help pass regulatory information from the regulatory authorities to
the relevant departments within the pharmaceutical company, such as regulatory
requirements for clinical trials protocols or for data validation procedures. The
regulatory departments’ information systems were separate from the R&D departments’
information systems, and there were formal restrictions on the passage of raw data
between R&D and regulatory departments (the ‘firewall’ in Figure 3) in order to ensure

the separate of the raw, blinded data and the unblinded analysis and reports.
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5.5.1 Company Structures

The regulatory departments visited carried out slightly different roles dependant on the
structure of the company world-wide. As with the R&D departments, the ‘home’
country of the company affected the scope of the UK regulatory department’s
geographical area of responsibility, and in some cases the types of regulatory business

they dealt with:

Home 3A|3B|3C|3D|3E|3F|3G|3H| 3] | 3K | 3L | 3N
country

UK X X X

Europe X X X X1 X

US X X X X

Table 17: Countries in which parent companies were based for regulatory departments
visited in this research project

;“;rs‘;';g;bimy 3A |3B [3C 3D [3E |3F |3G [3H |3 [3K |3L |3N
UK X X |X [X |X X |x
Europe X X

World-Wide X X X

Table 18: Areas of responsibility for regulatory departments visited
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Regulatory | 34 |33 |3c|3D|3E|3F |3G |30 ]| 371 |3k | 3L | 3N
activities

Submissions X X X X X X X X X X X
Licence x| x!Ix|Ix|Ix!|x|x|x|xlIx|x|x
support

Variations x|x|x|x|x x| x| x| x X

Table 19: Regulatory functions covered by regulatory departments visited

Company 3F ran their UK regulatory base as a subsidiary of a European regulatory
department based elsewhere, the UK department now responsible only for maintaining

current UK licences.

Company 3L was also foreign owned, and the UK subsidiary dealt mainly with generic
‘abridged’ licences. Most new full licences were sent over from the company

headquarters for the UK site to administer, rather than the UK site creating the licences.

The geographical location of the company headquartérs and the way the company
organised its R&D also affected the degree of contact between regulatory and drug
development departments. Regulatory departments in UK companies with no UK
based R&D had more supervisory and administrative roles, giving advice on the UK
data requirements but having little direct input into the trials planning process.
Companies where R&D was taking place in the UK had direct contact with the drug
development process through a member of the regulatory department sitting on the drug
development planning group for development projects. This allowed the regulatory

department to ensure that all necessary data was collected, and that the reports were

- 128 -



written to the necessary standard and using the correct format for inclusion in the

licence dossier.

5.5.2 Regulatory Information

As already mentioned, regulatory information covered reports coming from the drug
development process which were then compiled into the licence dossier and sent to the
regulatory authority for approval. Following this, the regulatory information must be

archived while the product it relates to is on the market.

Information from the drug development process was sent to the regulatory departments

on paper in a majority of cases, though some companies used electronic data transfer:

Media
regulatory data

transferredon | 3A | 3B [3C | 3D | 3E | 3F [ 3G |3H | 3] | 3K | 3L | 3N

Company

Paper X | X X X1 XXX

Some . X X
electronic

Mostly
electronic

All electronic X

Table 20: Media used to transfer regulatory data into the regulatory departments
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Company 3C was a generic company, using CROs who could supply data in an
electronic format compatible with company 3C’s where possible, though this was not a
statutory requirement. Generics companies had lower profit margins for their drugs and
saw themselves as facing more competition for each product than proprietary
companies, so speed of licence compilation and submission were crucial. The small
amounts of scientific data needed meant dossiers could be compiled in one week if

needed.

The use of a fully electronic system also allowed more flexible working, allowing
people to plug into the information system from anywhere and work on files held in the
central database of company 3C’s information system rather than being tied to any
fixed geographical location. Having a fully electronic system also meant the company
and CROs could communicate directly, and swap data instantly by e-mail, which meant
problems could be resolved quickly without having to send people to the CRO. There
had been problems with occasional system crashes, but so far any delays had been

minimal and had not threatened any licence application.

The other companies in this section of the research were all proprietary companies, and
all used paper for data transfer to a greater or lesser extent. Companies were more
influenced by the licence application being on paper than the format information was
handled on during drug development. As already mentioned in section 5.4, the
development departments tended to write the expert reports and summaries, rather than
passing on the data analysis for the regulatory department to write the reports. As these

reports were written on word processors, the use of templates meant that reports came
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into the regulatory departments ready for direct inclusion in the dossier, so the use of

paper was not a problem.

The licence applications were sent to the MCA on paper from all the companies visited
except company 3N, which had recently installed a world-wide company policy to send
in electronic format dossiers as the default format unless asked to do otherwise by the
regulatory authority. So far, they felt the MCA had welcomed their CD-ROM CAPLAs
and had not asked them to revert to paper submissions. Of the other companies,
company 3G had experimented with CAPLAs and had sent in one CD-ROM CAPLA

application to the MCA, which it felt had been well received.

The regulatory department of company 3N already received most of its regulatory data
in electronic formats, making the compilation of electronic based dossiers easier, and a
more logical extension of the electronic information flow. The fully electronic flow of
information also meant there was greater scope in the future to use electronic displays
that were not just paper mimics, allowing the data manipulation and analysis
applications to be extended and used in different ways, for example 3-D structural

displays.

Information from the licence applications and subsequent contact with the regulatory
authority had to be archived by companies, which meant some companies with many
drugs on the market had to store large amounts of paper. All companies archived

information on paper, with many companies having already moved their archive stores
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to off-site storage warehouses, and other companies planning to, due to the space they

required.

In addition to their paper stores, companies 3E, 3F and 3L microfilmed their archive
material to minimise the space required. Microfilming was preferred to microfiching as
there was less chance of documents being wrongly copied, and there was a clearer audit
trail for the authorities to follow if they wished. Companies’ 3L and 3K were
beginning to use electronic database stores as their primary archives. Company 3K
only had an electronic index showing the location of the paper archive files, but
company 3L had begun to put documents onto the database and was moving towards
this becoming the primary archive source for people within the company to use. This
was felt to fit in better with the move generally throughout the industry to move

towards electronic data formats, and packages such as e-mail and word processing.

In contrast to this, companies’ 3A and 3H had a paper-based archive, and relied on
people’s individual knowledge of the information, and where it was stored. There was
resistance to the introduction of computer based databases allowing everybody access
and searching capabilities, as any such move was felt to remove the value of a person’s

own knowledge, and therefore reduced their individual value to the department.

The transfer of records to electronic formats did not cause those companies doing it
security worries at present. Electronic stores were set up on databases, which were
regarded as trusted technology now, and forging was easy enough on paper so
electronic formats could not be more of a problem. Companies were agreed that there

was little chance of being able to transfer all old regulatory details and regulatory
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dossiers onto any new computer based system. Company 3D accepted that some paper
copies would have to be kept until the regulatory authorities were prepared to allow
other formats as legally valid, giving the companies a final backup if there were any

problems with the databases.

All companies were agreed that the amount of data and reports they were handling had
increased over the last few years. Much of this increase was due to the increasing
regulatory requirements, but some had also come about as a side-product of the
introduction of computer based information systems and the rise of ‘data creep’, as

mentioned in section 5.4 of this chapter.

5.5.3 Regulatory Information Systems

The information system packages used in regulatory departments were office packages
such as word processors, e-mail and databases. Some companies were beginning to use
electronic document management packages such as Adobe Acrobat for compiling
dossiers automatically from computer files, and document tracking systems for
following files as they went through the editing process in preparation for inclusion in

the licence application document.

Companies viewed efficiency of IT tools in terms of their technical efficiency, as
separate from any organisation efficiency or inefficiency they may possess. This was an

important distinction, as will be seen later.
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Word processing was the most widely used computer package throughout all the
companies. This was felt to have greatly improved the quality of dossiers as it was now
possible to set standard templates for all documents rather than each person using their
own preferences. Company 3C did feel that those companies who used such templates
before word processors became common had now lost out. All dossiers now looked
more alike, so there was less advantage from producing a nicely laid out dossier than

previously.

Company 3B felt that word processing documents had meant some lessening of
standards as far as editing was concerned. People were relying on the word processor
to spot spelling mistakes, rather than proof-reading documents themselves. There were
also concerns from companies including 3G, 3K, 3L and 3N about version control and
editing access. There was a fear that too many people having edit access could make it
harder to keep up with the current version of documents, and that if edits were carried
out on the wrong version it would be hard to repeat them as people did not tend to
remember all their editing using word processors. With paper based documents it was
easier to see changes, and to ensure the latest copy was being edited. If many people
had editing access to an electronic document, keeping the correct copy for including in
the final dossier could be a problem. Electronic document management systems
(EDMSs) were now being developed that would control editing access and version

control, but few companies had installed comprehensive EDMSs as yet.

E-mail was widely used within companies both as a means of personal contact and for

transferring files around companies. E-mail had made communication much faster and
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more technically efficient, and had the advantage of being time independent. This time
independence meant that messages could be left at any time, regardless of whether the

other person is there or not.

There were, however, worries about the organisational effects of using e-mail. Many
companies, such as 3B felt the ease and speed of using e-mail meant that there was far
more communication between people now than before e-mail, when communication
was largely based on paper and telephones. There was much multiple mailing to groups
of people, not all of whom needed to receive the message, and some ‘flaming’, where
people instantly respond harshly to messages, whereas having to write a letter took time
and allowed people to cool off before the letter was sent. There was also more pressure
felt to reply to all messages as the sender would know the message had been received.
This all meant that more time was now spent on correspondence, not all of which was

part of the core job activity.

Many companies felt that a combination of the speed and technical efficiency of e-mail
and the size and processing capacity of databases had created information overload in
companies. There was a feeling that information that is more marginal was gathered
and stored and managers asked for more information than was felt strictly necessary.
Company 3N felt that the global company database contained large amounts of
duplicate information as a result of managers around the world asking for information
without checking to see if it was already on the database. The use of IS tools to create
small discussion groups using information from the database meant managers now
tended to use these groups to gather information into sub-databases, rather than

checking the main database. As a result, there were new sub-databases constantly being
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created for managers who did not have time to check through a large global database.
The number of sub-databases was now so great there was no complete listing, and no
time to compile one, leading to positive feedback as no-one could check is a topic
already had a sub-database, so people kept creating more and made compiling a

complete list of sub-databases even harder.

Company 3J was experimenting with remote data entry systems such as optically
scanning faxed copies of the trials results forms, or pen based notebooks from which
data could be sent from a remote site by a direct modem link to the company’s
database. However other companies such as 3H thought there was little time advantage
to be gained from Remote Data Entry (RDE) systems compared to information transfer
on paper. They expected CROs to compile their own reports from the data collected,
rather than send the data alone back to the pharmaceutical company for the company to
compile reports in-house. This was seen as one way of avoiding problems with data
compatibility, and the regulatory authorities were felt to prefer the CRO storing the data

as it increased the distance between the pharmaceutical company and raw data.

Overall IS was not felt to have made any great difference to the regulatory process, but
had altered the way information was handled and the way dossiers were compiled and
supported. Managers felt the use of office-based IS tools, such as word processing and
e-mail, had allowed them to become more independent in their working, no longer

relying on other staff such as secretaries to support their work load. Some managers no
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longer needed full time secretaries, managing their own correspondence and diaries

with the IS tools they had on their PCs.

There was a feeling from most of the companies that the MCA were not as advanced in
their use of IS as the pharmaceutical companies. This was reflected in two main ways,
the MCA Product Licence on-line User System (PLUS), and the sending out of

regulatory documents from the MCA to the companies.

PLUS was installed in 1995 to provide the MCA with an interactive PC based database
of all the product licences. This was intended to allow the MCA to interactively enter
and amend their product licence database and make the regulatory process faster and
more flexible, but companies felt that it was actually less flexible than the previous
system, leading to more amendments having to be sent in by the companies and the
process being slowed down. Company 3A thought these were teething problems and
the system would be better in the long term, but company 3L thought it was a
retrograde step, making dialogue with the MCA harder and making companies less

welcoming to further MCA changes.

There was a desire for the MCA to use other IS tools more, such as e-mail for
communicating with the companies and for sending out regulatory documents. There
was a suggestion from company 3G that regulatory guidelines could be e-mailed out in
draft form for companies to comment on before the final form was e-mailed to the

companies.
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There were limits to the extent companies were happy with the regulatory authorities’
use of IS. The EMEA was felt to be more IS friendly and was using tools such as the
Internet to communicate with companies and the general public, but this raised
concerns from company 3A that some information releases went too far, especially the
releasing of committee judgements on drug applications over the Internet. It was felt
releasing too much technical information could cause fears for the public who would

not be able to put everything in context.

There was some debate as to whether IS had speeded up the regulatory process,
company 3E thinking it had and company 3K not thinking so. Companies were agreed
there was more IS had to offer, but this had to include the rest of the company and the

regulatory authorities.

Companies saw IS as having much to offer, but not necessarily at the process level. IS
undoubtedly had the power to change procedures and practices, many instances of
which have been detailed in this section. However, regulatory departments were the
most pessimistic about the impact the introduction of IS would have on processes
without other stimuli for change. Other changes in the industry, such as the
introduction of central submissions to the EMEA or the results of the International
Conference on Harmonisation (ICH) process were seen as having much more power to

affect the way pharmaceutical companies organised their internal structures.
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5.5.4 Future Directions

Companies felt the use of information systems was a positive move, to the point where
some companies did not feel there were any negative effects from their use. The main
benefits for companies were the increased efficiency of information processing and

document compilation and the improved communication, especially for data transfer.

Those companies who did feel the use of information systems had some negative
effects cited problems linked to the benefits just mentioned, such as information

overload and regulatory creep.

The feeling of information overload was widespread, though there were differences of
opinion as to the cause and cures. Companies’ 3A, 3E and 3H felt that any information
overload was not the result of IS alone, but that the potential had always been there and
it was an issue of personal control. Company 3H, however, felt that the ease of data
access and speed of transfer meant that people were processing larger amounts of data

and sending larger files around company information systems.

Companies’ 3B, 3H and 3] all mentioned the loss of personal contact, again felt to be a
result of IS and the use of e-mail in particular. Company 3B commented on the fact
that people tended to reply to all messages by e-mail now, regardless of the media the
original message was written on. Written replies now needed to be specifically
requested from people. All this meant that there was less personal interaction,

increasing the sense of fragmentation within the company, despite the fact that
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communication was now faster and more people throughout the company could be

contacted.

Company 3E felt there was ‘regulatory creep’ as a result of the increased data
processing capacities in companies’ information systems, and that this may have been
deliberately encouraged by some of the larger companies. Regulatory creep occurs
when the companies use their increased information handling capacities to exceed the
minimum amount of data required by the regulators in order to strengthen their
application. Other companies follow suit to prevent their data looking weaker.
Eventually all companies are exceeding the minimum requirements so the regulator
increases the minimum data levels in line with the amounts being submitted. The
process then begins again. An important aspect of this process of increasing regulatory
requirements is that it is driven and maintained by the pharmaceutical companies, not
the regulators. This process of ‘regulatory creep’ was blamed for cancelling out any
increase in speed afforded by IS and, in the opinion of company 3E, was being used by
some large companies to increase the difficulties for smaller companies. The smaller
companies could not afford the large information systems, so would either take longer
to complete as many trials as the larger companies or have to submit applications with

less data, possibly making them look weaker.

The deliberate inducement of regulatory creep was denied by the larger companies who
thought that the number of trials they were carrying out had increased due to
inefficiencies in their trials planning and protocols, not a desire to force smaller

companies out of competing markets. The companies needed to re-examine their
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planning to ensure they did not waste time and money carrying out large numbers of
unnecessary trials. Company 3J felt that such inefficiencies were more likely to show
up now with the use of computer tools to manage trials programmes and less human
intervention to change trails programmes to rectify such inefficiencies. This needed to
be remedied as soon as possible so that companies did not spend more time and money

than was necessary on clinical trials.

In the future most companies wanted to see better information systems, though exact
definitions of this were varied in detail and depth. There was a desire to move to some
form of CAPLA, though some companies felt this unlikely with the regulators current
dependence on paper as the legal version. Greater standardisation and harmonisation
were wanted from both the EMEA and the ICH process, though this could be outpaced
by companies developing global information systems within the current regulatory
structure, using EDMS tools to compile and simultaneously submit licences in

individual countries.

All companies wanted to see CAPLAs being introduced, though there was some debate
on what form they should take. There was a mix of opinions as to the best format for
CAPLAs between a direct link to the regulatory authorities, CD disk, or a combination

of electronic and paper:

- 141 -



Company 3A(3B(3C|3D|3E|(3F |{3G|{3H | 3] | 3K | 3L | 3N

Direct link X X X X

CD disk X | X X1 X[ X[ X X

Electronic with X
paper

Table 21: Formats for CAPLAs envisaged by regulatory departments

Company 3C commented that although they supported a compact disk CAPLA, they
saw no urgency about moving to this as a standard dossier format. As a generic
company they submitted many small abridged licences, and saw no time benefit from
moving to CAPLAs. The key issue for them was using dossier quality to try to jump
the queue as much as possible in order to speed up the approval time, especially as they
thought dossier review only took a couple of days out of the three months the

application was with the regulatory authority.

There was concern from company 3A about having to supply the regulatory authorities
with the equipment needed to read CAPLAs. There was a feeling from these
companies that the MCA should be able to supply its own computers and software to be
able to read CAPLAs, rather than expecting pharmaceutical companies having to

effectively waste money buying equipment they would not use.

There were also concerns on the long term benefits of CAPLAs to cut the regulatory
time. Companies’ 3D and 3E felt that CAPLAs would help speed up the regulatory
process, allowing regulators to extract the information they wanted more easily on

computers, and tools such as hypertext would make it easier for companies to link
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related sections of the dossier. However, companies’ 3D and 3E both felt that by the
time more companies had moved from paper based applications to CAPLAs, the
process would be no faster. The change was one of media not of process, and once the
novelty of CAPLAs had worn off and everyone submitted CAPLAs of whatever form

all the same problems would still be there but in a different format.

The EMEA was seen as a positive move, both in terms of harmonising and
standardising dossiers; and in their use of information systems and is tools such as the
Internet. Company 3G was unsure as to the impact the EMEA would have on non-
biotechnology companies. Other companies, such as 3A, were sceptical about how
effective the EMEA would be in setting common standards for all 15 national
regulatory authorities to agree with. However, if an EMEA dossier standard could be
agreed it would be a step forward and would mean pharmaceutical companies no longer
needed to compile different dossiers for the various national authorities, each

containing different documents.

The EMEA was also seen as a part of the moves towards greater harmonisation within
the global regulatory system. The International Conference on Harmonisation (ICH)
involving the US, Japanese and European regulatory bodies was seen as having made
good moves towards unifying the different approval systems. Companies’ 3E, 3K and
3H felt the ICH was running out of steam a little, but the process should be carried on
in another format, which should not involve as many people or much of their time.
Instead, the process should be based on smaller committees, each looking at specific

regulatory reforms.
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Companies’ 3E, 3F, 3L and 3N were developing regulatory information database
management systems, and companies 3E, 3G and 3K were also trying to develop global
regulatory databases, using the new DBMS and networking capabilities. The aim was
to build computer systems capable of managing incoming data from anywhere in the
world, and able to produce dossiers tailored to individual countries’ requirements from
a single data store. If these developments were successful, there would no longer be
any need for a global dossier, though further harmonisation would still benefit
companies in terms of the preclinical and clinical trials programmes, and the

complexity of the information systems required to compile dossiers.

Company 3K thought that a truly global regulatory system with single world-wide
approval would not happen. Company 3F agreed, feeling that with the development of
global IS systems companies could construct internal global regulatory systems with
dossiers automatically constructed by document management packages such as
Documentum, printed and submitted to different regulatory authorities world-wide in a

synchronised pattern aimed at gaining simultaneous world-wide approval.

5.6 Findings Summary

The two issues common to the findings across all sections were the introduction of
CAPLAs and the need to develop better information systems within the pharmaceutical

companies.
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The issue of CAPLAs was raised in all three sections, making it the single most raised

issue:
Companies

A|B|C|D|E|[F|G|H|J|[K|L|M|N
Information X|Ix|Ix|-|-|xIx]|-[x|x]|-1Xx
departments (1)
R&D - - x - - I x] - xI x| -] - -
Departments (2)
Regulatory X |x|x|x|x|[x|x|x|x|x]|x]|x
departments (3)

Table 22: Companies from all sections of this research project raising the issue of
CAPLAs

As can be seen from the table, there was comment on CAPLAs from most of the
information departments, especially those also responsible for managing the
information technology and information systems, and the regulatory departments who
would obviously have a major input to such an issue. There was less comment about

CAPLAs from R&D managers.

The other major issue running through the research was the companies’ feeling the need
for ‘better’ information systems. This was usually defined in terms of systems that
were easier to use with more integrated hardware and software, but the exact way this
would be achieved or the impact better information systems would have on the

company as a whole and departments in particular were not well defined.

Companies felt that information systems had been a major benefit overall, especially in

terms of speed and efficiency of communication and data handling. Problems such as
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information overload were seen as less important, and some regulatory department
managers questioned how much this was a product of information systems or whether it
was a management issue. People were keen for more of the same kind of systems and
packages, believing this would provide more benefits for their companies. Companies’
2G, 2N and 3J also felt that more benefits would come from re-engineering companies

around information flows and information systems.

Few generic companies had any formal computer based information systems, and were
concerned about the cost of computer equipment and software packages, especially
those involving CAPLAs. Generic companies had small budgets and could not afford
to buy expensive packages such as dossier compiling packages that would cost the
equivalent of four licence applications. For companies surviving on the speed of
development and regulatory approval and number of drugs on the market, these were

major considerations.

Overall, companies felt there were definite benefits from the introduction of CBISs,
such as improved efficiency and standards. Problems were more to do with

inappropriate use of the tools, rather than the introduction of the tools themselves.

These findings will now be analysed in more detail, including some interpretation by

the author, using the information systems perspective.
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5.7 Chapter Summary

This chapter is structured using the three sections defined in the previous chapter:
information, R&D and regulatory departments. A generic model of a pharmaceutical
companies’ information system has been developed, although this has been found to

apply more to research based companies than to generic companies.

The information departments are mixed between those responsible only for information
gathering and management, and those responsible for the information systems
development. Information from external sources is gathered by the information
department and moved to an internal database for the scientists to access. Laboratory
data is increasingly generated from computerised equipment, and is automatically
stored on a separate database system. The issues for the future centred on the
development of CARAs, and the security of electronic data in terms of copyright and

access to the databases.

R&D departments were split into the drug research and drug development areas, each
with different information requirements. Drug research uses many computer based
tools such as high throughput screening and QSAR to refine the drug discovery process.
However, the use of many different computerised tools raises problems integrating

them all into one system.

Drug development centres on the collection and analysis of data from clinical trials. De
facto software standards are emerging, and the processes were similar across all
companies. There were concerns over data formats from trials which had been

contracted out, and whether the pharmaceutical companies should enforce standards.
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The regulatory departments were more commonly paper based, influenced greatly by
the fact that the final submission is still made on paper. Some companies were
introducing databases and electronic archives, but no company had become fully
paperless. The greatest impact from information systems was in the use of tools such as
word processing and electronic mail, which have speeded up the document writing and
communication processes. Technical efficiency was considered before organisational
or process efficiency, leading to problems with regulatory ‘data creep’ and a feeling of
information overload in some companies. CARAs are being developed by some
companies, but there is also concern that the larger companies will force standards on

the industry which smaller companies may not be able to meet.

Across all departments, the use of IS allowed greater access to more information, and
the information could be processed faster. This was usually a great benefit, though in
some cases there was a feeling of information overload. The use of off-the-shelf
products meant pharmaceutical companies did not need large IT departments any more,
but did raise some problems with integrating the various information systems
components into one coherent information system, particularly for the research

departments.
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6 ANALYSIS AND DISCUSSION OF THE RESEARCH FINDINGS

Following from the presentation of the Research Findings, this chapter will analyse the
findings from an information systems (IS) perspective, using the four IS themes
discussed in Chapter 3 - Information Management; Intra-Organisational Change; Inter-
Organisational Change and Computer Assisted Regulatory Applications. The chapter

will then end with a general analysis section, seeking to draw the four themes together.

Following this chapter, the thesis will finish with the Conclusions and Research

Critique and Suggestions for Future Research chapters.

6.1 Information Management

The amount of information being managed by pharmaceutical companies has increased
in recent years, both in terms of information gathered from external sources, and
information generated internally during the research and development (R&D) lifecycle
[Bains 1995; Loftus 1993; Luckenbach 1988; Kreiger 1996]. Alongside this, the
variety of sources used has also increased as companies use more computer based tools,
both for gathering external information and generating internal information, as shown

by Table 9 and Table 14 in the previous chapter.

Consequently, companies have needed to develop Information Management (IM)
strategies to manage their information loads effectively. For most companies visited
this involved the formation of centralised information groups [van Manen & Houthoff

1993]. These groups tended to concentrate on the management of information
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separately from the IT, with some information groups not having an IT component
(Table 8). In this way, pharmaceutical companies separated management of the
information from the technology used to carry it around the organisation [Angell &

Straub 1993].

As part of their information management strategy, most companies used information
specialists to gather information from external sources, rather than allowing the
scientists direct access. The exception to this was company 1J, which allowed
scientists direct access to the on-line sources, as this was felt to be the most efficient
way of gathering the information relevant to their current research. Using centrally
controlled groups helps avoid duplication of searching and retains power centrally,

preventing political power struggles between groups for access to information.

However, the use of specialist groups to gather information may threaten the overall
value of the information gathered by companies. Pharmaceutical companies appeared
to believe that information was inherently valuable, and it was therefore worth
collecting as much as possible as a means of gaining competitive advantage [Trauth
1989; van der Pijl 1994; Jellis 1988]. This belief extended to generation of information
internally, with companies returning to technologies such as High Throughput
Screening (HTS) based on the increase in the speed and volume with which information
could be managed. Companies’ 2E and 2G questioned some of the value of the
information generated by technologies such as HTS and QSAR, but used the tools all

the same from fear of missing some value from the information produced.
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However, much of the information gathered, either from internal or external sources,
was of no value to companies. Therefore, information cannot have an intrinsic value,
but must gain its value in some way from the relevance it has to the information needs
of an organisation and the situation in question [King & Kraemer 1988]. If the
information gathered is not relevant to the scientists’ needs, they will begin to distrust
the ability of the information group to provide the information they require. If this is
the case, they may feel they are suffering information underload, and feel less confident
about their ability to perform their research roles [O’Reilly 1980]. The companies were
keen to stress the scientific backgrounds of their information gathering staff as a means
to gain the trust of the scientists. The ability of those gathering the information to
correctly identify what was valuable for the company is important in retaining the
scientists’ trust, and helping prevent information overload from gathering too much

irrelevant information [Luckenbach 1988; Wilson 1995].

The desire to gather as much information as possible and to protect this as much as
possible demonstrates the importance of information to the pharmaceutical industry as a
whole [Smith & Wilhelm 1991]. Companies saw information as a means of gaining
competitive advantage, seen in company 2L protecting information from research
collaborations and company 1J being prepared to allow scientists open access to any
information they wanted in order to provide the best environment for successful drug

discovery.

In view of the importance of information to the pharmaceutical companies, clear
information management strategies are central to avoiding problems such as

information underload or overload. Many authors have discussed the need to integrate
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information systems with business strategies [Benjamin & Levinson 1993; Brown
1993], as well as linking the organisational structure to strategies [Doswell & Asnani
1993; Henderson et al. 1992] and the effect organisational structures may have on
information flows [Kent 1986]. As discussed in Chapter 3, several frameworks have
been developed, but that developed by Earl [1989] reflects the issues described above
through the use of planning, organisation, control and technology elements. This

framework has therefore been used in this thesis.

The planning element in Earl was based on the view of information and technology as
an integrated whole. However, as already discussed in this chapter, the pharmaceutical
companies saw information separately from technology, and tended to place greater
value on the information [Doswell & Asnani 1993; Angell & Straub 1993]. Their
information management strategies were therefore based around meeting information
needs, rather than the technology used to accomplish this. Because of this separation,
pharmaceutical companies had more flexibility as to the technology they used, and were
able to change technology without affecting the rest of their information strategies or

information flows.

There was also a separation for pharmaceutical companies between their information
management and business strategies, again differing from the view of Earl and others
[Earl 1989; O’Connor 1993]. Information was seen as serving the business strategy,
but the business strategy itself was based around the therapeutic areas in which
companies wanted to be developing drugs. Researching and developing new drugs can
take 10 to 15 years [Weatherall 1982; Benson 1994], which was felt to be too far in the

future to predict information strategies and needs accurately. As such, competitor and
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market information was used to support the business strategy, but the information
strategy was not intrinsically linked to the business strategy. Again, this afforded the
pharmaceutical companies’ flexibility in their choice of information sources and media,
allowing them to choose those they felt best at supplying the needs of the scientific

staff.

Although the separation of information and technology, and IM and business strategies
allows companies more freedom, there can be problems caused by these dislocations.
One of the main problems can be the maintenance of inefficient processes, especially
because of the split between IM and business strategies [Galliers 1991]. The belief that
all information is potentially valuable means that companies may invest in information
gathering which provides no business benefit. However, the lack of business strategy
linkage means that there may be no business analysis to highlight this issue. Other
technologies could be developed or scaled down, only for the reverse to be done a few
years later. The return to High Throughput Screening is one example of this, where
companies were distancing themselves from such processes due to poorer returns than
newer, computer based tools. However, the development of new technology has now
meant a return to HTS for many companies less than a decade later, including the cost
of developing computer compound libraries they had not maintained or even begun to
destroy. As already discussed, some companies felt the new tools were no better than
before, merely ran at a faster rate, but the fear of missing an important lead was felt to

be more important than the cost of the system.
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The second element from Earl’s definition was organisation, ensuring that the IM
strategy fitted into the organisational structure. There was evidence of this in the

pharmaceutical companies, but not necessarily at an organisational level.

There was a general feeling that the introduction of information systems had not
delivered any great process or organisational level changes [Burn 1989]. Most changes
had occurred at lower, departmental levels with the introduction of new tools and the
knock-on changes to working environments and routines. In some cases, companies
were beginning to manage some changes at organisational level, for example company
2G looking to introduce some organisational data format standards. As a result,
information systems could become split between some centralised elements and others

which remain decentralised [Brown & Ross 1995].

Larger scale organisational structure changes were not evident, and were not expected
by the pharmaceutical companies. There was a feeling that structural developments
over time and the current regulatory environment restricted the level of organisational
change which was possible. The separation of business and IM strategies also meant
that using IS and IM as a lever for radical organisational change was not being
considered by most companies. Even the introduction of global databases was
generally seen as a departmental development, with the databases developed by R&D
and regulatory departments being developed separately to meet the local needs. The
high failure rate of organisational change tools such as Business Process Reengineering
(BPR) may also persuade companies away from trying such change mechanisms

[Mumford 1994; Davenport & Stoddard 1994].
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Decentralising some information systems changes to departmental levels again allowed
pharmaceutical companies to retain maximum flexibility. The information needs of the
research, development and regulatory departments are different in many cases, and the
ability to develop information systems specific to the local needs ensured system
inefficiency was minimised. However, over development of department specific
information systems can increase organisational fragmentation [McGrath et al. 1994;
Doswell & Asnani 1993], as data formats become incompatible and information cannot
be moved freely around the company. Examples of this were companies’ 1B and 3F,
where different subsidiaries had different computer systems, and company 3J where
there were four different e-mail packages used in the same department. For
pharmaceutical companies so dependent on information, this is a situation they must

avoid.

The third, control, element was more evident in the pharmaceutical companies as
defined by Earl [1989]. Although again departmental more than organisational, most
control was top down from centralised IT or IS groups to the user community. Much of
this may be related to the view of technology as being used to support the information
management strategy, and therefore only important in delivering the performance
required. Users were able to propose changes to systems in most of the larger
companies, but this was again controlled by a central committee who would consider
each proposal against a set of agreed criteria and the budget allocation. In this way,
although there is the appearance of a more bottom up approach, the control is still top

down.
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Top down implementation of information systems developments can lead to some user
dissatisfaction, especially if the systems developed do not meet their requirements
[Friedman & Cornford 1987; Watson et al. 1993]. Even if needs are met, users may
feel they are being delivered systems from far away, and not become involved with
their continued development or in proposing solutions for known problems [Lucas
1981]. Company 1D had included feedback screens with their external information
database, but had a poor response from users who were more interested in getting the
information they wanted than in filling out feedback comments. Ultimately this
situation can lead to the user needs not being made known or recognised by those

responsible for building systems to meet them.

Technology, the final element, was not seen as integral to the IM strategy by
pharmaceutical companies, again differing from the Earl definition. Technology was
seen as supporting the information management strategy, providing the means of
gathering, analysing and disseminating the information. The separation of information
and technology allowed companies the freedom to change their technology as and when
they felt appropriate, without affecting the supply of information. They were able to
respond to developing needs rather than having to follow a defined plan. As discussed
above, the technology element was becoming divided between decentralised and
centralised elements in some companies. Central standards such as global operating
systems for personal computers were being developed, whilst other developments such

as databases were managed more locally [Brown & Ross 1995].

Overall, Earl’s definition of information management strategy development was not

clearly seen in any company, although elements such as control were clearly visible.
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Others, such as organisational fit, were visible in part, but not completely according to

the Earl definition.

As a result of not following the integration of business and IM strategies recommended
by Earl [1989], pharmaceutical companies appeared to have retained a greater degree of
flexibility throughout their organisation. Changes in long-term business strategies may
affect IM strategies, but did not require immediate change in order for the new business
strategy to be implemented. There was also no threat of a business strategy failure due
to the poor implementation of an IM strategy. The separation between information and
technology meant companies could concentrate on managing their information loads
[Best 1988; Angell & Straub 1993]. Instead, technology was more widely used to
reinforce the centralisation of information management and automating information

flows to achieve speed and volume related benefits [Milochik 1991].

There was often an assumption that organisational structures are stable, and that such
stability is enforced due to the regulatory environment, meant that companies were able
to plan more dynamic business strategies and information architectures [Seagers &
Grover 1994]. However, the assumption of stability in the organisation structure can
also be a cause of IS failure [Remenyi et al. 1997]. Gaps between departments, as
found in the pharmaceutical companies, may not be addressed as long as there is no
change in the organisational structures [Mattison 1987], as was clearly seen in the
pharmaceutical companies. Problems may only surface if other departments wish to
access the information from another department and cannot, as happened in company
1A. Without these issues, there may be no drive to form better information links

between departments [Mattison 1987]. A lack of change in the organisational or
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information structures without appropriate organisational change can result in people

not being able to satisfy their information needs, resulting in IS failure.

Control of information or organisational structure changes must be supported by senior
management, and driven in the top-down style used in Earl [1989]. Senior management
involvement is often key to the success of planned changes [Sabherwala 1993; Scott-
Morton 1991], but was often lacking [Lacity & Hirschheim 1993]. The lack of
adequate drive and power in top-down strategies may result in bottom-up, user driven
change predominating, leading to local departmental power driving the actual changes
made [Pettigrew 1992].  Consequently, organisational fragmentation may be
accelerated as different departments implement their own systems, as would appear to
be the case in some pharmaceutical companies [McGrath et al. 1994]. Implementing
some of the linkages between information management and business strategies, and IM
and organisational structures recommended by Earl [1989] could help to resolve these
problems, although following the full Earl strategy may remove the advantages of

flexibility pharmaceutical companies appeared to be gaining.

6.2 Intra-Organisational Change : Effect on job roles and system

implementation

Although there is much in the information systems literature regarding the use of IS as a
lever to achieve organisational change, the pharmaceutical companies were not
anticipating organisational changes from their IS developments [Burn 1989; Brown &
Ross 1995]. The separation of IM and business strategies also meant little structural or

process change was being sought. The lack of organisational change in companies
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means there is no relevant model for change, therefore no example of what can be

achieved.

Instead, companies felt the regulatory environment restrained them from radically
changing their processes or structures. Organisational structures and processes had
been developed over time and had been legitimised into becoming accepted norms
[Giddens 1984; Pettigrew 1992]. The concentration on using information systems for
improving information flows rather than organisational change has lead to further
entrenchment of these norms and a mechanistic view of the organisation, making
structural change harder to achieve as now both technology and processes would have
to be reviewed [Morgan 1986; Jackson 1987]. Problems were felt to require increased
automation and efficiency solutions rather than organisational change, continuing the

process of establishing norms until they became accepted as the only way to operate.

The view of organisations as inherently stable is seen by some authors as a major cause
of IS failure, because the organisational changes which may be necessary for the
information system to succeed cannot be achieved [Remenyi et al. 1997; Davenport &
Short 1990], although this may not automatically lead to radical changes such as
Business Process Reengineering. Change may happen at various levels, such as
organisational structures, organisational power, or within departmental groups [Lucas

1981].

The lack of change in organisational structures may mean the introduction and use of IS
increases organisational fragmentation [McGrath et al. 1994].  Accepting the

organisational structure as fixed may also limit creativity in IS design, and may mean
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that the systems developed are not fully appropriate [Paul 1993]. Information systems
may be too rigidly designed, and therefore not able to cope with future organisational
changes such as alterations to departmental structures. Consequently, they may not
deliver the level of service required [Paul 1993; Mattison 1987], potentially leading to

information systems failure [Remenyi et al. 1997].

Automating established processes allowed for the easy measurement of any benefits
from the new technology, allowing companies to justify their spending in resource
terms rather than risking organisational change for unknown or uncertain benefits
[Trauth 1989]. Although there is felt to be a need for measurements other than
efficiency (e.g. effectiveness), there is as yet little evidence of other measurement scales

being developed or used [Smithson & Hirschheim 1998].

However, as already seen, pharmaceutical companies are inherently dependent on
information, and therefore on their information systems as an organisational force, even
if there is no change in the overall organisational structure. In the event of an
information systems’ crash, it was noted that people were unsure of what to do without
their computer, demonstrating the extent to which information systems were relied
upon. Incompatibility between packages or pieces of equipment could also force
changes in working practices or procedures, thereby producing an organisational effect.
The concentration on using technology for automation meant that pharmaceutical
companies were unaware of the full extent of organisational changes resulting from

their IS developments.
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Consequently, pharmaceutical companies faced many IS related issues, such as
information overload and systems incompatibility, but did not recognise them as IS
issues. Information overload was felt to be a result of people misusing the systems, and
was seen as a human problem with a human solution, rather than as an IS issue with an
IS solution. The lack of IS expertise and experience in many companies, and the view
of technology as being there to automate processes rather than changing the
organisation has resulted in a lack of appreciation of the IS component of many of the

issues.

Viewing the introduction of technology as automation also meant pharmaceutical
companies often did not consider the social context when developing new systems
[Davis et al. 1992; Orlikowski 1991; Zuboff 1988]. The separation of information and
technology as discussed above meant that companies concentrated on the social setting
for information, rather than for technology. Technology appeared to be seen as a
neutral automating force by the pharmaceutical companies, despite the organisational
effects it may have [Orlikowski 1991; Remenyi et al. 1997]. Such a view of
information systems as social systems using organisationally neutral technology can
lead to the failure of the information system [Davis et al. 1992]. Social change
resulting from the introduction of new technology must therefore be included in the

information systems implementation planning [Davis et al. 1992; Orlikowski 1991].

Some structural social changes, such as the reduced need for secretaries following the

introduction of office-based applications, were being noticed by some of the companies.

However, this was unexpected by most companies, and in one case had still not been
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fully recognised as one manager tried to resist hiring another secretary due to the lack of

work for them to do [Osterman 1991; Brown 1993; McKiersie & Walton 1991].

Despite these changes, there was little concern over deskilling, as found by Zuboff
[1988] in other industries. There was no feeling that the scientific and other skills
required could be fully replaced by computers as yet, reducing fears over job security
and the threat of being replaced by computer-led automation, as found by Zuboff
[1988]. Many people were able to function without using computers, and many of the
managers interviewed for this project commented that they were not particularly
computer literate. However, there was concern from some that in the future computer
skills may become a deciding factor for jobs, over and above other skills. Company 1J
reflected some of this in their recognition that by recruiting younger graduates, the level
of computer skills was now considerably higher than previously, benefiting the

company in many ways.

More common in pharmaceutical companies was a rejection, in various forms, of the
information systems available. One of the most striking was in company 3A, where the
person interviewed deliberately withheld information from the central database because
they feared losing their status within the organisation along with their unique
information. The loss of knowledge was felt to lead directly to a loss of status and
position, as anyone could consult the database and gain the previously unique
knowledge [Aubert et al. 1991; Zuboff 1988]. In company 3N people preferred to
create their own personal database groups on the company group-ware system, rather
than using other people’s, until the systems was collapsing due to information overload.

Despite wide recognition of the problem and amount of duplication, people were
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unwilling to sacrifice their personal database, even if they knew it was duplicated
elsewhere. In company 3J the regulatory department had until recently had four
incompatible e-mail packages being used, due to people preferring another option to the

company standard. In order to resolve this, a new standard was being introduced.

Concern over the loss of personal value to systems imposed from outside the user group
can lead to failed implementation [Zuboff 1988], as seen above. This may be a greater
risk with top down development strategies, as used by the pharmaceutical companies,
as there is a greater distance between system developers and users [Wolstenholme et al.
1993]. Problems discovered or caused by users are left unresolved, as the separate
information systems department is expected to solve them. If systems are not fixed,
users may simply ignore them entirely and introduce their preferred solution, as with

company 3J’s e-mail system.

The linkage of status and position within an organisation to personal knowledge may
also explain some of the development of information overload, and the lack of redress
despite acknowledgements of the problem. As in company 3A, personal value was
derived from knowing as much as possible. Therefore information overload allows the
opportunity for people to gather as much information and knowledge as they can,
leading to a feeling of increased status. Opportunities to use the knowledge increase a
person’s visibility, allowing them to gain status in different groups, again increasing the
feeling of personal value. Addressing the issues of information overload, such as
reducing the amount of accessible information (company 3N) or replacing collating

information into a central pool (companies’ 3N and 3A) could reduce opportunities for
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gaining and preserving knowledge and therefore status, and are therefore resisted by

those who feel they would be affected.

Overcoming such problems may require a move to increased bottom-up systems
development including increasing user involvement, for example via mechanisms such
as Socio-Technical Design [Mumford 1979], increasing the sense of system ownership
and involvement by the user community, so increasing the chances of successful

implementation [Walsham 1993].

6.3 Inter-Organisational Change : Outsourcing

Outsourcing was seen by the pharmaceutical companies almost exclusively in terms on
using Contract Research Organisations (CROs) to conduct clinical trials, although there
was also outsourcing of much of the development and day-to-day management of the
information systems. Following on from the corresponding section in Chapter 3, this
section will look at all outsourcing, both clinical trials and information systems, using
the IS literature where appropriate. This will allow an investigation into the similarities
between the types of outsourcing suggested in Chapter 3, and allow the use of a

different perspective on clinical trials outsourcing.

The driver for outsourcing clinical trials work was essentially efficiency savings, in
terms of time and finance [Hill & Hubbard 1996; Aubert et al. 1996; Suomi 1992].
Clinical trials represent the greatest cost to a pharmaceutical company in both time and
money, giving rise to the greatest potential for time and cost savings [Stokes 1994;

Edwards 1990]. No pharmaceutical company outsourcing of clinical trials was driven
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by information systems considerations, such as the desire to develop inter-
organisational systems and collaborative allegiances with other service providers
[Johnson & Lawrence 1988; Holland 1995]. Most companies had no feeling for the
ways in which information systems could be used to drive outsourcing, or how this

could be used to develop new partnerships [Lacity & Hirschheim 1993].

The biggest issue for the pharmaceutical companies was one of control, especially over
the information involved in clinical trials [Daniel et al. 1997]. Outsourcing clinical
trials also involves some loss of control over processes and data generation, important
in an industry as used to centralised control mechanisms and a high valuation of
information as the pharmaceutical industry [Macmillan 1994; McFarlan & Nolan
1995]. Such concerns over control were a major reason for companies such as 2B and
2H not using CROs for any of their clinical trials, whilst others only outsourced ‘non

critical’ trials, protecting themselves against any problems there may be with the CRO.

Outsourcing also raised other issues for companies, such as whether to enforce data
format compatibility on any CRO, and whether the use of CROs would merely
highlight other issues elsewhere in the R&D process [Hill & Hubbard 1996]. Working
with an external organisation meant that pharmaceutical companies could not depend
on top down implementation of solutions, but would have to negotiate agreements,
thereby again losing some control over the processes [Daniel et al. 1997; Macmillan

1994; Rondel et al. 1993; Aubert et al. 1996].

The use of CROs therefore reflects many of the issues seen in the IS literature. The

driver is largely one of cost reduction, especially in terms of people, in order to
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concentrate resources on what is seen as the core business [Lacity & Hirschheim 1995;
Aubert et al. 1996]. Outsourcing has been managed selectively using a modular
approach in order to retain internal control over strategies and maintain flexibility in
terms of service providers [Grover et al. 1994; Lacity et al. 1996; Nie & Hilton 1993;
Willcocks et al. 1995]. Although changes in internal routines and means of dealing
with the external environment are required, not much has been done in this direction
[Grover et al. 1996; Ritz 1993]. The use of selective outsourcing also means there is a
low IT contribution and little need for integration of other systems [Lacity et al. 1996].
Problems may arise with respect to communication and co-ordination and the
timetabling of interactions, with cultural diversity and differences between the
sponsor’s and vendor’s motivations important elements to manage [Apte & Mason
1995; Gurbaxani 1996]. The use of selective outsourcing means that the only way of

controlling these factors is the development of good contract management [Lacity &

Hirschheim 1993].

The need to use different CROs means that pharmaceutical companies cannot become
overly rigid in their data format standards. Systems must be reusable without large
start-up costs, such as equipment or training, which could negate the time and money
savings being achieved [Stokes 1994; Henderson 1990; Benjamin et al. 1990]. As a
result, pharmaceutical companies themselves may not be able to develop firm data
formats and information management plans, due to the lack of standardisation in CROs.
Consequently, pharmaceutical companies’ information management planning may be
driven by their business strategy, rather than their information strategy, forming the
kind of link proposed by Earl [1989] by different means, but resulting in no standards

being developed, the opposite outcome to that proposed by Earl [1989].
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The use of information systems in clinical trials may bring other benefits to companies,
in terms of the speed of data analysis and potential for increasing the speed of problem
solving [Edwards 1990; Spurlin et al. 1996; Stokes 1990]. Neither of these benefits
was a deliberate part of any strategy, but was emergent as the pharmaceutical
companies developed better systems and relationships with the CROs. These benefits
move beyond automation, providing companies with process improvements, potentially
realising far greater benefits for process management [Gurbaxani 1996]. The
realisation of these additional benefits was part of the driver for RDE in some
companies, although the IS drive was still not realised. Other companies saw RDE as
merely automating processes already providing benefits. They were not convinced of
the benefits of RDE over and above a good data transfer process without direct links to

the CRO, and were sceptical about developing RDE systems of their own.

Some companies were experimenting with Remote Data Entry (RDE) or Electronic
Data Interchange (EDI) systems, but none had yet developed and introduced a fully
operational system. Pharmaceutical companies wanted to manage and control data
formats according to their internal standards, rather than those of any CRO with which
they were involved. Pharmaceutical companies were eager to avoid becoming tied to
one particular CRO, looking to retain both flexibility and control, even at the expense
of RDE systems [Stokes 1994; Nie & Hilton 1993; Lacity et al. 1996]. However, many
CROs were unwilling to conform to one pharmaceutical company’s standard as this
could threaten their ability to deal with many different companies, the difference in
business drives between pharmaceutical company and CROs becoming an obstacle

[Winkler & Marsh 1996; Hill & Hubbard 1996; Gurbaxani 1996].
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The lack of use of EDI or RDE by pharmaceutical companies, and a lack of top
management support, may act as disincentives for pharmaceutical companies
[Premkumar et al. 1997]. Any competitive benefits may only apply to the first
company to start using EDI or RDE systems, although there is also a risk of becoming
isolated if other companies follow with different systems [Benjamin et al. 1990;
Rothemberg & Saloﬁer 1991]. If decentralising the information systems across two or
more organisations in order to implement EDI systems increases the co-ordination
costs, companies may not see the level of return on investment they are looking for
[Henderson 1990; Benjamin et al. 1990]. The use of selective outsourcing requires
little IT contribution, therefore allowing companies to gain business benefit from their
use of CROs without the need to develop complex EDI systems [Lacity et al. 1996;

Lacity & Hirschheim 1993].

Outsourcing of the IT and IS functions was well established in most of the companies
visited, only 1F and 1L proposing or developing information systems entirely internally.
The separation of information and technology meant that technology was seen as a non-
core activity for most companies, and could therefore be outsourced to specialist
companies, capable of providing the necessary skills [Grover et al. 1994; Aubert et al.
1996]. Again, much of the driver for this was cost containment, especially in respect to
the cost of human resource and the ability to use the skilled people in the external
companies, rather than the pharmaceutical company having to recruit their own [Lacity

& Hirschheim 1995; Aubert et al. 1996].

- 168 -



Control was still an important factor for the pharmaceutical companies, and most
outsourcing was for short term, specific tasks, rather than forming long-term strategic
alliances with a few partners [Lacity et al. 1996]. The use of selective outsourcing
meant pharmaceutical companies were able to retain control over their strategies, and
could change suppliers according to their needs without facing large switching costs
[Willcocks et al. 1995; Lacity et al. 1996]. The one exception to this is the decision by
DuPont to outsource their entire IT requirements to one preferred supplier [Bennett

1997].

The reliance on outsourcing of IS for many companies was based on the need for cost
control and concentration of resources onto core business areas [Lacity & Hirschheim
1995]. Information systems departments are often viewed in terms of the development
costs, with the benefits of the systems seen in the departments using them, rather than
the department supplying them [Lacity & Hirschheim 1993]. However, the
concentration of pharmaceutical companies on using technology to automate processes
meant that the criteria for assessing outsourcing needs would appear to fit within
looking at delivered performance improvements, rather than cost. The development of
benchmarking would allow comparisons to be made with other processes or
organisations, and may point to the usefulness of insourcing technology staff in order to
reduce dependency on external service providers, whilst maintaining the drivers to

prevent complacency [Lacity & Hirschheim 1995; Lacity et al. 1996]

The dependence of most companies on external suppliers was demonstrated by the
reaction to incompatibility issues amongst different items of laboratory equipment.

Pharmaceutical companies were looking to the supplier companies to agree common
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data standards, as they had seen in office based systems, but no company was prepared
to form any long term strategic alliance in order to develop such standards. Instead, the
pharmaceutical companies relied on tailoring of externally developed components to fit

to their information needs.

Such dependence on external suppliers means that companies could find the use of IS
to enact organisational change hard to manage. Without IS skills of their own they are
dependent on the systems and expertise on offer, and could therefore lose much of the
control over their organisational structure or business strategy development. The
degree of outsourcing means many pharmaceutical companies have suffered hollowing
out [Willcocks et al. 1995], losing technical skills from their own staff. The linking of
business and IM strategies with technology components could therefore allow the
supplier companies some element of control over the pharmaceutical companies’ core
strategies [Willcocks et al. 1995]. Separation of technology from other core strategies
may therefore be the only way pharmaceutical companies can continue to retain the

degree of both control and outsourcing they want.

Both clinical trials and technology outsourcing were driven by business issues,
essentially cost containment and a desire to concentrate resources on core business
areas [Lacity & Hirschheim 1993; Aubert et al. 1996; Spurlin et al. 1990]. However,
the two forms of outsourcing raised different issues for pharmaceutical companies,
based around the issue of control over information. Clinical trials outsourcing
concerned control over information and data formats, raising many concerns for

companies, to the point where some companies regarded the potential business benefits
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less important than retaining full control over their information. The separation of
information and technology meant that no such concerns were evident in the
outsourcing of technology and the potentially greater reliance on external suppliers.
The pharmaceutical companies’ retention of internal control over the CROs may also
have prevented hollowing out, which could help companies avoid becoming as
dependent on CROs as they appear to be on technology suppliers. Neither form of
outsourcing was driven by any IS issues, and there was no move towards building
strategic alliances as defined in the IS literature [Holland 1995; Johnston & Lawrence
1988]. The pharmaceutical companies desire to retain control may prevent the

development of such alliances, especially in regard to outsourcing clinical trials.

6.4 Computer Assisted Regulatory  Applications (Electronic

Submissions)

The use of computer assisted regulatory applications (CARAs) was one of the most
widely discussed topics in this research, especially amongst information and regulatory
departments (see Table 22). This topic can also be seen as dependent on the other
themes discussed in this chapter, as companies require strong information management
policies in order to deliver the information in appropriate formats, organisational
change and successful implementation to be able to build the CARAs, and inter-

organisational systems to transfer the CARAs to the regulatory authorities.

The current requirement for paper based dossiers in Europe meant that whilst the paper
submissions were tightly regulated, CARAs (also known as electronic submissions)
were not. This allowed companies to develop their own systems and standards, based
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on maximising their own the competitive advantage. Companies are already investing
in many of the systems necessary to support CARAs, such as globalised databases and
information format standards. The development of CARAs can act as an agent for
organisational change, with the need to introduce central databases and formatting
standards [Kirk 1996; Lasagna 1995]. These systems were also producing benefits for
paper submissions in terms of compiling the dossier components, producing a
consistent ‘look’ throughout the dossier, and preparing many paper submissions
simultaneously for despatch to different locations [Worthen et al. 1997]. However,
there was little energy for such process change from CARAs in the companies visited.
Instead, much of the drive to develop CARAs came from the anticipated competitive
advantages similar to those already seen in the United States [Bass 1994], rather than

any impact on the paper dossier preparation process.

However, the development of CARAs means that the dossier submission process,
intended to protect public health and safety, has become a competitive arena.
Pharmaceutical companies saw the regulatory process as an area in which they could
gain advantages from decreasing the time their licence applications took to gain
marketing approval. The introduction of a Europe-wide administrative and approvals
system means that the potential advantages are now greater than ever. Larger
companies can dominate and force standards on the rest of the industry, such as

‘correct’ formats for CARAs.

The lack of European standards for CARAs again opens competition between
companies to develop the best system and therefore influence any standards that may

later be established. Consequently, smaller companies such as 3C and 3E were
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concerned that the dominance of the large companies, without regulatory control, could
leave them unable to compete. There was also the fear of choosing the ‘wrong’ system,

even though no ‘correct’ system has currently been defined.

The actions of the big pharmaceutical companies can be seen as part of a deliberate
competitive strategy, using high entry criteria such as the cost of developing the
necessary systems and expertise to restrict the number of entrants [Porter 1980]. Using
size and resources as competitive weapons to exclude smaller companies also means
there are fewer competitive rivals, and therefore an increased opportunity to dominate

the marketplace.

Interactive dossier reviews have been suggested by some authors [Lasagna 1995; Millar
et al. 1996], but the big companies were wary of this, much as many were of RDE.
Allowing regulatory authorities’ access to the raw data or the pharmaceutical
companies’ own databases again threatened the companies’ ability to control processes
and information resources. However, companies were far more supportive of the
regulatory authorities allowing them the opportunity to review guidelines electronically
and comment before they were published, as well as wanting information to be
distributed electronically. The pharmaceutical companies’ desire for control appears to

extend to the definition of the regulatory process, intended to be neutral.

Companies were sceptical about the ability of the International Conference on
Harmonisation (ICH) and European Medicines Evaluation Agency (EMEA) to

introduce more global dossier standards or a common global dossier. Using
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information systems, companies can achieve simultaneous filings of many different
dossiers [Worthen et al. 1997], without the need for further changes in the regulatory
processes. As a result, potential business or competitive advantages from moves to
common global regulatory systems are reduced, until the costs of readjusting processes

and systems outweigh the savings.

6.5 Analysis summary

In general, the pharmaceutical companies had little knowledge or expertise in
information systems theory and information systems planning. There is increasing
experience from their use, but this was limited to that seen in the organisations, without
much support from other sources such as the IS literature. The companies were able to
recognise many of the problems such as information overload, incompatibility, and the
lack of return on investments, but these problems were viewed from an organisational
perspective rather than an information systems perspective. The lack of information
systems causes seen by companies meant there was little anticipation of information
systems solutions. For example, the solution to information overload was felt to lie
with increased procedural controls over the information people could access and

disseminate, rather than any information systems based solutions.

Most of the pharmaceutical companies’ view of information systems was still as a
means of automating processes [Davenport & Short 1990], with the aim of generating
benefits in terms of the speed and volume of information processing [Milochik 1991].
Consequently, there was little expectation or felt need for large scale organisational

changes, and the lack of such changes was not seen as a failing of information systems

-174 -



in any way. Schema and routines have become institutionalised over time, and
information was now managed to fit these schema rather than changing the organisation
to suit the information [Schneider 1987]. Static organisational structures have allowed
companies to automate more effectively, although the lack of organisational change is
seen by some authors as a major reason for information systems failure, preventing
more fundamental issues being addressed [Remenyi et al. 1997; Davenport & Short
1990]. Using static models for information systems planning meant that there were
many assumptions in plans, such as the lack of need for organisational change or social
effects from automation. The expectation that there was no change in the
organisational model meant lessons learnt from implementing previous systems did not
necessarily change the way new information systems were developed [Paul 1993;

Huysman et al. 1994].

The separation of IM strategies from business and organisational strategies meant that
the concept of organisational change was not enforced on planners, as it could be if
there were the links between strategies proposed by some [Earl 1989; Sabherwala
1993]. The lack of any formal link meant processes were seen in isolation from the
organisational context. Issues such as the change in control over information and the
associated socio-political issues were not seen as part of organisational change [Galliers
1991; Benjamin & Levinson 1993]. The long-term business plans were based on
scientific goals and appeared to use the current organisational structure as an accepted
norm within the planning. Information and technology were managed separately
[Angell & Straub 1993; Best 1988], therefore potentially weakening the ability of new
information systems to enable structural changes, unless that is what they were being

used for.
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Much of the development of technology appeared to be driven by the desire for
increased speed and volume of information processing [Milochik 1991], and the fear of
falling behind competitors [Angell & Straub 1993; Ciborra 1991]. Technology was
assessed on a case-by-case basis, rather than as part of an organisational whole, often
leading to incompatibility between, or even within, departments [Smith 1989]. Some
companies were beginning to implement organisational standards for some
applications, such as e-mail and word processing, but the ongoing development of
departmental systems meant companies could end up with stratified information
systems [Gould 1986]. If issues such as data formats and linking between components
are carefully managed this could be an advantage for companies as it will increase their
flexibility, but there is also increased potential for localised departmental power to
predominate if the central standards are not enforced [Pettigrew 1992]. The
development of such stratified systems appeared to be more by accident than design on
the part of the pharmaceutical companies, and the lack of organisational change meant
fragmentation was still an issue for many [McGrath et al. 1994; Doswell & Asnani

1993].

The lack of changes in organisational structure could pose problems for companies,
especially in regard to maintaining the match between organisational and information
management structures and planning [Earl 1989]. If information and organisational
structures do not match, information may not be transferable between departments,
leading to problems moving information around the organisation [Mattison 1987;
Collins & Straub 1991]. Acceptance of organisational structures as static may hinder

the development of links between departments, and therefore the resolution of
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organisational fragmentation [Mattison 1987].  Although formal links between
departments may not be required, there must be some links in order for information

systems to support the business needs and offer new business opportunities [Reponen

1994].

The biggest driver for most companies to invest in information systems was the
prospect of competitive advantage. Companies were anticipating the automation of
processes would result in a decrease in the amount of time taken to achieve the same
results, thereby decreasing their overall R&D time cost. However, this had not yet
materialised for the companies visited. This lack of current competitive advantage may
be due to the low impact information systems have had on the organisational structures,
and therefore the small degree of influence they have over future business
opportunities, such as inter-organisational information systems [Venkatraman 1991;

Brown 1993].

Much of the problem for companies is in sustaining any competitive advantage they
may gain from information systems [Earl 1988]. The ease of copying systems used by
other companies means that many competitive gains prove to be short term, and
therefore deliver little real benefit over any length of time [Galliers 1992; Ciborra 1991;
Mata et al. 1995]. The short term nature of competitive advantage is emphasised by the
similarity between pharmaceutical companies’ organisational structures and
information systems, much developed from a fear of falling behind a rival company
[Angell & Straub 1993; Ciborra 1991]. Consequently, any competitive advantage seen

from information systems in one company can quickly be copied by others in order for
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them to keep pace, removing the chance of one company making significant
competitive gains over the rest of the industry. Lack of change in organisational
structure also limits the range of changes possible, with much based on the technical

tools being used.

Information itself can also provide companies with competitive advantage. The reason
for competitive advantage coming from information may be harder for other companies
to establish, therefore making it harder for rivals to copy and negate the long-term
advantage [King et al. 1988; Mata et al. 1995]. Pharmaceutical companies are already
aware of the value of their information, reflected in their protection of their information
resources. This then appears to be their greatest source of long-term competitive

advantage, rather than information systems.

Overall, pharmaceutical companies use of information systems can be seen as being
separate from their business strategies, with information systems supporting business
needs rather than influencing them. Developments were managed in a top-down
fashion resulting in some user rejection, but systems were generally specifically
targeted to automating processes, thereby posing little threat to skilled roles. However,
the low level of organisational change also meant that opportunities for IS driven
business change, such as the introduction of inter-organisational systems, was low, and

sustained competitive advantage from information systems was not apparent.
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6.6 Chapter Summary

The Research Findings from the previous chapter have been analysed and discussed
from an information systems perspective, using the four main IS themes outlined in

chapter 2 and discussed in chapter 3.

Information, and therefore information management, was important to pharmaceutical
companies, who saw much intrinsic value in the information they had. This affected
their information management policies, as well as their approach to inter-organisational
collaborations. Concerns over external organisations gaining access to their own
information meant pharmaceutical companies were unwilling to relinquish too much

control over their information systems.

Planning for an information system was not integrated with other strategies, such as
organisational or business strategies, going against the model defined by Earl [1989].
Consequently, pharmaceutical companies had more flexibility in their information
management strategy planning, but issues of organisational fit and integration across
companies were not always pre-empted in the planning. Overall, most elements of
Earl’s IM strategy were not found to apply to the companies, in many ways to the
benefit of the companies. The only element of Earl’s strategy commonly seen was the

top-down control of IS development.

The lack of expectation of organisational change meant companies were unprepared for
many of the social and organisational effects of IS. Although the literature has much on
implementation and change management, there was little awareness of this in the

interviews. Consequently, there was little planning for change, and no process or social
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change management. This had resulted in some cases of people rejecting systems and
deliberately withholding information from databases, reflecting the link between
knowledge and status and underlining the importance of information in pharmaceutical

companies.

Overall, organisational change was felt to depend more on the external regulatory
environment than on internal pressures, with no models of IS enabled change for
companies to follow. Planning was on a case-by-case basis, based on automating the
existing systems and information flows. So far, information systems were not felt to be

delivering the competitive benefits necessary to justify further radical change.
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7 CONCLUSIONS

The previous chapters in this thesis have outlined the basic objectives and questions for
this research project, the background to both the pharmaceutical industry and
information systems issues, and the methods used to collect data. Following this the
research findings were presented, then analysed using the information systems

literature.

In this chapter, the conclusions from this research will be presented, using the format of

the Research Questions from section 3.5.

7.1 The use of information systems to manage information loads

The pharmaceutical companies visited in this research saw information as integral to
their competitive ability, and therefore to their research, development and regulatory
activities. As such, the way information was managed was important in ensuring
information was disseminated to the right people at the right time. The value of
information was demonstrated by the reluctance of some companies to lose control over
data from clinical trials, and to protect information generated from alliances with other

research companies.

Information systems were largely seen as a means of automating the existing
information flows and processes, in order to deliver speed and volume advantages.
From this, companies felt they could decrease the time required to analyse and process

the information required for the regulatory authorities, therefore cutting R&D time and
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gaining an advantage over their competitors. New systems were evaluated in terms of
their ability to improve the speed and efficiency with which companies could manage
their information loads, rather than as part of an overall long term strategic
development programme. Information was seen and managed separately from the
technology used to move it around the company, the value residing in the information

not the technology.

Consequently, many of the social and organisational effects coming from the
introduction of new information systems were not anticipated, leading to problems for
some companies. The view of technology as merely automating processes meant there
was little expectation of any process or structural changes. However, the success of
many systems was being compromised because of organisational or social factors, such
as the inability to link between systems, inter-departmental incompatibility of data
formats, information overload, or the non-use of systems because of the perceived
threat to personal value and status in the organisation. The view of information systems
as only automating processes meant that, although these problems can all be seen as IS

related, pharmaceutical companies usually saw them only in process terms, if at all.

Many of these issues could be anticipated, and possibly avoided, with the use of a more
inclusive planning process. Information systems should be seen as involving social and
organisational components as well as technology, which all require addressing during
the planning stages. This does not necessarily mean information and technology should
be linked together, but closer links than were evident in many companies should be
developed. Awareness of the impact of new technology on information flows and local

organisational structures will help companies achieve more successful IS
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implementations, and help retain a more integrated information management strategy

across the whole department and organisation.

Despite the problems, companies saw their information systems and information
management in an overwhelmingly positive light, and saw ‘more of the same’ as the
way to resolve any difficulties there may be. There have undoubtedly been
improvements in the speed and comprehensiveness of information management and
information provision, potentially helping companies to know more, if not to act faster.
Whilst there may need to be changes to the way information systems and information
management strategies are planned, the issues raised have not yet led companies to

abandon their systems, or stop seeking to develop them further.

7.2 Effects of the introduction of IS on company operations

Of all the companies visited, only one was planning radical organisational or process
level change (company 2N), and this only after they had experienced problems with
their current information system structure. The prevailing view in the other companies
was that the introduction of computerised equipment was to automate current processes
and procedures, not to affect change at an organisational level. This has inevitably lead

to problems, at both an organisational and personnel level.

Many of the organisational problems and issues have come from the view of technology
as an automation tool, with no other organisational effects. The concentration on the
speed and volume of information management meant companies were largely unaware

of organisational effects until they arose. The view of the organisational environment,
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especially the regulatory environment, as restricting change meant companies had little
concept of IS enabling organisational change. Many only thought of organisational
change in relation to large processes and structures rather than at lower levels.
Processes were often automated without any business analysis of the organisational or
process efficiency being carried out beforehand. As a result, inefficiencies may not be
recognised until after the new systems have been introduced. The use of technology
means there is less opportunity to use short cuts to reduce the impact of inefficiencies,

so automation can decreased process efficiency.

Organisational changes have also arisen from the way information systems are used,
sometimes because of their process efficiency. Improvements in the ability to
communicate around large organisations has meant people are now felt to communicate
more, resulting in people spending more time alone sending and reading electronic
messages rather than communicating more socially, for example in face to face

meetings or via telephone conversations.

Organisational change needs to be seen by companies as part of an ongoing process,
with the introduction and use of information systems one enabler of change, along with
other factors such as the recruitment of new staff. Change should be seen as happening
at all levels, rather than just in large organisational restructuring. Viewing change in
this way may help companies plan the introduction of new information systems more
effectively, helping them gain greater benefit from their investments and reducing some
of the implementation problems. Much of the advantage being sought was in terms of

tangible process improvements such as the speed in information processing and
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transfer. However, there are also many intangible benefits information systems can

provide which may also improve pharmaceutical companies’ performance.

Companies were already beginning to see some of the organisational benefits from their
information systems, especially in their ability to communicate and disseminate
information throughout a company, regardless of a person’s physical location. The
development of systems such as global databases and e-mail meant companies were
recognising organisational benefits, although still largely in terms of information
processing efficiency. Increased awareness of other intangible organisational impacts
may again help companies maximise the benefits, both tangible and intangible, their

information systems can deliver.

7.3 Effect of the introduction of IS on individual’s operations

Following on from the view of information systems as a tool for automating processes
with little social impact, companies appeared surprised by many of the impacts on
individuals. Many of the effects were seen as positive, giving people increased
independence and improving the quality of their working life. Tools such as e-mail,
word processing and electronic diaries meant there was less need for secretarial support,
and people were able to interact more directly with each other and manage their own

workloads, for examplé being able to write their own documents.

However, the largely unanticipated nature of the effects meant that many of the
advantages could also become problems. The ease of communication through e-mail

meant people felt overloaded, and felt they had to reply as the efficiency of the systems
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meant people knew they had received the message. The speed of interaction meant that
people demanded more information in less time, again increasing the pressure on
people and the feeling of overload. The devolving of document production to
individuals also raised organisational issues, such as the difficulty of maintaining the
consistency of document appearance throughout an organisation. Without an enforced
controlling mechanism, such as a central typing pool following common document
templates, it was harder to ensure people were using any standards that have been put in

place.

The use of centralised information systems had other effects on people. Whilst there
appeared to be little concern over deskilling or job security, there was a feeling of loss
of personal value in some companies through the centralisation of information and
knowledge. People felt their unique value was being replaced by the information
system, and therefore rejected the systems in favour of retaining their own information

store as a means of maintaining their status in the organisation.

The preference for individual needs over those of the organisation is an issue
companies need to address. Seeing information systems as social systems may aid this
some way, as more social planning should include more of these issues in information
systems implementation. Increased awareness of social issues and change as emergent
and ongoing should also allow companies to identify issues as they arise, and propose
solutions to them before they begin to harm organisational performance. Including
users as part of the information systems planning and development process can increase
the feeling of ownership and therefore reduce the chances of systems rejection,

although there is also an increased potential for factionalism between groups favouring
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different solutions. Careful management is required, but can result in improved

acceptance of systems, and less chance of inappropriate systems being developed.

7.4 Perceptions of current impacts and future effects

Pharmaceutical companies were generally extremely positive about the impacts of their
information systems in terms of information processing and information management,
but felt that there was little or no overall organisational effect. Many companies felt
that information systems would not produce such organisational effects, and were

therefore not disappointed at the lack of impact.

Of more concern to some was the lack of obvious return on their investment in terms of
an overall reduction in R&D time, leading to a competitive advantage. The expected
time savings from automating information processing and information flows had not
been reflected in reducing the overall drug R&D time. Much of this can be attributed to
other organisational effects not included in the companies’ information system planning

acting to reduce the overall impact from increased process efficiency.

The perceived solution to the lack of current organisational performance improvement
was largely felt to be more of the same automation and improvements on existing
automation. = The pharmaceutical companies’ limited view of the potential
organisational impacts from information systems meant there was no concept of an
organisational component, or of using information systems for anything other than
automation. Many companies felt they needed “better information systems” or better

use of their existing systems, but were unable to define what these terms meant in
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practice. As a result, planning for these new systems is unlikely to differ from that

already used.

Companies need to recognise the organisational effects information systems have at all
levels of an organisation. Companies can then begin to use these effects to enact more
radical changes, potentially increasing the benefits from their investment. Awareness
of the potential for organisational reform alongside the introduction of new systems

may allow companies to develop the better systems and systems use they seek.

The use of information systems for organisational change does not require the
automatic formal linking of information systems strategies to other business strategies.
Companies have benefited from the flexibility the separation of these strategies has
allowed them, but there needs to be greater interaction between information system
planning and business analysis in order to identify areas where information systems can
have a positive organisational impact. Working with the user communities should also
help develop both information systems and organisational changes appropriate to the
organisational needs, and therefore more likely to provide organisational benefit over

and above the process benefits already being seen.

7.5 Perception of the future role of information systems in the

pharmaceutical industry

Much of the view of the pharmaceutical companies as to the future role of information
systems was based on the perception of IS as an automating tool, rather than as an

enabler of more radical changes. Much was also driven by the need to see tangible
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benefits from investments, translating into a competitive advantage for the companies
where possible. There was little talk of collaboration on projects such as Computer
assisted regulatory applications (CARAs) or data format standards for use with Clinical

Research Organisations (CROs).

The larger companies with larger IS budgets appear to be dominating information
systems developments, especially in the absence of concrete standards from
independent bodies such as the regulatory authorities. Developing standards for
CARAs was mainly based on companies’ expertise and experience in the United States,
limiting experience to larger, globally based companies. Smaller research based or
generic companies find it harder to influence debates due to their comparative lack of

IS power.

The control of IS developments by a few large companies should be a concern to the
industry as a whole. If some companies can effectively dictate developments such as
regulatory requirements then the independence of the processes is at risk. The
perceived power vacuum at the European Medicines Evaluation Agency (EMEA), who
have not issued standards for developments such as electronic submissions, means that
the use of the regulatory process as a competitive arena is unrestricted. The power of
larger companies may force smaller companies out of the arena, and may mean valuable

ideas are not developed because they came from the wrong company.

In order to avoid this, collaborative working needs to be introduced as a means of
developing new systems and standards without leaving some companies unable to

compete. Collaborating with other companies and with regulatory authorities to
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develop common standards should be seen as benefiting all companies, as none will

have to worry about choosing ‘wrong’ systems.

Pharmaceutical companies also need to work more closely with the IS community in
order to gain access to the expertise to enable them to maximise the benefits from their
information systems, and to help develop the better information systems they want in
the future. Across the industry, this can help with tools such as Electronic Data
Interchange (EDI) and working with CROs, and electronic submissions. The impacts
of future mergers and acquisitions could be reduced by working ahead of the merger to
match up information systems components, rather than having to adjust later and

potentially lose competitive ability.

7.6 Conclusions Summary

Information management was important to companies’, who saw information as
inherently valuable and important to fheir ability to compete successfully. Information
systems were seen as a means of automating company operations, and were not seen as
a tool for organisational or process change. Efficiency was seen in technical rather than

process terms, which could result in increased inefficiency overall.

The individuals interviewed saw information systems as overwhelmingly positive,
although there were negative effects such as information overload. However, these
problems were seen as problems with the way people used the information systems,

rather than due to the information systems themselves. Some people felt a threat to
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their status from the opening up of information access, which had lead them to reject

the corporate information system and retain their own information store.

The current impacts were generally felt to be beneficial, although there was some
concern that the information systems had not yet lead to the anticipated reduction in
R&D time. In the future companies were looking for more electronic based standards,
for example in the area of electronic submissions, but were less confident about the

ability of groups such as the EMEA to enforce such standards.

Pharmaceutical companies have undoubtedly benefited from their use of information
systems, essentially in terms of the volumes of information they are now able to
manage, and the speed with which information can be processed, analysed and
disseminated. However, in order to maximise benefits and realise some of the long
term competitive advantages they seek, they need to use information systems’
capabilities to enable more fundamental organisational changes. Information systems
can enable greater inter-departmental interaction, easier transfer of information along
the development process, and greater connectivity with external organisations.
Organisational changes are occurring, and need to be recognised and managed more
carefully than at present, but the apparent long-term commitment of companies to their

information systems means that such changes have the potential to benefit companies.

Companies also need to be more realistic about their expectations in terms of the effects
information systems can have. Companies already see information as one of their most

valuable resources, and this must continue. The ability of automation alone to bring
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long-term competitive advantage is unlikely to be realised. However, the correct use of
information systems along with other factors such as the quality of information and
staff, and an acceptance of the need for continual change and development, may ensure
companies do benefit from their investment. On balance though, it is the quality of
information, and the ability of the staff to use it which appear to be the source of more

sustained competitive advantage, not the technology supporting these activities.

The tables below summarise the main good and bad examples of IS use in the
pharmaceutical companies visited, and provide brief recommendations for the ways

pharmaceutical companies should be seeking to develop their information systems in

the future:
Section 1: Information Departments
Good e IT plan governing information systems development (1C)
e Use of standard IT packages in the information systems, rather
than bespoking (1C, 1E, 1J, 1K)
e Open access to information from external sources stored on the
internal database (1D, 1E, 1G)
e Trapping of internally generated laboratory data onto databases
(1E, 1G, 1H, 1K, 1L, IN)
e All departments using the same information system (1H)
e Internal reports are stored and accessed on the internal database
(1H, 1J)
Bad e Different departments transformed data from the same database
into incompatible formats (1A)
e Information group seen as the “Department of last resort” (1B)
e Regulatory department decided not to be part of the planning
for a new IT system (1C)
e Laboratory equipment not linked or networked (1L)
e Internal bespoking of new information systems (1F, 1L)
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Section

: Information Departments

Recommendations

Systems should not be bespoke, but use off-the-shelf packages
to ease training and maintenance.

Information should be stored in areas with easy access for
scientists, e.g. internal databases

Laboratory information automatically trapped into a database,
with all equipment linked in

The information systems throughout the company should be
compatible, although not necessarily completely integrated

Table 23 : Summary of conclusions from the Information Departments visited in this

research

Section 2: R&D Departments
Good e Experimenting with Remote Data Entry (RDE) (24, 2G, 2M,
2N)
e Attempt to use CROs with compatible software where possible
(2A, 271,2L)
e Internal clinical trials data stored electronically (2K)
e Laboratory data automatically trapped into an internal database
(2G, 2H, 2L)
e Integration of information system components where possible
(23, 2N)
Bad e Allclinical trials data transferred on paper, even if created
electronically (2B, 2C, 2F)
e Manual entry of laboratory data (2E)
Recommendation | e Laboratory information automatically trapped into a database,

with all equipment linked in

Clinical trials information should be kept in electronic formats
where possible, including data from CROs

CROs should produce data in compatible electronic formats
wherever possible

Table 24 : Summary of conclusions from the R&D Departments visited in this research
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Section

[93)

: Regulatory Departments

Good

Use of computer based communication to speed up
interactions with other sites and countries (3A, 3F, 3H, 3K,
3N)

Regulatory documents prepared electronically (3C)
Documents received electronically from other sites (3D, 3F,
3L)

Increase in the quality of audit trails with information systems
(3E)

Development of a global database management system (3F,
3L)

Bad

Regulatory information stored in separate locations on paper
(3A, 3F, 3G, 3H, 3K)

Incompatibilities between information systems on different
sites made information transfer difficult (3B, 3G)

Data and documents only managed on paper (3E)
Information overload (3B, 3H, 3J, 3N)

Recommendations

Data and regulatory documents should be created and managed
electronically wherever possible

Central data repositories allow access for all people to the
documents they need

Compatibility between different systems, and between
different company sites, to allow the best possible interactions

Table 25 : Summary of conclusions from the Regulatory Departments visited in this

research
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8 RESEARCH CRITIQUE AND SUGGESTIONS FOR FUTURE RESEARCH

This chapter will provide a brief critique of the research undertaken, followed by
suggestions for areas for future research looking at the impact and effect of information

systems within the pharmaceutical industry.

8.1 Research Critique

The research carried out for this thesis provides a valuable snapshot across a wide range
of pharmaceutical companies, looking in breadth at an overview of various issues.
However, companies were only visited once, and the three rounds of visits were
conducted over a two year period. Both during the time the visits were being conducted
and since they were concluded the industry has changed in many ways, for example
some of the companies visited no longer exist as separate firms, but have been acquired
or merged with others. In an industry such as the pharmaceutical industry, such
turbulence is likely to affect most research carried out over any significant period of
time. Such changes meant that some companies could not be visited or studied in

detail, and this will have an effect on the how representative the findings are.

The time needed to conduct the visits and write this thesis also means that companies
which have not merged or been acquired may still have moved on from where they
were when visited. This may mean that the specific situations discussed may have
changed for some companies, though it is unlikely that the higher level strategies and

approaches will be radically different.
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Return visits to companies a set time after the initial visit may have helped to reduce
the degree to which changes in the industry affect the findings, but the purpose of the
research was to gain a broad understanding of the underlying themes, with specific
situations illustrating these themes. Changes in specific situations are therefore less
likely to undermine the research than changes in broad themes, which are less likely to

change radically within the timeframe of this project.

A relatively small sample of companies was visited in this research project. Much of
this was controlled by the number of companies who were prepared to discuss their
information systems, although a company’s refusal to discuss their information system
may in itself be an indication as to the value they attribute to their systems. However,
the smaller number will mean that the final analysis and conclusions may not be as

representative of the industry as a whole as a larger sample could have been.

Within each company, certain levels of personnel were approached for interviews. The
purpose was to maintain a more strategic view, as opposed to an operational level view.
Again, the result is that the research is only representative of one section of the
companies, and does not necessarily represent all levels. More interviews could have
been conducted with different people in the departments during each visit, which could

have yielded a richer picture.

Future research projects may wish to concentrate on one particular section of the
industry, and study this in greater depth. Based on the sample covered in this research,

the industry can probably be divided into three sections: the large multinational
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companies, the small to medium sized companies or subsidiaries of larger companies,
and the generic companies which tend to be small and more market focused than the
ethical companies due to the nature of their business. By separating the industry in this
way and looking at a section in greater detail, it will be possible to study the issues in

more depth and produce more specific conclusions.

Another approach may be to study a much smaller cross-section of companies in greater
detail. This could be achieved by interviewing a far wider range of people in the
companies visited and comparing findings between different levels of employees, or by
interviewing the same people several times over a period of time. These approaches
would be especially valuable during a time of change in the information systems, such
as those being planned at company 2N. Themes such as studying the planning
processes used, and the reactions of the users to the new system as it was announced

and introduced could be evaluated over a period of months or years.

The research presented in this thesis was intended to provide a general view of
information systems use in the industry as it was at the time. The analysis and
conclusions have presented some main themes, which future research projects can
hopefully build upon in order to develop them further, and go deeper into the causes
and possible cures for some of the issues raised. The following section will outline
some proposals for potential future research projects, based on the themes found from

this research.
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8.2 Future Research

As mentioned above, future research should centre on studying particular sections of
the pharmaceutical industry, and the use of information systems in the companies
concerned. The use of longitudinal research methods will enable a more detailed
picture to be built up over time for the same company or department, so allowing the
changes over time to be tracked through [Vitalari 1985]. This will be especially
important for tracking the planning undertaken before new systems are introduced, and
measuring the reaction of the users to the systems during planning, implementation, and
for a time afterwards. Themes such as the scope of planning, including the
compatibility with existing parts of the information system, and possible resistance to
change from the users can then be followed through. Compatibility and resistance to
change were both issues raised in this research, but for which there was insufficient

time and data to analyse in greater detail.

Longitudinal research can also be used to track changes in companies’ systems during a
merger or acquisition [Nolf & Wimer 1997; Merali & McKiernan 1992]. With so
much merger and acquisition activity going on and companies becoming more
dependant on their information systems, the possible disruption to information flows
and supply can threaten a company’s ability to continue to research and develop new
products at the same rate as before. Company 2H discussed the effects of a merger
several years ago on their information systems department’s ability to maintain a focus
and develop the systems necessary to support the business needs. In a similar way,
several large mergers have meant that the newly formed companies have had to drop
several research projects. The evidence presented in Table 2 shows the effect this may

have on a company’s market share. Information systems are important in providing
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information for managers to make such strategic decisions. Any disruption to the
information supply may therefore hinder the decision making process [Harrison 1996;
O’Reilly 1980; Wilson 1994]. The information supply to the scientists is also vital to a
company’s ability to continue competing successfully, so any disruption at this level

may harm the long-term competitive abilities of the new pharmaceutical company.

Areas to research will be the effect of the amounts of information gathered on the
timeliness of decision making about both business strategies and individual research
projects, and the quality of the decisions made. Research should also cover the
perceptions and behaviours of those making the decisions, to establish their information
needs and desires as the two may be different, and their confidence in making decisions
with different types and amounts of information. From this an idea of the type of
information used can be gained, for example raw data or summarised reports, as well as
an appreciation of the amount of information people want for decision making and why
they feel the need for this information. These findings will be important in relating to
phenomena such as information overload, the effects of separating scientists from the
raw information sources, and their trust in centralised information gathering groups to

provide the correct information.

The views of those people depending on the decisions made may also be of interest, for
example the views of scientists in research groups about the decisions made on which
projects to take further. Gathering information about the confidence they have in
decisions where an increased amount of information has been analysed may again help

to explain why people feel the need to gather more information in order to make the
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same decisions as before, and may again help to explain some of the underlying

pressures causing information overload.

Disruptions to the supply of information may occur in companies even if there is no
planned change to the company structure. In this research project, issues of information
overload and possible problems finding the information required have been mentioned

by several of the companies.

One area of research of interest is the pharmaceutical industry’s use of gatekeepers
[Metroyer-Duran 1993; Taylor 1986]. Gatekeepers are people responsible, either
formally or informally, for sharing information between groups and ensuring that the
information flows as needed. Gatekeepers may have a variety of roles and functions,
and can help companies overcome some of the effects of fragmentation by bridging
gaps between departments and therefore acting as an interface for information needs, as

well as a supply route.

Study into pharmaceutical companies’ use of gatekeepers will first need to find where
they exist, and whether their gatekeeper role is formal or informal. The organisational
environment is also important as degrees of fragmentation may affect both whether
gatekeepers exist, and how their role is defined and shaped. Having established
whether companies have gatekeepers, the drivers behind their institution are important
as this will affect their successfulness and the degree of support they receive from the

organisation and their local environment.
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The effect gatekeepers have on their local environment will need to be measured in
some way, both from the gatekeeper’s perspective in terms of how successful they feel
they are being as suppliers, and from the perspective of those relying on the gatekeepers
to supply the information they need for their jobs. This will probably need to use an
interpretive research approach, as used in this project, in order to assess the perceptions

of those affected regarding the information supply.

An associated topic for further research, and a theme from this thesis, is the topic of
information loads [Schneider 1987; Wilson 1993]. Although information overload was
mentioned most frequently, there is also an issue of information underloading affecting
performance, as mentioned in section 6.1. Information overload itself is a complex
problem, with a variety of potential sources and causes such as the abuse of e-mail, or
the desire to have more information in order to feel more confident when making

decisions.

Research into this area will have to study a small number of companies in great depth,
and cover a wide range of people within the companies studied. A mix of both
quantitative and qualitative research approaches may be required in order to assess the
perceptions of information loading, as well as some comparative work between
different situations to look at decision making efficiency under different information

loads.

The main themes to be investigated should include the types of information people feel

they need in order to perform satisfactorily, the ways in which they gather this
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information, and the sources they use. The sample groups should include suppliers,
users and their managers, so that perceptions could be gathered from those responsible
for supplying the information, and managers’ perceptions as to how their staff operate
with the current information load. Consequently, comparisons can be made between
the perceptions and opinions of those supplying and those using the information
regarding views on the amount of information supplied, and the ways in which the

information is used.

The research topics will have to include the reasons people had for needing the
information, and the presumptions driving those supplying the information, and the
types of information supplied, for example raw data or summarised reports. The
formats used to gather and circulate the information will be important in establishing
whether the move to more electronic sources is an underlying cause of overload. The
reasons for requesting information will need to be examined, as this will help determine
other potential causes of overload such as confidence in decision making abilities.
Assessing the decision making performance of those who feel both overloaded and
underloaded will be important, from the perspective of both the person concerned and
those responsible for monitoring their decision making performance. This will provide
a good comparison as to whether the feeling of overload or underload relates to job

performance, and if so, in what ways it affects people.

Underlying much of this research is the need to fully understand information flows in
pharmaceutical companies [Collins & Straub 1991; Daft & Macintosh 1981; Delahanty,

Sullo & Wallace 1982; Pool 1983; Luckenbach 1988]. The approach of many of the
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companies visited in this research has been to use computerisation to automate their
formal communication processes, such as the gathering of information from external
sources and the management of internal documents. Less attention has been paid to the
informal communication channels which develop over time. The use of
communication tools such as e-mail may also threaten the richness of informal
communication, as people use less person to person contact but communicate based on

job roles or functions rather than on a personal level.

Communication between people is vital for organisations to function as efficiently as
possible, and comparisons between different styles and degrees of reliance on
information systems may highlight more effective styles and practices companies could
use. Information flows will be different for each company, but general themes and
types of flow should be present. There may be differences between generic and

research based companies, which will provide a basis for analysing the research data.

Studies on information flows will have to be detailed, therefore concentrating on one or
two companies at a time. Interviews will have to be wide ranging, covering as wide a
range of people and job types as possible. The research may again be a mix of
quantitative and qualitative work, to compare both the amounts of information being
processed, and the feelings of those who use the systems. Themes should include the
amount of information accessed from formal systems, such as centralised databases, as
well as the amount of informal communication and information processing.
Perceptions of the changes over a period of time will help illustrate the effects of
computerisation on the way people communicate, and the way information flows

through an organisation. Studies following people over a period of time will help to
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show the various ways in which they communicate, and the mechanisms they use in

different circumstances.

Alongside these research topics into information systems, there are also other potential

areas for further research into the organisational aspects of information systems.

The increasing use of Contract Research Organisations (CROs) means that
pharmaceutical companies are having to adapt their information management strategies,
irrespective of whether they are using tools such as remote data entry (RDE) or not
[Wyse 1992; MacMillan 1994; Edwards 1990; Rondel et al. 1993]. Such research
should also involve visiting CROs involved in all stages of clinical research in order to
gather their views on their information management requirements, and the likely
impacts of pharmaceutical companies’ enforcing particular requirements. The use of
RDE should also be studied, again from both pharmaceutical company and CRO
viewpoints, in order to assess the impact not just on the pharmaceutical companies’
information management policies and strategies, but also the impacts on the CROs.
This will provide an important basis for studying the development of inter-
organisational information systems, and the way the differences in expectations and

motivations between the two parties are handled.

The information management topics should cover the requirements for successful
sponsor-CRO partnerships, and the way pharmaceutical companies would integrate the
CRO data into their information systems. Other topics should include the effects of

changes in data formats, changes to guidelines affecting study report contents, and the
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way studies are written, including whether this is by the CRO or sponsoring

pharmaceutical company.

Another important factor relating to inter-organisational information systems is the way
in which contracting out is managed. This will affect the preparation for the clinical
trial, and communication during the trial. Communication patterns and styles differed
between companies in this project, and further research will help discover the ways in
which people use the various communication media, and which they feel is the most

appropriate and why that is so.

Another organisational theme with implications for information systems is the process
of organisational change and the role information systems play in this, both formally
and informally [Galbraith 1977; Henderson & Venkatraman 1990; Keen 1981;
Mintzberg 1978; Galliers 1991]. Throughout this research there has been an
acknowledgement of the lack of formal links between organisational change at the
process or structure level, and information systems. However, many of the issues such
as information overload, organisational fragmentation, and deliberate resistance to
change can be linked to IS related organisational change. The role of emergent change
is also relevant [Orlikowski 1996], as this may affect both organisations and their
information systems, and the way information systems shape processes, for example the
of the increasing independence and freedom to communicate people felt when they

used electronic mail.
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Research into this area should cover the formal links between planning for
organisational change and the information systems considerations, or lack of them. The
use of information systems to communicate the planned changes is also important
[More 1991], as this may informally link information systems change to process or
organisational change. Comparisons should be made between the different ways of
linking changes, and whether these were managed top-down, bottom-up, or using a mix

of the two approaches.

The area of process change should also be included, as this may relate to organisational
changes. The way in which processes are changed will need to be studied to assess the
impact from information systems, both formally and informally, and to discover
whether or not there has been any process change attributable to information systems.
Most companies visited in this research did not feel there were any organisational
changes resulting from the introduction of information systems. The research should
investigate why people have this perception, and whether experiences of information

systems related organisational changes would change these views.

The effect of information systems on organisational structures is also an area needing
research [Hughes et al. 1994; Marcus & Robey 1988; Ransom, Hinings & Greenwood
1980; Burn 1989; Davis 1974]. This brings in elements from the other areas for future
research mentioned so far, such as gatekeepers, organisational change, and the effects

of using CROs on the information management strategies [Karlton & Johnston 1997].
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The link between information systems and organisational structures are important, as
information systems need to be able to fully support the structure and enable it to
function as required, and for the processes to work as expected. However, the systems
must also be capable of adapting to changes in structure and enforcing these changes in

necessary.

The role of information systems in supporting organisational structures will require in
depth analysis of a few companies, first to establish their structures, then to assess the
impacts of organisational structure and information systems structure on each other, and

establish the links between the two.

The role of information systems in supporting organisational structure phenomenon
such as globalisation and the centralisation of standards and information gathering.
Unexpected emergent effects should also be studied, including the rejection of new
information systems and the reasons for this, and information systems induced

organisational fragmentation [McGrath et al. 1994].

Following on from this, research should seek to establish what remedial action
companies were taking, such as the use of gatekeepers and the enforcement of
standards. The research should discover whether pharmaceutical companies see the
problems as IS related, and whether they are implementing IS or organisational

solutions.
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Overall, this research project has provided a basis and background for many further
themes and areas for study. The areas for further study outlined here are based on
findings from this research, and concentrate on the impacts information systems have
had in pharmaceutical companies, and the companies’ abilities to operate efficiently,
innovate and compete successfully against their rivals. There is also the need to study
the effects of the information systems on the people using them, as well as the
managers interviewed for this research project. Gathering information from people
using the systems allows a richer picture to be developed, which may in turn help

pharmaceutical companies develop the better information systems they are looking for.

8.3 Chapter Summary

The main critique of this research project was the breadth and depth of the information
gathering. This was affected by several factors, such as a company’s willingness to talk
about their information systems, whether they felt there was an information system to
talk about, and the turbulence caused by the mergers and acquisitions between
companies. As a result, the sample of companies visited is small, and may not be truly
representative of the whole industry. The mergers and acquisitions may also raise other
IS issues relating to information management and organisational change not fully

covered by this research.

Future research should attempt to look at companies in more depth, using a variety of
methods such as longitudinal research or case studies. Such approaches would allow
greater depth of research, and greater insights into the way companies plan and use their

information systems. Areas of interest would include the way information affected
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strategic decision making, including decision support systems. Information loads and
the feeling of overload or underload are important, including the role of gatekeepers.
Organisational change needs to be studied, including what is expected, what changes
actually happen, and the way in which changes are managed. Finally, research can be
conducted into the relationship pharmaceutical companies have with external
organisations such as CROs and the impacts of IS, including the use of remote data

entry, concerns over access to data, and control over standards.
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