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ABSTRACT
We describe the implementation of a laser control pulse in the quantum-Ehrenfest method, a molecular quantum dynamics method that
solves the time-dependent Schrödinger equation for both electrons and nuclei. The oscillating electric field–dipole interaction is incorporated
directly in the one-electron Hamiltonian of the electronic structure part of the algorithm. We then use the coupled electron-nuclear dynamics
of the π-system in the allene radical cation (●CH2==C==CH2)+ as a simple model of a pump–control experiment. We start (pump) with a
two-state superposition of two cationic states. The resulting electron dynamics corresponds to the rapid oscillation of the unpaired electron
between the two terminal methylenes. This electron dynamics is, in turn, coupled to the torsional motion of the terminal methylenes. There
is a conical intersection at 90○ twist, where the electron dynamics collapses because the adiabatic states become degenerate. After passing the
conical intersection, the electron dynamics revives. The IR pulse (control) in our simulations is timed to have its maximum at the conical
intersection. Our simulations show that the effect of the (control) pulse is to change the electron dynamics at the conical intersection and, as
a consequence, the concomitant nuclear dynamics, which is dominated by the change in the torsional angle.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0015937., s

INTRODUCTION

Molecular quantum dynamics simulations1 are an essential tool
to provide a molecular-level and electron-level understanding of the
results observed in spectroscopy experiments, particularly where the
initial pulse creates a superposition of adiabatic states.2,3 The oscil-
lating electric field of the pulse interacts with the electronic wave-
function, which, in turn, will modify the dynamics of the nuclear
wavefunction due to the coupling between the electronic and nuclear
motion. The goal of this work is to simulate the effect of a con-
trol pulse to manipulate the dynamics of the molecular wavefunc-
tion near a conical intersection. Some examples of other different

algorithms for studying such effects can be found in the literature.
To cite just a few examples, the previous work has included the
effect of an external field in dynamics near a conical intersection by
using a diabatic dipole moment and transition dipole moment dot
product with the electric field4–6 and by using the optimal control
formalism.7

In a recent work, we have used our Quantum-Ehrenfest (Qu-
Eh)8 method to follow the electron dynamics associated with
a pulse that creates a superposition of adiabatic states. In this
paper, we discuss incorporating a subsequent IR control pulse
in the Qu-Eh simulations. The Qu-Eh method is a quantum
molecular dynamics method related to the Direct Dynamics
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variational-Multiconfiguration Gaussian (DD-vMCG)9 for nuclear
motion but using an Ehrenfest method to describe the electrons.10

A comparison of both methods for different organic molecules was
done by Jenkins et al.8 Both the electrons and nuclei are propa-
gated on-the-fly using a variational solution of the time-dependent
Schrödinger equation. The molecular wavefunction Ψ(R, r, t) in Qu-
Eh, starting from an exact factorization,11–13 is a function of the
degrees of freedom of the nuclei R, the electrons r, and time t and
is given as a product of a time-dependent electronic wavefunction
ψ and a nuclear wavefunction χ [see Eq. (1)]. The nuclear wave-
function χ is a function of time and nuclear coordinates R and is
described with a basis of Gaussian wavepackets (GWPs) [see Eq. (2)].
The explicit form of a GWP is given in Eq. S1 of the supplementary
material. The electronic wavefunction ψ is a function of time and
electron coordinates r with the nuclear coordinate R as a parameter
and is described with a linear combination of many-electron basis
states ψs with coefficient cs varying in time [see Eq. (3)]. A review of
the Qu-Eh algorithm is given in the supplementary material,

Ψ(R, r, t) = χ(R, t)ψ(r, t;R), (1)

χ(R, t) =∑
i
Ai(t)gi(R, t), (2)

ψ(r, t;R) =∑
s
cs(t)ψs(r;R). (3)

For allene, the Ehrenfest electronic structure method is used with
a complete active space configuration interaction (CAS-CI)8,14

method with an active space of three electrons in two localized π
orbitals, as shown in Fig. 1. The nuclear dynamics is described within
Qu-Eh using a set of 16 GWPs to represent the nuclear wavefunc-
tion, which evolves on the time-dependent Ehrenfest potential.11–13

The nuclear dynamics is propagated using the Qu-Eh method
implemented in Quantics,15,16 which has been interfaced with a
development version of Gaussian17 for the electronic structure
method.

In Quantics, a set of vibrational normal mode (NM) coordi-
nates is used as an orthogonal basis. The coordinates Q employed
for the dynamics correspond to a mass-frequency scaled normal
coordinate displacement with respect to an initial reference geom-
etry.18,19 The conversion between the Cartesian coordinate displace-
ment (with respect to the reference geometry) rα and the normal
mode displacement Qi is given by Eq. (4). A matrix K containing
the normal modes i expressed in mass-weighted coordinates α, is
required as input to transform the Cartesian coordinates into nor-
mal mode coordinates, which have been obtained from a frequency

FIG. 1. Localized π orbitals included in the active space.

calculation. The coordinate Qi is then obtained by scaling it with the
mass Mα of the atom of coordinate α and the frequency ωi of normal
mode i,

Qi =

√ωi

h̵ ∑α
Kαi
√
Mαrα. (4)

The initial conditions correspond to (i) an initial superposition of
the adiabatic electronic states and (ii) an initial nuclear wavepacket
centered at the initial geometry, represented as a linear combination
of 16 GWPs distributed in phase space with a momentum distribu-
tion, i.e., they have the same initial geometry but a different velocity
for the center of the GWP. We also use a narrower width for the
GWP to avoid numerical problems for the integration in the region
of turning points (TPs) in electron dynamics (see the details of the
initial conditions in the supplementary material).8

The expectation values are evaluated by averaging over the 16
GWPs using the gross Gaussian population.20–22

THEORY: INCLUDING THE EFFECT OF THE CONTROL
PULSE IN Qu-Eh DYNAMICS

We now discuss including the effect of the control pulse in
the Qu-Eh dynamics algorithm. This is accomplished by adding a
time-dependent term in the electronic Hamiltonian.23–25 The inter-
action between the electronic wavefunction and the oscillating elec-
tric field E⃗(t) is included by adding the dipole–electric field term
⟨i∣⃗r∣ j⟩ ⋅ E⃗(t) to the one-electron electronic Hamiltonian hel, as shown
in Eq. (5). The term ⟨i|h0| j⟩is just the nuclear attraction plus kinetic
energy, and ⟨i∣⃗r∣ j⟩ are the dipole integrals. This implementation is
straightforward in the Qu-Eh method due to the use of a single
time-dependent potential energy surface. Other methods of includ-
ing an external electric field in dynamics have been accomplished by
including the product of the field with the transition dipole moment
in the equation of motion,26,27 propagator for semi-classical dynam-
ics,28 a local-control method,29 and a Floquet Hamiltonian.30 A more
detailed review can be found in the paper of Antipov et al,31

hel(t) = ⟨i∣h0∣ j⟩ + ⟨i∣⃗r∣ j⟩ ⋅ E⃗(t). (5)

The ionization process with the pump pulse is treated with the sud-
den approximation, where the dynamics is initiated on the superpo-
sition of cationic states. For the simulation, we just assume an initial
electronic state that corresponds to the situation with a lone electron
localized on one of the π orbitals (Fig. 1). This situation corresponds
to the superposition of the two adiabatic states. The initial geometry
is the neutral ground state structure with the dihedral angle between
the carbon and hydrogen atom set at 45○. The computational details
are given in the supplementary material.

TABLE I. Parameters of the pulse included in dynamics given in SI units (left) and
atomic units (right).

E0 5 × 109 V/m 0.009 8 a.u.
ω 3.7 × 1014 Hz 0.056 25 a.u.
t0 15 fs 620.120 6 a.u.
γ 0 0
w 15 fs 620.120 6 a.u.
σ 0.0785 fs−1 0.001 899 a.u.
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The pulse, as implemented in the Qu-Eh dynamics, models an
experimental setup with a Ti:sapphire chirped-pulse amplification
laser system with short IR pulses.32,33 The pulse E(t) is represented
[see Eqs. (6a) and (6b)] by a Gaussian centered at a t0 of 15 fs
with a full-width at half maximum w of 15 fs, a maximum electric
field E0 of 5 × 109 V/m, an oscillating electric field frequency ω of
3.7 × 1014 Hz (the photon energy of 1.5307 eV), and a phase γ of 0
(see Table I). The field is polarized in the direction of the molecular
axis (along the C==C bond), and a plot of the electric field profile can
be found in Fig. S1 of the supplementary material,

E(t) = E0 ⋅ cos(ω(t − t0) + γ) ⋅ exp(−(σ(t − t0))2
), (6a)

σ =

√
2ln(2)
w2 . (6b)

FIG. 2. Average spin density (in white) and its spread on the terminal carbon C2
for the 16 GWP dynamics (a) without a pulse and (b) with a pulse. Atom labeling
is shown in Fig. S2 of the supplementary material.

RESULTS AND DISCUSSION

In the current work, we have included the interaction of an
external electric field with the molecular wavefunction only at the
electronic level directly in the one-electron Hamiltonian. However,
further terms could be added; examples include the molecular dipole
moment interaction into the equation of motion of the GWP or the
derivative dipole moment in the calculation of the gradient of the
potential. The pulse used in the dynamics as well as the orientation
of the field with respect to the molecule has been chosen for inves-
tigating the non-resonant interaction34 of the field with electron
dynamics with the purpose of steering the dynamics near a conical
intersection.

The time-evolution of the system can be followed either by
monitoring the evolution of the center of the nuclear wavefunction
or by monitoring individual GWPs. We shall discuss the overall
behavior of the complete nuclear wavepacket first using the spin

FIG. 3. Adiabatic state populations averaged over GWPs for (a) no pulse and (b)
with pulse dynamics.
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density and then via normal mode displacement analysis. We focus
our analysis on the torsional motion and the asymmetric C==C bond
stretching that spans the branching space for the lowest two cationic
states of allene.35 We also look at the symmetric C==C stretching to
monitor the overall change for the C==C bond length due to the loca-
tion of the charge. Subsequently, we will also look at the behavior, in
detail, of one of the individual Gaussian wavepackets, GWP 6, that
corresponds to an initial excitation of the normal mode for torsion.
A similar analysis of all the 16 individual GWPs can be found in the
supplementary material. The basis of 16 GWPs was employed to fill
the half-shell in the momentum distribution (i.e., only the positive
momentum of each normal mode is described with a function). In
the current work, we do not focus on the convergence of the dynam-
ics with the number of basis functions. However, it is known in the
literature that full quantum dynamics methods can converge with a
small number of basis functions,9,36 and the basis chosen resulted in
functions that retain a low weight through the propagation (Sec. 7
of the supplementary material), which is an indication that it is large
enough for reasonable results.

We have chosen to follow the spin density of the unpaired
electron to understand the electron dynamics. The spin density pro-
vides us with information about the location of the lone electron
and has the advantage that it is not dependent on the details of
the electronic structure method.37 The analysis of the propagation
of the nuclear wavefunction is done in the normal mode displace-
ment basis (averaged over the weights of the individual GWPs; see
Table S1 for the gross Gaussian population of the GWP at differ-
ent times). We use this representation for the GWP because of the
orthogonality of this representation and the ability to easily iden-
tify the relevant degrees of freedom compared to the Cartesian
representation where the degrees of freedom are strongly coupled
together.38

We first discuss the electron dynamics, which we visualize with
the spin density on the terminal carbon atom 2 (C2) (averaged using
the weights of the GWP). The complementary data for carbon atom
3 (C3) can be found in Fig. S4 of the supplementary material. The
labeling of the atom can be found in Fig. S2 of the supplementary
material. In Fig. 2, we show the average spin density (in white) as well

FIG. 4. Normal displacement for the center of the nuclear wavefunction. The torsional motion with normal mode 5: (a) without a pulse and (b) with a pulse. C−−C stretching
and H−−C−−H bending with normal modes 8 and 11: (c) without a pulse and (d) with a pulse.
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TABLE II. Turning point (TP)/torsional angle of NM 5 in Fig. 6.

Time (fs) No pulse Pulse

23 113 (TP) 95 (TP)
48 73 67 (TP)
60 58 81

as the spread in this distribution (corresponding to the contributions
of the individual 16 GWPs, which are displayed using a blue color
gradient). In Fig. 3, we show the corresponding averaged adiabatic
populations.

In general, the period of the electron dynamics depends on the
energy gap between the two states that corresponds to the location
of an unpaired electron on either C2 or C3: the larger the energy dif-
ference is, the shorter the period of the oscillations will be. Thus, at
a conical intersection where the energy is zero, the period is infinite
and the electron dynamics collapses. Thus, the change in the period
of the electron dynamics reflects a change in the energy gap as the
geometry is changed.

We now discuss the case where we have no pulse and where the
dynamics begins with an equal superposition of the two adiabatic
states. Looking at Fig. 2(a), we can see that there are four distinct
phases of the electron dynamics: segment 1: 0 fs–8 fs, where we
have oscillatory electron dynamics and the unpaired electron moves
between the two carbon atoms, segment 2: 8 fs–15 fs, where the
system passes near the conical intersection, segment 3: 15 fs–35 fs,
where the electron dynamics revives again, and segment 4: 35 fs
–55 fs, where we again pass the conical intersection. In contrast, for
the case where the pulse is switched on, Fig. 2(b), we see that seg-
ments 1 up to 8 fs are not changed very much. However, beginning
in segment 2–3: 8 fs–25 fs, we see that the electron dynamics only
partially collapses and continues with a longer period (larger gap)
until 25 fs. At 25 fs, the electron dynamics partly recovers and it is
composed of a slow and fast oscillation.

Thus, the electron dynamics of the average of the 16 GWPs is
strongly affected by the pulse particularly in the conical intersection
region near 15 fs. However, a large spread can also be observed for
the spin density on the individual GWP, as shown by the purple lines
in Fig. 2. Thus, one must look at the individual GWP for a detailed
understanding, and we return to this subsequently.

The response to the pulse also manifests itself in the adiabatic
state populations shown in Fig. 3. On comparing segment 1: 0 fs–8 fs
in Figs. 3(a) and 3(b), we can see that the pulse partly destroys the

TABLE III. Bond length in angstrom for C1−−C2 and C1−−C3 for the sum of NM 8 and
NM 11 in Fig. 6.

Time (fs) No pulse Pulse

C1−−C2 C1−−C3 C1−−C2 C1−−C3

17 1.41 1.32 1.37 1.34
40 1.33 1.37 1.36 1.29
60 1.34 1.32 1.38 1.30

equal superposition of the two adiabatic states from the outset (0 fs).
There is then a partial collapse and revival of the adiabatic popula-
tions in the conical intersection region (segment 2). It remains to try
to understand this behavior of the adiabatic state populations and
the spin density in terms of the nuclear motion.

Accordingly, we now turn to the motion of the nuclei in
response to the electron dynamics. The motions of the nuclei are
monitored either by following a given normal mode displacement
coordinate Qi [Eq. (4)] for the center of the nuclear wavepacket or
by using the nuclear displacement of a specific GWP i + 1, where
the initial conditions correspond to an initial momentum in that
given normal mode Qi. The changes in the period of the electron
dynamics arise from the changes in the nuclear motion. Since the
electron dynamics involves the carbon atoms of the two terminal
methylenes, we expect that the important nuclear motion involves
the torsion and the C−−C−−C stretches. These normal modes are
shown in Fig. S3 of the supplementary material with arrows showing
the direction of motion of the individual atom.

FIG. 5. Energy gap between the two adiabatic states as a function of time for GWP
6 dynamics (a) without a pulse and (b) with a pulse.
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In Figs. 4(a) and 4(b) and Table II, we collect the data for the
torsional motion (normal mode 5). In Table II, we report the data for
one specific dihedral angle (H4−−C2−−C3−−H6) to provide an alterna-
tive interpretation of Figs. 4(a) and 4(b), which effectively shows the
combined motion of all four HCCH dihedral angles in the dimen-
sionless units used for normal mode motion. The plot of the dihedral
angle for the four HCCH where some points were used for Table II
can be found in Fig. S5a of the supplementary material. Without the
pulse, the center of the nuclear wavefunction follows the path from
45○ to 113○ (the turning point at 23 fs) and, thus, goes through the
conical intersection (90○) two times, as shown in Fig. 6(a) (the nor-
mal mode shows a motion down to −6 units and back). With the
presence of the pulse, the turning point still occurs at 23 fs with a
smaller angle (95○) (with a value of −4 units). With the pulse, there
is a turning point at 67○ at 48 fs. While for the case of without the
pulse, the torsional motion continues. Thus, without the pulse, there
is a large amplitude torsion motion 45○ → 90○ → 113○ → 90○ → 73○

→ 58○. In contrast, with the pulse, the torsion is very “tight”:
45○ → 90○ → 95○ (TP)→ 67○ (TP)→ 81○ (i.e., between 95○ and 97○).

Now, we focus on the C−−C−−C stretching motion represented
by the symmetric stretch with normal mode 8 and the asymmetric
stretch with normal mode 11 [see Figs. 4(c) and 4(d) and Table III].
The atomic displacements corresponding to motion in these modes
are shown in Figs. S3b and S3c of the supplementary material
and Table III. Without the pulse, normal mode 8 shows a motion
up to a value of 2 units with normal mode 11 reaching a mini-
mum of −1 units, which corresponds roughly to a bond length of
1.41 Å for C1−−C2 and 1.32 Å for C1−−C3. Both C==C bond lengths
show little variation, with the change oscillating between 1.3 and
1.4 Å. With the presence of a pulse, smaller bond stretching is
observed for the bond length which is shown by a smaller amplitude
for NM 8.

It now remains to understand the relationship of the nuclear
motion (Fig. 4 and Tables II and III) and the electron dynam-
ics (shown in Fig. 2) focusing on the energy gap between the two
electronic states. Let us look at the energy gap for the GWP corre-
sponding to normal mode 5 (GWP 6) shown in Fig. 5. The energy
gap plot for dynamics initiated in the direction of normal modes

FIG. 6. Adiabatic populations along GWP 6: (a) no pulse adiabatic state populations, (b) adiabatic state populations with a pulse, and [(c) and (d)] their corresponding spin
densities.
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8 and 11 with GWPs 9 and 12 can be found in Fig. S6 of the
supplementary material. We can see that the behavior for the stretch
modes (see Fig. S6 of the supplementary material) is hardly affected
by the pulse. In contrast, in Figs. 5(a) and 5(b), we can see that the
behavior of the energy gap before and after the pulse is very dif-
ferent. Thus, it would appear that the electron dynamics and the
torsional motion are strongly coupled, but the stretching is hardly
affected by the pulse. For example, at 15 fs without a pulse [Fig. 5(a)],
the energy gap is almost zero, in correspondence with the collapse
of the electron dynamics between 5 fs and 15 fs in Figs. 2(a) and
2(b). In contrast, in Fig. 5(b), we see a substantial gap at 15 fs. Thus,
between 5 fs and 15 fs, in the case of the presence of the pulse, we see
electron dynamics with a longer period (i.e., small but a non-zero
gap).

The preceding discussion has been focusing mainly on the nor-
mal mode motion averaged over the whole nuclear wavefunction.
Furthermore, the adiabatic population shown in Fig. 3 is for the
complete nuclear wavefunction. In contrast, if we look at individ-
ual GWPs (isolated points from the complete nuclear wavefunction)
as in Fig. 5, we can obtain additional physical insight. The individual
GWPs represent points that were initiated with velocity on a par-
ticular normal mode in the momentum distribution. Thus, GWP 6
corresponds to the GWP that was started with normal mode 5 being
excited. The results for all GWPs can be found in the supplementary
material: Fig. S7 for the adiabatic population, Fig. S8 for the spin
density, and Fig. S9 for the dihedral angle. Comparing with Fig. 5,
Fig. 6 shows the adiabatic populations along GWP 6. Note that GWP
6 decays to the ground state at 15 fs. In contrast, the pulse maintains
the mixed state that leads to electron dynamics, which manifests
itself in the change in spin density. Thus, in Figs. 6(a) and 6(c), with-
out the pulse, the electron dynamics collapses at 15 fs. In contrast,
with the pulse, the electron dynamics persists. The effect of the pulse
is shown more emphatically by examining the spin density of the
individual atoms [see Figs. 6(c) and 6(d)]. Without the pulse, there
is an oscillation of the spin density between the two terminal car-
bon atoms for 30 fs before the lone electron becomes localized onto
one specific carbon atom (atom 2), whereas in the presence of the
pulse, the charge migration persists beyond 30 fs with a spin den-
sity oscillation between the two terminal carbon atoms (atom 2 and
atom 3).

CONCLUSIONS

In this work, our objective has been to describe the effect, on
nuclear-electron dynamics, of including the field of a short probe IR
pulse in the electronic structure method. The pulse was applied near
the conical intersection geometry. We have used a two-level elec-
tronic state model for the allene cation so that the results can be eas-
ily understood. The electron dynamics was observed by monitoring
the spin density on the carbon atoms of the two methylene groups.
The pulse strongly perturbs the electron dynamics at the conical
intersection. As a consequence, the nuclear motion is changed and
we observe a smaller displacement amplitude for both the torsional
motion and the C−−C stretching with the presence of the pulse. The
individual GWPs have a wide range of behaviors for the electron
and nuclear motion. The average allows us to get a global picture
on the effect of the pulse on the dynamics of the complete nuclear
wavefunction.

The possibility of a direct study on how a short pulse affects the
molecular wavefunction opens the door for investigating how fast
electron dynamics interacting with an electric field can influence the
nuclear dynamics.

SUPPLEMENTARY MATERIAL

See the supplementary material for computational details, ini-
tial conditions, the Qu-Eh equation and algorithm, the form of
the pulse, normal modes, averaged results for the spin density and
torsional parameter, and results for individual wavepackets.
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