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Abstract

My aim in this thesis is to explore the potential of a dependency-based theory of syntax
to account for extraction phenomena in English. Dependency grammars differ from
constituency-based theories in expressing syntactic structure through direct relations between
words rather than through their participation in phrase structure. However, whereas the
majority of syntactic theories employing a phrase structure formalism have relatively well-
developed accounts of extraction, dependency-based accounts have, in comparison, been
virtually non-existent. This is surprising given that extraction phenomena constitute a key body
of data, and an important test of a theory’s capacity to account for long-distance syntactic
relations. In order to account for these data theories have often suggested complex analyses
involving multiple levels of représentation and S&ntaictic movement. However, in this thesis I
hope to show that a monostratal theory of dépendency with no such process of syntactic
movement can provide a plausible and adequate account of extraction, which may compete on
an equal footing with more complex approaches advanced in constituency-based theories.

After presenting a wide range of extraction data in the first chapter, in the second and
third chapters I compare and contrast accounts of these data formulated within Principles and
Parameters Theory, representing the constituency-oriented linguistic mainstream, and Word
Grammar, the only dependency theory to offer any account of extraction phenomena. The
fourth chapter will outline an alternative theory of dependency syntax, which I will refer to as
Licensing Grammar (LG). Alt_hoggh LG takes Word Grammar as its starting point, it
incorporates many significant differences from this and other theories, notably in its
reformulation of dependency in terms of licensing. The fifth chapter then examines how LG,
when integrated with a relatively simple parsing-system, can serve as the basis of an effective

account of extraction data.
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CHAPTER 1

AN OVERVIEW OF EXTRACTION

1.1 - Introduction

Of all the constructions of natural language, few have attracted as much attention as
extraction. With the possible exception of passivisation, it is hard to think of any other
linguistic phenomenon that has been so widely. discussed within such a broad range of
theoretical frameworks; within the modern generative tradition of linguistics, interest in
extraction can be traced back to Chomsky (1964), who formulates an early version of the A-
over-A Pririciple (Ross 1967) which, among other things, rules out extraction of a WH-
element from a relative clause. Since then a significant amount of work has been carried out
on extraction-related data within mainstream Chomskyan syntactic theory, and indeed it is no
exaggeration to say that up until 1992, with the advent of the Minimalist Programme, these
issues have in many ways been a defining influence on the course of the theory’s development
from the Standard Theory through to the Principles and Parameters model. Extraction has, of
course, also been widely discussed in and played an important part in the development of a
number of other theories such as Generalised Phrase Structure Grammar (GPSG) (Gazdar
1981, Gazdar et al. 1985), Head-Driven Phrase Structure Grammar (HPSG) (Pollard and Sag
1987, 1994) and Lexical Functional Grammar (LFG) (Bresnan 1982).

However, all of the theories of grammér méhtioned in the previous paragraph share one
important characteristic; they are all constituency-based, in the sense that they seek to express
syntactic structure in terms of configurational phrase patterns. However, in this thesis I will
examine extraction from a different perspectivé, and I will instead explore how these data can
be accounted for in a Dependency Grammar. Dependency Grammar, or DG, is a generic term
which describes any theory of language which expresses syntactic knowledge in terms of direct
relationships between words rather than through phrase structure. DG in its purest form is
represented by only three contemporary theories of syntax, Word Grammar (Hudson 1984-a,
1990), Lexicase (Starosta 1988) and Mel’¢uk’s (1988) theory. However, various other
frameworks also make use to some extent of a dependency-related formalism (Hudson 1993).
This is true, for example, of Case Grammar (Fillmore 1968, Anderson 1971, 1977), Relational
Grammar (Perlmutter 1983) and Categorial Grammar (Oehrle ez al. 1988, Wood 1993).
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It is fair to say that extraction phenomena have received very little attention in DG
compared to constituency-based theories. This is one of the reasons for which, in my opinion,
no entirely adequate dependency-based account of these data has ever been put forward. This
is particularly surprising given that a theory’s treatment of the long-distance syntactic relations
arising from extraction is often considered to be a key benchmark of its adequacy. My central
concern in this thesis, then, is to demonstrate tﬁat a model of dependency syntax, when
supplemented by processing considerations, is indeed capable of offering a plausible and
satisfactory account of extraction phenomena, and one which compares favourably with the
treatment of these data in other theories. As far as I am aware, this is the first detailed
evaluation of a DG’s capacity to account specifically for extraction data.

In sections 1.2 and 1.3 of this chapter I will present a full range of relevant English
data, including constraints on extraction such as ‘island’ phenomena. Section 1.4 will then
discuss some of the implications of these data for syntactic theory, while also presenting a very

brief outline of dependency and constituency-based syntax.

1.2 - The Data

1.2.1 - WH-extraction » |

English, like many other lahguages, displays a phenomenon commonly known as WH-
movement or WH-extraction. This is a syntactic construction which involves the occurrence
of a so-called “‘WH-word’, such as “who”, “what”, “why” or “how” in a clause-initial position

in certain environments, notably matrix interrogative structures such as those in (1):

1) i. What did Balanescu play?
ii. Why did Sid eat a beetle sandwich?

These WH-words are said to be ‘moved’ or ‘extracted’ because they occur in a clause-initial
position which they would not otherwise occupy. In (1i), for example, “what” is the object of
the verb “play”; objects in English generally occur immediately after their governing verb as

in (2), a non-WH equivalent of (1i):
2) Balanescu played ‘ Angelfish Decay’. |

In some intuitive sense, then, a fronted WH-word could be said to belong elsewhere in its

sentence. One way of expressing this intuition is to allow each displaced WH-word to be
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associated with a gap in the subsequent structure, the gap occurring where the WH-word
would appear under normal circumstances. Thus in the example in (1i) we could say that a gap
occurs immediately after the verb “play”, a space usually occupied by the verb’s object, such

as “Angelfish Decay” in (2) above. This gap is illustrated in (3):
3) What did Balanescu play _ ?

The terms “movement” and “extraction” are somewhat controversial; it isn’t necessarily
the case that WH-words actually move to their clause-initial position. The gap in (3) might
serve only to indicate where an element would ‘normally’ occur. To say that a word has moved
implies that at some point it actually occupied the position signified by the gap. Thus terms
such as ‘movement’ and ‘extraction’ imply a derivational process whereby a WH-word vacates
its original position and moves to another location. This, in turn, raises a number of issues, not
least of which is the question concerning the point at which a ‘moved’ word occupies its
original position. The implication is that each observable sentence is associated with at least
one underlying, abstract structure in which certain words may occupy different positions from
their surface order. It is thus no accident that the terms ‘movement’ and ‘extraction’ have
generally emanated from theories where such notions of abstract, underlying linguistic
structure are indeed prevalent. In this sense, then, they could be classed as theory-internal
terms, the use of which implicitly subscribes to a specific approach to language. If, however,
I continue to refer to ‘movement’ and ‘extraction’, it is purely for reasons of convenience, and
in no way implies that I favour a “movement analysis” of these constructions.

The displacement of questioned WH-words in English is not compulsory, and it is

possible for a WH-word to occupy what would be its canonical position in the clause:

4) i. Balanescu played what?
ii. Who played what?

(41) 1s a marked option in English, and couldﬂonly be uttered within a specific discourse
context, expressing surprise or incredulity, and with a heavy intonational embhasis placed on
“what”. In (4ii), however these effects are absent; English, in common with most other
languages displaying WH-extraction, allows only one WH-element to be displaced per clause.
In cases where two elements are questioned, as in (4ii), then evidently one of these will have
to remain in situ, though without attracting the emphasis and echoic interpretation associated

with “what” in (4i). In spite of examples like (4), then, the point stands, that English is a
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language in which WH-elements tend to ‘move’ to a clause-initial position'. Note, though, that
WH-displacement in English, as in all other languages, is uniquely leftward. That is to say that
no language has yet been attested where WH-words are systematically displaced to the end or
to the middle of a sentence. It would thus appear- that a displaced WH-word will always
precede its associated gap (Chomsky 1973).

As already illustrated in (1) above, WH-extraction affects both arguments and adjuncts"
in a similar way. Of course the position of adjuncts in a sentence tends to be rather more free
than that of arguments, and it is not always necessarily easy to associate a ‘fronted” WH-

adjunct with any particular gap in the subsequent sentence:

5) i. Why did Sid eat a beetle sandwich?

ii. Sid ate a beetle sandwich in order to impress Sally.
iii. In order to impress Sally, Sid ate a beetle sandwich.

Nevertheless, it is clear that WH-adjuncts are displaced in the same sense as their argument
counterparts. Indeed, unlike arguments, it is actually quite difficult to find examples of WH-

adjuncts in situ; compare (6) below with (4) above:

6) i. *Sid ate a beetle sandwich why??
ii. "*They got him to hospital how?

iii. PHe was operated on when?

Even with considerable emphasis placed on the in situ WH-adjuncts here the sentences seem
at best slightly unnatural (6iii), or worse in the case of (6i) and (ii). These sentences thus
provide us with an early example of a contrast between WH-arguments and WH-adjuncts
which will be a recurring theme throughout this thesis.

Arguments and adjuncts of verbs are not the only constituents which can be displaced
in English. The argument of a preposition, as well as the entire prepositional phrase itself, can

also be extracted:

"In languages lacking extraction WH-words always remain in situ, Japanese and Turkish being two
well-known examples.

’In accordance with common practice I will use a series of prefixed symbols to indicate the degree
of ungrammaticality associated with a sentence. In order of ascending ill-formedness these symbols
are: 7, 7/* * and **.

13



7 i. Which sack did Santa hide the cashin _?
ii. In which sack did Santa hide the cash _?

In (7i) the fronted WH-phrase “which sack” ﬁmcfions as the complement of the preposition
“in” whereas in (7ii) the entire WH-phrase “in which sack” constitutes a displaced adjunct of

the verb “hide”.

1.2.2 - Extraction within other contexts.

Extraction is not confined to matrix interrogative clauses; a similar phenomenon also
occurs in Relative Clauses (8) and in certain complement clauses, sometimes known (rather

confusingly) as indirect questions (9)°:

8) i. They loved the piece [which Balanescu played _].

it. I washed the sack [in which Santa hid the cash _].
9) i. I wonder [what Balanescu played _].

ii. He asked [where Santa had hidden the cash _].

iii. I know [why Sid ate the beetle sandwich _].

iv. We couldn’t decide [how to get him to hospital _].

Clearly, the examples in (8) and (9) parallel the matrix interrogatives discussed earlier, in that
they each involve a similar displacement of a WH-element to the clause-initial position and a
resulting gap in the subsequent clause. Consequently, although the main emphasis of this thesis
is on displacement within matrix WH-interrogatives, much of what I will go on to say will also
be of direct relevance to other displacement contexts as well, such as indirect questions and
relative clauses.

Paradoxically, perhaps, WH-words are not the only elerqents that may undergo WH-
style displacement; the so-called topicalised elements underlined"zlo) below are all displaced

in a similar way:

10) i The chisel we'll certainly need .
ii. Sid Ilike . (not Ted)

3Strictly speaking, the general term ‘indirect quesﬁon’ is a bit misleading; often these embedded
structures have nothing to do with interrogatives, as can be appreciated by the range of possible
matrix verbs selecting this kind of WH-clause complement, including “realise” and “know” and
“decide”.
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It is by no means clear that these extracted elements are always topicalised; indeed “Sid” in
(10ii) is more likely to be interpreted as a focus of the sentence. Nevertheless the displacement
of these words is exactly parallel to that of WH-words, and, once again, although I will
concentrate on displacement within matrix interrogative clauses, much of what I will say will
also be directly relevant to ‘topic’ constructions.

There is, however, one important difference between matrix interrogatives and the.
other extraction contexts mentioned above; only the former trigger the inversion of the
following subject with a tensed auiilia'ry verb. If an auxiliary verb is present in the sentence,
then this will be inverted with the subject (11). If, however, no auxiliary would otherwise

occur, then “do” is inserted (12).

11) i The spectators were vandalising their seats.
ii. What were the spectators vandalising?

iii. *What the spectators were vandalising?

12) i. Sid ate a beetle sandwich.
ii. Why did Sid eat a beetle sandwich?
iii. *Why Sid ate a beetle sandwich?

In embedded WH-constructions, however, as well as in examples of ‘topic’ extraction,
displacement does not trigger the inversion of an auxiliary verb and the subject, and the order

of elements subsequent to the extracted WH-word is as expected:

13)  i. I met the man whom Paddy was bribing.

ii. *I met the man whom was Paddy bribing.
14) i I don’t understand why Sid ate a beetle sandwich.

ii. *I don’t understand why did Sid eat a beetle sandwich.
15)  i. The chisel we will certainly need.

il. *The chisel will we certainly need.

The picture is further complicated by the fact that even in matrix interrogatives WH-subjects

do not trigger inversion, hence the contrast between (16i) and (ii):

16)  i. Who wrote ‘Angelfish Decay’?
ii. *Who did write ‘Angelfish Decay’?*

%16ii) is ungrammatical under the intended interpretation, without emphasis on the auxiliary verb.

15



Clearly then the phenomenon of ‘auxiliary-inversion’, and its occurrence in some contexts but
not others, represents another facet of extraction phenomena which will have to be explored

and accounted for within any serious treatment of these data.

1.2.3 - ‘Unbounded extraction’

All the examples of extraction examined so far have involved the presence of a WH-
word at the beginning of the clause and the subsequent occurrence of an associated gap in the
same clause. In this sense, then, extraction could be said to be ‘clause-bound’, in that no WH-
word has yet been seen to occur in a clause in which it doesn’t bear some relation to another
word, either as an argument or adjunct. However, English differs from some languages in that
it does actually allow ‘long-distance extraction’ where a WH-word occurring at the beginning
of one clause may be associated with a gap in another clause. As an example of this consider
(17) where “whom” occurs at the beginning of the matrix clause, even though it clearly

functions as the object of “bribed”, the verb in the complement clause:
17)  Whom did Paddy say [that he had bribed _]?

Described in movement-type terminology, “who” could be said to have moved out of the
complement clause, enclosed in square brackets, and up into the matrix clause. This
displacement thus crosses a clause boundary. Indeed, the distance between a fronted WH-word
and its associated gap may potentially be far greater:

18)  What does Balanescu suspect [that Wally believes [that Sid had told us [that Nyman

found _ on his doorstep]]] ? '

The example in (18) is grammatical, if cumbersome, even though the distance between the
extractee “what” and its gap spans three clause boundaries. WH-adjuncts can also undergo

long-distance displacement:
19)  When did Nancy say [that she would visit Sid in hospital _ ]?

Examples such as (17) and (19) are commonplace, and it is for this reason that WH-
extraction is sometimes referred to as an example of ‘unbounded movement’, an operation
which contrasts with most other grammatical processes and relationships, which are generally
subject to strict locality restrictions. This apparent unboundedness of extraction applies equally

to all displacement contexts:
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20) i I'wonder [ who he said [that they thought [Paddy had bribed _ ]]].
ii. I found the place [ where they said [that Santa had hidden the cash _]].
ili. Nyman I know [the critics despise _].

The long-distance nature of this type of displacement is one of the most unusual aspects of the
phenomenon, and one of the reasons why extraction data pose a unique challenge for any

theory of syntax.

1.2.4 - Constrain extraction - ‘islands’

In spite of the apparently unbounded nature of extraction, there are in fact a number
of important factors which serve to constrain its application. Indeed, for almost as long as there
has been serious discussion of displacement phenomena a key component of this discussion has
been concerned with the factors restricting both the class of elements that may be displaced
and the range of domains from which displacement may take place. For example, in what is,
I think, one of the first references to constraints of this sort Chomsky (1964) discusses the
ungrammaticality arising from the extraction of a WH-word from a relative clause. This is

illustrated in (21):

21)  i. I met a woman [who knew Einstein].

ii. *Who did you meet a woman [who knew _]?

Ross (1967) is the first systematic survey of constraints obtaining on extraction. He identifies
a series of ‘islands’, domains from which displacement is prohibited; these include ‘complex
Noun Phrases’ (complement clauses of nouns), subject domains and co-ordinate structures,

amongst others. Examples of these ‘islands’ are given below:

22) 1. I’ve heard [a rumour that Sid was taken to hospital].

ii. *Where have you heard [a rumour that Sid was taken _ ]? (complex NP island)
23) i [Chasing sheep] tires Mr. Neville.

ii. *What does [chasing _ ] tire Mr. Neville? (subject island)
24)  i. Balanescu played ‘Angelfish Decay’ [and the neighbours rang the police].

il. *Who did Balanescu play ‘ Angelfish Decay’ [and the neighbours rang _ ]?

(co-ordinate structure island)

Notice, though, in connection with the co-ordinate structure island, that extraction becomes

acceptable when applied to both conjuncts simultaneously:
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25) i. Polly learned the ‘Bird List Song’ [and sang it in her shed].
ii. What did Polly learn _ [and sing _ in her shed] ?

This is sometimes known as ‘Across the Board’ (ATB) extraction.
The constraints on extraction illustrated in (21)-(24) apply to all displacement contexts,

Relative Clauses (261), ‘indirect questions’ (26ii) and ‘topic’ constructions (26tii):

26) i ’They found the cash which I’ve heard [é rumour that Santa stole _].
ii. *I know who Balanescu played ‘Angelfish Decay’ [and the neighbours rang _ ]
iti. *Sheep [chasing _ ] tires Mr. Neville.

Clearly, then, certain structures seem to attenuate severely the apparent unboundedness of
extraction, and it is evidently not the case that the relationship between an extractee and its
associated gap may span any clause boundary.

In addition to these well-known examples first discussed by Ross (1967), subsequent
work has unearthed another range of properties and structures which constrain extraction. For

example, displacement is not allowed from a clause which itself contains a fronted WH-word:

27)  i. I know [who stole the cash].
il. *What do you know [who stole _]?
ili. They asked [how Pulat Fallari killed his brother].
iv. *Who did they ask [hoW Pulat Fallari killed _]?

This constraint has come to be known as the ‘WH-island’ (Chomsky 1981, Rizzi 1982). Most

adjunct domains also constitute an island from which displacement is impossible:

28) 1. Sid ate a beetle sandwich [because he wanted to impress Sally].
ii. *Whom did Sid eat a beetle sandwich [because he wanted to impress _ ?
29) 1. The neighbours called the police [after Balanescu played ‘ Angelfish Decay’].
ii. *What did the neighbours call the police [after Balanescu played _]?

However, extraction from an adjunct is possible in certain circumstances, notably when the

adjunct itself is a simple prepositional phrase:

30) i. Nigel threw up [in his euphonium].
i1. What did Nigel throw up [in _]?

18



1.2.5 - Pragmatic constraints on extraction

In addition to the structurally-defined ‘island’ domains, such as subject, adjunct and
complex NP discussed above, other, apparently more pragmatic, factors are also known to
have an effect on extraction. These factors include negation (Ross 1984) and factivity (Cinque
1991); the complement clause of a negated or a factive verb is said to constitute an island,

although many of these cases are by no means clear-cut:

31) i.Idon’t think [Santa hid the cash in his sock].
ii. ®What don’t you think [Santa hid _in his sack]?
32) i Iregret [that I spent Christmas in Albania].
ii. “Where do you regret [that you spent Christmas _ ]?

So too it has been argued (Manzini 1992) that definiteness also has an effect on displacement

from within nominals:;

33) i I bought [a/the portrait of Colonel Gadaffi].
ii. Who did you buy [a portrait of _]?
iii. ”*Who did you buy [the portrait of _]?

As Ross (1967) notes, extraction of the complement of “of * in (33ii) and (33iii) is predicted
to violate the Complex NP Island. However it is generally felt that this really only applies to
definite NPs (33iii) rather than their corresponding indefinites.

The status of these factive, negative and definite domains as true islands is debatable,
and for this reason they are sometimes known as ‘weak islands’ (Manzini 1994-c). Neither
(31ii) nor (32ii) seems particularly bad, especially when set within a suitable context, and it

isn’t difficult to think of perfectly grammatical analogues of (33iii):
34)  Which country did he visit [the capital of _]?

It would appear then that any oddness associated with (31ii), (32ii) and (33iii) is not really
structural or syntactic in nature, but arises instead from pragmatic considerations which are,
at least in part, dependent on context. However, to describe these effects as pragmatic is not
to dismiss them; it may be that these influences on extraction are elusive and ill-defined but
they exist nevertheless. Moreover, pragmatic effects such as these, although they may not fall
within the domain of syntax proper, clearly do interact closely and in interesting ways with

syntactic phenomena. For example Lakoff (1986), Kuno (1987) and Deane (1989, 1991)
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describe how certain island effects can be ameliorated or even neutralised altogether by

pragmatic factors:

35) i "*How much money did they discuss [the claim that Santa stole ] ?

ii. "How much money did they make [the claim that Santa stole_] ?

In addition, Erteschik-Schir and Lappin (1979) identify a series of verbs which seem
to prevent extraction out of a normal complement clause, which would not otherwise be

predicted to be an island:
36)  'What did Ted whisper that he had bought _?

Once again, the pragmatic nature of the effect in (36) is underlined by the fact that within the

right context it can become more acceptable:

37)  (Ted was bragging to everyone that he had bought an Aston Martin, but whispered
to us afterwards that he had really bought a moped).
What did Ted whisper that he bought _?

Traditionally, syntactic theories have abstracted away from pragmatic effects such as
these and opted instead to present an ideal account of the ‘core’ syntactic cases (Chomsky
1986-a, Deane 1991, Kluender 1992). This is not necessarily an unreasonable position; there
is, after all, no reason why a theory of syntax should have to account for pragmatic
phenomena. Nevertheless some of the extraction data described above do attest to an-interplay
between syntax and pragmatics, and it is quite possible that the relationship between the two
may be closer than some may care to admit. For this reason, ideally, a syntactic theory might
seek at least to provide an interface with which a principled theory of pragmatics could be
linked. In this way it might be possible, if nothing else, to keep alive the hope that some sort

of holistic account for all aspects of extraction might one day be offered.

1.2.6 - Extraction asymmetries

Apart from the various restrictions on the domains from which extraction may take
place, a great deal of work (following Huang 1982) has also concentrated on apparent
asymmetries concerning the nature of the extractee itself. For example, when displaced from
an island domain, adjuncts tend to give rise to a significantly worse degree of ungrammaticality

than arguments do. Compare (38ii)/(39ii) with (38iii)/(39iii):
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38) i Iheard a rumour [that Pulat Fallari killed his brother with a pencil]
ii. "Who did you hear a rumour [that Pulat killed _ with a pencil]?
iii. **How did you hear a rumour [that Pulat killed his brother _ 1?
39) i I know [when Santa stole the cash].
ii. *What do you know [when Santa stole ] ? .

ili. **When do you know [what Santa stole __]?

Indeed, the so-called ‘weak islands’ discussed in the previous section often allow the perfectly
grammatical extraction of an argument but not an adjunct. Thus (40iii), unlike (40ii) is

ungrammatical:

40) i I don’t believe [that Santa stole the cash in order to buy an Uzi].
ii. What don’t you believe [that Santa stole _ in order to buy an Uzi}?

iii. **Why don’t you believe [that Santa stole the cash _]?

Here once again we see another example of a general asymmetry between adjuncts and
arguments with respect to displacement; while adjuncts, unlike most arguments, generally
cannot be extracted from, so too adjuncts tend to be less ‘extractable’ than arguments. In fact
the situation is more complex than this, and in English the displacement of subjects from island
domains is also generally significantly worse than the extraction of a complerhent from a similar
domain; whereas the examples in (41ii) and (42ii) below are bad, those in (41iii) and (42iii) are

totally uninterpretable:

41) i I know [where Santa hid the cash].
ii. *What do you know [where Santa hid _]?
iii. **Who do you know [where _hid the cash]?
42) 1. The neighbours rang the police [after Balanescu played ‘ Angelfish Decay].
ii. *What did the neighbours ring the police [after Balanescu played _}?
iii. **Who did the neighbours ring the police [after _ played ‘Angelfish Decay’]?

In this way subjects would appear to pattern with adjuncts with respect to their extractability,
at least in certain circumstances. As far as ‘weak islands’ are concerned, however, subjects
behave more like complements in that they too can be displaced from these domains without

any real difficulty:
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43) i Idon’t believe [Santa stole the cash].
ii. What don’t you believe [Santa stole _]?

iii. Who don’t you believe [ _ stole the cash]?

There is, in addition, one particular constraint on extraction which oﬁly affects subjects,
the so-called ‘that-trace filter’ (Chomsky and Lasnik 1977). This prohibits the displacement
of a subject which occurs immediately after the complementiser “that”. In other words, the
constraint rules out structures where a subject gap occurs immediately after the
complementiser (44ii). Generally, though, the extraction of a subject from an embedded clause

is otherwise unproblematic (44i):

44) 1. Who do you think [ _ stole the cash]?
ii. *Who do you think [that _ stole the cash]?

The ‘that-trace filter’ has no effect on the extraction either of complements or adjuncts:

45) i What do you think [that Santa stole _ ]?
ii. When do you think [that Santa stole the cash _1?

Note, however, that the presence of the complementiser is only relevant to the displacement
of an immediately adjacent subject; a subject embedded further down in a structure can be

displaced across a complementiser without any problem:
46)  Who did Wally tell us that he thought [ _ had eaten a beetle sandwich]?

In this way a complex pattern emerges concerning the ‘extractability’ of different
elements according to the grammatical relation they bear in their clause; generally, subjects and
adjuncts seem to pattern together, their displacement tending to be more problematic than that
of complements. Occasionally, though, as in the case of ‘weak islands’, subjects seem to
behave more like complements in being more extractable than adjuncts. Sometimes
complements and adjuncts behave alike, as regards their immunity to ‘that-trace’ effects which
affect subjects, for example. In fact, as I will go on to argue later in section 1.3.3, there is good
reason to think that subjects and objects are actually more similar than they might initially
appear, and that all arguments, unlike adjuncts, basically behave alike with respect to their

extractability.
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1.2.7 - Parasitic gaps

One phenomenon that has received a great deal of attention within a wide range of
theories is the so-called ‘parasitic gap’, or PG (Chomsky 1981, 1982, Engdahl 1983, Hudson
1984-b, Manzini 1992, 1994-a). As I have already pointed out, extraction ggnerally involves
the association of a fronted WH-word with a ‘gap’ in the subsequent sentence, the gap
informally signifying the place in which the WH-word would otherwise occur had it not been:
extracted. However, under certain circumstances it is possible for a displaced WH-word to be

associated with two gaps in the subsequent structure:

47) i What did Wally buy _ in order to wear _ at the party?
ii. Which drugs did Santa buy _ before trying _ first?

In each of the above structures the fronted WH-word seems to serve as the object of two
verbs. This apparent multiple connection between an object and two verbs is usually thought

to be restricted to WH-contexts. Generally non-WH equivalents of (47) are not possible:

48) 1. *Wally bought a fez in order to wear _ at the party.
ii. Wally bought a fez in order to wear it at the party.
49) 1. *Santa bought the cocaine before testing _first.

ii. Santa bought the cocaine before testing it first.

For this reason, some analyses take the second gap in examples like (47) to be parasitic on the
first gap. That is, the gap with which a displaced WH-word must be associated can itself
license the presence of another, ‘parasitic’ gap. If, however, there is no initial gap, as in (48)
or (49) for example, then no second ‘parasitic’ gap can be licensed (though see Hudson 1984-b
for an alternative view)®.

Parasitic Gaps have been problematic for most theories of grammar, and people have
had to resort to often very complex syntactic machinery in order to account for these
constructions. Whatever one’s approach to PG’s, however, they clearly lie within the realm

of extraction data, and should ideally be treated in a unified way with these broader issues.

3There is, however, a single exception to this rule, a unique and problematic example which appears
to involve the dependence of a single, non-WH object on more than one verb simultaneously:

“Wally bought a fez to wear _ at the party”
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1.3 - Some Supplementary Dat

In the previous section I presented a reasonably comprehensive overview of extraction
data in English. However, even from this relatively brief review it should be clear that facts
relating to displacement and its associated constraints are often ill-defined and poorly
understood. For example, one of the key characteristics of extraction phenomena is the almost
infinite scalarity of grammaticality judgements associated with violations of the various islandA
constraints. Moreover, there remain wide areas ih the realm of displacement and its related
restrictions which so far lack any principled explanation in any syntactic theory. It should thus
come as no great surprise that even now, following some 30 years of detailed research into
these issues, it is possible to unearth new properties and factors which have a direct bearing
on extraction, but which, as far as I know, have not yet been discussed within any framework.
In this section I will present a small selection of these ‘undiscovered’ factors which are, I

believe, of sufficient importance to deserve an explanation in any serious account of extraction.

1.3.1 - Island domains and tense

It has been known for some time that tense/finiteness® has an effect on the status of
some island domains. For example, Chomsky (1986-a) cites examples of the WH-island whose

capacity to block extraction seems to be partially dependent on whether or not it is tensed.

50) i *What did he tell you [when Sid ate ]?
ii. "What did he tell you [when to eat _]?

It seems to me, however, that the true significance of tense as a factor in displacement
and ‘islandhood’ is an issue that has been underestimated. While Chomsky (1986-a) and
Manzini (1992, 1994-c) discuss the effects of tense on the WH-island, it seems that the absence
of tense in any domain effectively annuls its status as an island. The brackeied, non-tensed
domains in (51)-(53) should all constitute islands, and yet extraction from these domains seems

to be almost perfectly acceptable:

51) 1. Wally kept [his promise to wear a fez]. (Complex NP)
ii. "What did Wally keep [his promise to wear _]?

ST will generally use the term ‘tense’ to refer to finiteness as well.

24



52) 1. Sandra knows [how to play ‘Swan Rot’ on the violin]. (WH-clause)
ii. Which piece does Sandra know [how to play _ on the violin]?

53) i. Pulat used a pencil [to kill his brother]. (Adjunct)
ii. "Whom did Pulat use a pencil [to kill _]?

The tensed equivalents of (51-53),however, shown in (54) below, clearly do function as islands

to WH-displacement:

54) i "*What did wally keep [his promise that he would wear _]?
ii. "*Which piece do you know [how Sandra played _]?
iii. *Whom did Pulat use a pencil [so he could kill _]?

In addition, at least some of the apparently pragmatically-oriented exceptions to the co-
ordinate structure island discussed by Lakoff (1986) and Deane (1991) can also be accounted
for by this same generalisation; extraction from the non-tensed conjunct in (55ii) is more

acceptable than from its tensed equivalent in (56ii):

55) i. He went to the shop [and bought a fez].
1. What did he go to the shop [and buy _]?
56) i. He went the shop [and he bought a fez].
ii. *What did he go to the shop [and he bought ]?

Note, however, that the increased ungrammaticality of (56ii) will arise, at least in part, from

the fact that the first conjunct of a co-ordinate structure cannot be questiéned in isolation:
57)  *Did he go to the shop [and he bought a fez]?

Of course, we cannot comment on the extractability of subjects from non-tensed islands owing
to the absence of subjects in non-finite environments. However, it should be pointed out that
extraction of adjuncts from non-tensed islands generally appears to be equally problematic as

extraction from corresponding tensed domains:

58) i) *When did Wally keep [his promise to wear a fez ] ?
i1) *Where did Pulat use a pencil [to kill his brother _]?

Although even here it is possible to find exceptions:

59)  How does Brenda have [a duty to serve her country _]?

25



Clearly, then, there are grounds for believing that the role of tense as a factor in ‘islandhood’

needs to be re-examined.

1.3.2 - More about the subject island

Another aspect of displacement which, in my opinion, deserves more attention is the
subject island. The properties of subject domains seem to be substantially different from those:
of other islands. For one thing, subject clauses séem to constitute the only island domain where
the tense/non-tense differentiation discussed above does not appear to play any significant role;
extraction from a non-tensed ‘subject island, as in (60) and (61) below, results in
ungrammaticality, unlike displacement from the various non-tensed island domains illustrated
in (51)-(53) and (55) above:

60) i. [Chasing sheep] tires Mr. Neville.
il. *What does [chasing ] tire Mr. Neville?
61) i [To meet Elvis] would make Noam happy.

ii. *Who would [to meet _ ] make Noam happy?’

More importantly, perhaps, it is worth lexamining why exactly a subject domain should
constitute an island in the first place; we know that complement clauses in English routinely
allow extraction, so why should subject clauses be any different? Is there some inherent
property of subjects which makes them islands to displacement, or is there instead some
incidental fact concerning subjects which happens to be responsible for the effect? As I will go
on to show in the next chapter, standard analyses within Principles and Parameters Theory
have tended to concentrate on the former approach, linking the properties of subjects to their
fundamental configurational definition. However, there seems to be some evidence favouring
the second approach; more specifically, the fact that subjects are islands in English would
appear to be closely linked with their canonical position in a sentence, before the matrix verb.
In general there seems to be an overriding constraint preventing extraction from any

subordinate clause which precedes the matrix verb but allowing extraction from any clause

7Displacement from a tensed subject clause gives rise to horrendous effects, though this is partly
due to a general ban on embedded tensed subject clauses (Hawkins 1994):

1. [That Noam met Elvis] seems highly improbable to me.
ii. **Who does [that Noam met _ ] seem highly improbable to you?
iii. *Does [that Noam met Elvis] seem improbable to you?
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which follows it. Thus, for example, in English, when a subject clause is extraposed - placed

at the end of the matrix clause - displacement from it becomes acceptable:

62) i. What does it tire Mr. Neville [to chase ] ?
i1. Who would it make Noam happy [to meet ] ?

Similar evidence comes from languages where no extraction can take place from any
subordinate clause which precedes the matrix verb, irrespective of whether the clause in
question functions as a subject or as an object. Thus in Modern Greek®, for example, extraction
from both a subject and object clause is fine when they follow the matrix ve;b:

63) 1) Hoidv énuoroyeitar [6tv 6 KobAng oxéTtwoe];
whom is rumoured [that  Coulis killed _ ],,,?
Whom is it rumoured that Coulis killed?
i) Hoidv nioteverg [dtv 6 KodAng oxétwoe];
whom you believe  [that Coulis killed _ Joy;?
Whom do you believe that Coulis killed?

However, extraction from the same subject and object clauses becomes ungrammatical when

they precede the matrix verb:

64) 1) *Hoibv [67v 6 KobAng oxétwoe] ¢énpoioyeitay;

whom [that Coulis killed 1, is rumoured?
ii) *Mo16v  [8t1 6 KoVvAng okdétwoe] T1OTEVELG;
Whom  [that Coulis killed _ Jo; you believe?

In both (63i) and (64i) the subordinate clause functions as the subject of the main verb
“¢npoioyodpar” - ‘to be rumoured’. In (63ii) and (64ii) the same clause functions as the
object of the verb “niotedw” - ‘believe’. The data in (63) and (64) would thus appear to lend
strong support to the claim that it is the position of a domain in relation to the verb which is
responsible for determining 'islandhood' rather than any inherent property. This generalisation
would appear to apply equally to adjunct clauses as well as argument domains; contrast (65i)
below with (65ii):

%In Modern Greek, a “free word-order” language, subjects and objects, whether clausal or not, may
occur anywhere in relation to the verb (Joseph and Philippaki-Warburton 1987, Tzanidaki 1995,
1996).

27



65) i) "Whom did King Zog leave early [in order to meet _]?
i) *Whom [in order to meet _ ] did King Zog leave early?

As we have already seen in (53ii) above, extraction of a complement from a non-tensed adjunct
domain as in (65i) is relatively unproblematic. However, when the same adjunct is placed
before the matrix verb then extraction is forbidden. .»

It would seem, then, that there may be some overriding principle which prevents
extraction out of any domain which precedes its head. The generalisation predicts the
ungrammaticality of extraction from subject clauses in English - at least when the subject
occurs in its canonical position before the matrix verb. However, if this generalisation holds
on a wider basis, as the evidence from Greek would seem to suggest, then it might also serve
to account for the fact that, as far as I know, extraction does not occur in SOV languages such
as Turkish and Japanese. Evidently in these languages both subject and object domains will
generally precede the matrix verb - thus rendering them islands according to the generalisation
formulated above. Conversely, VSO languages are predicated routinely to allow displacement
from both subject and object clauses. This predication is, in fact, borne out, at least in the case
of Chamorro (Chung 1983).

Of course, the generalisation that extraction is forbidden from pre-head domains
remains just that, a generalisation. Any language which permitted displacement from
subordinate clauses which precede their head would serve to disprove any claim the
generalisation had to universality. According to Tomlin (1986) just over half of the world’s
languages are SOV. It could well be that amongst this set there is just such a language that
does indeed violate this generalisation. More importantly, even if this generalisation can be
shown to hold (semi-) universally, what still remains to be done is to explain why it holds in

the first place. I will say more about this issue in chapters 3 and 5.

1.3.3 - Subjects versus objects

Recall in section 1.2.6 I discussed a notable disparity between arguments and adjuncts
with respect to their extractability; when displaced from island domains adjuncts were shown
consistently to give rise to a more severe degree of ungrammaticality than complements, as
illustrated in examples (38) - (40) above. However, a similar asymmetry was also shown to
exist between subjects and objects; extraction of a subject from most (but not all) islands

results in worse effects than extraction of an object from the same domain:
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66)  i. *What do you know [where Wally wore _]?
il. **Who do you know [where _ wore a fez]?
67) i *What would you be shocked [if Wally wore _ ]?
ii. **Who would you be shocked [if _wore a fez]?
68) i *What did Willy wear a waistcoat [and Wally wore _ ]?

ii. **Who did Willy wear a waistcoat [and _ wore a fez]?

For this reason subjects have often been classed together with adjuncts as far as their
‘extractability’ is concerned (Chomsky 1981, 1986-a, Lasnik and Saito 1984, 1990, Rizzi
1990, Manzini 1992).

There are, however, a number of problems with this approach. Firstly, apart from
extraction data, subjects would otherwise appeaf to have nothing in common with adjuncts,
and thus to bring the two together as some sort of natural class is perhaps rather an expensive
way of dealing with a limited range of data. Secondly, the apparent extréction asymmetries
between subjects and objects only apply in certain circumstances; as I noted in section 1.2.6,
unlike adjuncts, all arguments (subjects and objects) can be extracted equally well from the so-
called ‘weak islands’ (Manzini (1994-c):

69) i. Idon’t believe [Santa stole the cash to buy an Uzi].
ii. What don’t you believe [Santa stole _ to buy an Uzi]?
. iii. Who don’t you believe [ _ stole the cash to buy an Uzi]?

iv. **Why don’t you believe [Santa stole the cash _]?

Moreover, the effects of the ‘that-trace filter’, discussed in section 1.2.6, apply solely to
subjects, setting them apart both from adjuncts and complements. Thus the ungrammaticality
of (70ii) below arises from the fact that the subject ‘gap’ occurs immediately after the

complementiser “that”:

70)  i. Who do you think [ _ wore the fez]?
ii. *Who do you think [that _ wore the fez]?
iii. What do you think [(that) Wally wore _]?
iv. Why do you think [(that) Wally wore a fez _ ]?

In my opinion, the apparent complexity of this situation is really the result of the data
being viewed in the wrong way. I believe that what appears to be an inherent asymmetry

between subjects and objects with respect to their extractability is only apparent, and can
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actually be explained by extending the ‘that-trace filter’ to something analogous to a
‘complementiser-gap filter’. In this way the compiex set of data outlined above can be shown
to be the product of an interaction between just two more simple constraints, a pervasive
contrast between adjuncts and arguments, and an incidental constraint bax;ring the extraction
of any subject which is adjacent to a complemehtiser.

Consider first of all the violations of the complex NP island in (71) below:

71) 1. I’ve heard rumours [that Sid ate a beetle sandwich].
ii. "What have you heard rumours [that Sid ate ] ?

iii. **Who have you heard rumours [that _ ate a beetle sandwich] ?

Presumably the added ungrammaticality of (71iii) over (71ii) arises from fact that the former
violates the ‘that-trace filter’ as well as the complex NP island. Returning now to the examples
in (66) - (68), in the worse examples in (66ii), (67ii) and (68ii) the offending subject gap occurs
immediately adjacent to the word which introduces the clause: “where”, “if” and “and”. These
words seem to fulfill a similar function as “that” in (70) and (71) in that they serve to introduce
a subordinate clause. Informally, then, we might describe all these words as complementisers.
In this way, rather than stating a ‘that-trace filter’ which is specific to a single lexical item, we
could instead formulate a new, more generalised constraint which applies to all

complementisers (in the broad sense):

72) - The ‘complementiser-gap filter’ (CGF)’

*C - _ (where C is a variable over all complementisers)

The effect of the CGF is to rule out the occurrence of a gap immediately adjacent to
any complementiser. To put it another way (72) prevents the extraction of anything which
would otherwise occur next to a complementiser. Note that there is nothing in the CGF which
specifically singles out subjects as a special case; subjects will be affected by the CGF
incidentally by virtue of the fact that they invariably occur next to the complementisers which
introduce subordinate clauses. Bearing this new cbhstraint in mind, we can now account for

the contrast between the (i) and (i) examples in (66)-(68) above. In all these cases, just as with

The CGF ;;eally an extension of existing proposals. For example Rizzi (1990) suggests unifying the
effects of the ‘that-trace’ filter with a ‘wh-trace’ constraint, banning extraction of material
immediately adjacent to a WH-word (see also Manzini 1992). As far as I am aware, though, the CGF
is unique in applying to all ‘complementisers’, including conjunctions like “if”, “after” and “and”
as well as WH-words.
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(71), the apparent asymmetry between subjects and objects could be said to arise from the fact
that extraction of the subject violates the CGF as well as the relevant island constraint. In (66ii)
for example the extraction of the subject “who” violates both the WH-island and the CGF,
explaining its more severe degree of ungrammaticality in relation to (66i) which only violates
the WH-island. So too in (71iii) the extraction of the subject violates the CGF as well as the
complex NP island. In (70ii), however, subject extraction violates the CGF alone, and no
island.

If, as I have suggested, the apparent extraction asymmetries between subjects and
objects are really only a reflex of the CGF and have nothing to do with any inherent property
of subjects themselves, then we should of course predict that extraction of a subject which is
not adjacent to a complementiser should be exactly parallel to the extraction of an object.
Note, for example, the unproblematic extraction of both the subject and object from the ‘weak’
island in (69ii/iii) which, of course, is not introduced by a complementiser. Similarly, as I noted
in section 1.2.6, the ‘that-trace filter’, now subsumed by the CGF, does not apply to a

complementiser and a subject gap which are not adjacent (see also example (47) above):
73)  Who did he say that they thought _ were responsible?

More importantly, the CGF also correctly predicts that when not adjacent to a complementiser,
extraction of a subject from an island should be no more ungrammatical than the equivalent

extraction of an object:

74) 1. I’ve heard rumours [that Sally said Sid ate a beetle sandwich]

ii. ”*What have you heard rumours [that Sally said Sid ate _]?

iii. ”*Who have you heard rumours [that Sally said _ ate a beetle sandwich]?
75)  i. I know [why Rudolf thinks Santa stole the cash]. |

ii. *What do you know [why Rudolf thinks Santa stole _]?

ili. *Who do you know [why Rudolf thinks _ stole the cash]?

According to my intuitions at least, the subject extraction in (74iii) and (75iii) is no worse than
the corresponding object extraction in the (74ii) and (75ii) examples. Compare, however,
(75111) with the more ungrammatical example in (76) below where the subject gap occurs

immediately after the complementiser:

76)  **Who do you know [why _ thinks Santa stole the cash]?
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Unlike the sentences in (74iii) and (75iii), the subject extraction here violates the CGF as well
as its relevant island constraint. This contrast would of course be very difficult to account for
in a theory which attributed the extraction asymmetries shown in (66)-(68), (70) and (71) to
inherent properties of subjects and objects. '

In this way I believe that an apparent asymmetry between subjects and objects can be
reduced to a single incidental constraint, the CGF, which only happens to affect subjects by
virtue of their adjacency to complementisers. According to this approach, then, there is nothing
inherent about subjects which make them less extractable than objects'®. However, in spite of
its success in accounting for the relevant data, what we still lack is any form of principled
explanation for the CGF; why should it be that extraction of an element which is adjacent to
a complementiser is worse than one that is not? This is a question to which I will return in
section 5.6.2 of the fifth chapter, where I will attempt to put forward a processing-related

explanation for the CGF.

1.3.4 - Parasitic gaps revisited

As I noted in section 1.2.7, Parasitic Gaps (PGs) have received a great deal of attention
in a variety of theoretical frameworks (Chomsky 1982, 1986-a, Engdahl 1983, Hudson 1984-b,
Manzini 1994-a, Pollard and Sag.1994). However, certain aépects of these constructions have,
as far as I know, not been fully discussed, and still lack any form of principled explanation
within any theory to date. For one thing, we have no explanation of why it is that an extracted

argument licences a PG while an extracted adjunct does not:

77) 1. Which drugs did Santa take _ without testing _ first?
ii. **Why did Santa take the drugs _ without testing them first _?

While (77ii) is fine as a sentence, it evidently cannot be interpreted according to the suggested
reading where “why” is supposed to modify both Santa’s taking of the drugs and his not
testing them first. Evidently, then, adjunct gaps, unlike argument gaps, do not license PG’s.
Any theory which implements a similar displacement mechanism for arguments and adjuncts

will have to explain this contrast.

1°This reasoning is, of course, reminiscent of the discussion of the subject island in section 1.3.2
where I argued that it was similarly the position of subjects rather than any inherent property of them
which accounted for their status as islands.
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More importantly, perhaps, PG’s seem to have an as yet unexplained effect on the
“islandhood"” of the domains in which they occur. For example the bracketed clause in (78)
below is clearly a (tensed) adjunct, and is thus correctly predicted to be an island for

extraction:
78)  *Which drugs did Santa fall asleep [before he tested _]?

However as soon a the gap in the bracketed island is made parasitic on another gap in the main

clause, then the construction becomes grammatical:
79)  Which drugs did Santa take _ [ before he tested _ ]?

The apparent immunity of the dependency between “which” and the second gap to the effects

of the adjunct island will also have to be accounted for.

Sections 1.3.1 - 1.3.4 above do not by any means present a definitive list of mysterious
or poorly-understood factors concerning extraction. It would appear, though, that even
relatively little investigation may yield a range of relevant data which seem to have remained

unexplored within most syntactic frameworks.

4 - Extraction an n ic Th

The complex extraction data reviewed in sections 1.2 and 1.3 pose a unique challenge
for any theory of syntax. In particular, a syntactic framework will have to incorporate some
means of capturing the long-distance relationships which can arise from displacement, while
also balancing the apparently contradictory reduiremehts of extraction in being both seemingly
unbounded in certain circumstances and highly constrained in others. Moreover, the complex
and intricate range of grammaticality judgements associated with island violations, as well as
the various extraction asymmetries between subjects, objects and adjuncts, point to a more
subtle and scalar definition of well-formedness than any crude and absolute binary distinction
between grammaticality and ungrammaticality.

It is for these reasons that extraction data represent something of a benchmark test
against which the adequacy of different syntactic theories has traditionally been evaluated.
Certainly any framework which is able to offer a reasonably plausible and elegant account of
the complex data reviewed so far deserves to be taken seriously. However, the most important

challenge facing a model of syntax is not just to account for the full range of data, but also do
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so in a plausible and simple way which might realistically serve as a model of human linguistic
knowledge. In other words a theory will have to be both holistic, in accoﬁnting for as much
data as possible, and realistic in accounting for thése data by means of a relatively constrained
and learnable (or innate) syntax. These twin requirements of holism and realism correspond
roughly to Chomsky’s (1965) criteria of observational and explanatory adequacy, and in some
sense balancing these two requirements is the hardest task of any theory of syntax; inevitably:
the more data one seeks to account for, the harder it will be to resist appealing to ever more
specific and stipulative rules and devices, against the spirit of realism.

As I noted in section 1.1, my aim in this thesis is to demonstrate that a dependency-
based theory of syntax may offer an adequate account of extraction data, an account which is
both holistic and realistic in the senses described above. Having now reviewed the relevant data
it may be useful at this point to outline some of the key differences between dependency and
phrase structure syntax. I will, in fact, postpone a fuller discussion of these questions until
Chapter 3. For now, however, it is worth setting the matter in some sort of context and
outlining the central issues involved.

There are two logically possible ways of analysing the syntactic structure of a sentence;
as Mel’Cuk (1986 p. 13) concludes: “there is no essentially distinct third possibility”. These
two methods of analysis can be described as constituency-based and dependency-based''.

Consider the sentence in (80):
80) My friends have no taste.

According to a constituency-based view of syntax, in analysing (80) we start with the largest
possible unit, the sentence, and break it down into successively smaller constituents, or
phrases, until we reach the level of words. Thus the sentential constituent marked « in (81i)

can be split up into two smaller bracketed phrases in (81ii):

81) i [,My friends have no taste]
ii. [,[gmy friends] [ have no taste]]

Both the B and y phrases in (81ii) can be further divided into smaller parts:

82)  [u[s[smy] [friends]] [,[;have] [,no taste]]]

""Matthews (1981) and Siewierska (1988) offer a relatively impartial review of both dependency and
phrase structure syntax.
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Finally the constituent [, no taste] can also be split up into its component parts:

83)  Luls[smy] [friends]] [,[;have] [,[eno] [,taste]]]]

This bracketed system of phrase structure can also be represented by means of a branching tree

structure as in (84):

84) a
/ \
p Y
. | |
my friends have no taste

Eventually, then, we reach the words of a sentence by splitting up the éentence itself into
successively smaller units or phrases.

This, in essence, is a phrase structure or constituency-based approach to syntax. Since
the early work of Chomsky (1957, 1965, 1970), and others working within his overall
theoretical framework, this type of syntactic analysis has come tb be identified with the
linguistic mainstream, from its inception in the Standard Theory through Principles and
Parameters Theory (Chomsky 1981, 1986-b, Chomsky and Lasnik 1993) to the more recent
Minimalist Programme (Chomsky 1992, 1995). Other, ‘non-mainstream’ theories to make use
of a phrase structure formalism include GPSG (Gazdar 2t al. 1985), HPSG (Pollard and Sag
1987, 1994) and LFG (Bresnan 1982), as well as less well-known theories such as Residential
Grammar (Binkert 1984). Indeed, so well-established has phrase structure become that one
may be forgiven for thinking that it is the only method of syntactic analysis.

However, the other logically possible way to analyse the sentence in (80) is to start
with the words themselves, and to seek to link them together directly by simple relations. Thus,
for example, a direct relation could be established between “friends” and “my” which cpuld

itself be linked to “have”. This type of syntactic analysis is illustrated in (85):

8) N\

my friends have no taste

This, very basically, is the approach to sentence structure enshrined in dependency theory.
According to this view syntactic structure consists entirely of binary relations, or dependencies,

between pairs of words. ‘Constituents’ such as sentences and phrases thus have no primitive
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significance and are derived instead on the basis of how individual words relate to one another.
The structure in (85), for example, is only defined as a seﬁtence because it constitutes a well-
formed network of inter-word dependencies. In this way a dependency anélysis could be said
to take the exact opposite vie{v'of syntactic étrﬁéfure from a phrase structure analysis, which,
as I described above, works its way down to word level through larger constituent patterns.

The two analyses in (83)/(84) and (85) serve to define two distinct approaches to.
syntax. As I noted in section 1.1, though, there has been a notable disparity befween these two
theoretical frameworks with respect to their treatments of extraction phenomena, virtually all
constituency-based theories of syntax have relatively well-developed accounts of extraction.
Indeed, it is no exaggeration to séy that extraction data have played an important role in the
shaping and development of the syntactic machinery of many of these theories. For example
the transformational component and movement analyses of the Standard Theory (Chomsky
1973, 1977) and later in PP Theor_y (Chomsky 1981, 1986-a, b, Lasnik and Saito 1984, 1992)
were to a large degree shaped b).r the need to ;ccbmmodate the long distance syntactic
relations arising from extraction'. Similarly, this requirement has also had an important bearing
on the formulation of PS rules and principles of feature transmission in GPSG (Gazdar 1981,
Gazdar et al. 1985).

The same, however, can not be said of dependency theories which have generally not
paid the same attention to extraction data. As I noted in section 1.1, dependénby syntax in its
purest form is represented by three contemporary theories, Word Grammar (Hudson 1984-a,
1990), Lexicase (Starosta 1988) and Mel’¢uk’s (1988) theory. Of these, however, only Word
Grammar offers a serious account for extraction data. Mel’¢uk (1988) says nothing about the

issue at all, while Starosta (1988 p. 257) acknowledges of Lexicase:

“Other areas of lexicase are in a flux or are only beginning to be explored ... these include in
particular the structure of indirect and direct wh-questions, relative clauses ... topicalised
sentences...”.

These, of course, are precisely the constructions relevant to extraction, as discussed in sections
1.2.1 and 1.2.2. It is this imbalance between constituency and dependency-based theories with

respect to extraction data which, in a small way; I hope to redress in the rest of this thesis.

However, it is fair to say that within the Minimalist Programme (Chomsky 1993, 1995), the
latest phase of PP Theory’s development, issues relating to extraction have not yet received a great
deal of attention.
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1.5 - THESIS OUTLINE

The remainder of this thesis is organised as follows: Chapter 2 wilAl. offer an overview
of the Principles and Parameters (PP) Thedry account of extraction. PP Theory constitutes part
of the constituency-based linguistic mainstream, which describes extraction p'henomena in
terms of éyntactic movement between deep and surface levels of structure. It is fair to say that
PP Theory offers the most comprehensive treatment of extraction data of any syntactic
framework, and thus I believe that the discussion in the second chapter will provide an
essential context within which the dependency-based apf)roaches to these data can be properly
evaluated in subsequent chapters. '. ' | |

In chapter 3 I will outline the theory of Word Grammar (WG). WG is the best-
developed modern dependency-based theory of syntax, émd the only one to have formulated
a serious account for extraction phenomena. WG is a monostratal framework which does not
recognise any equivalent of syntactic movérﬁéﬁt, and. I will pay particular attention to how
these broader theoretical assumptions define a sﬁéciflc approach to extraction data. Although
WG is remarkably successful in formulating a relatively straightforward account, I will show
that it is unable match PP Theory in the range of data that it covers.

Chapter 4 presents my own interpretation of a monostratal dependency grammar, an
outline proposal which I refer to as Licensing Grammar (LG). LG seeks to redefine
dependency relations as licensing relations. I will argue that this points to a more constrained,
‘transparent’ syntax which, unlike most other dependency theories, does not necessarily have
to recognise distinct grammatical relations.

In the fifth chapter I will examine how the theory of LG may serve as the basis of an
account for the extraction data diéchssed in the ﬁlrs't'three chapters. I suggest that a purely
structural approach to these data is inappropriate, and that only by incorporating processing-
related considerations might 'w‘,e have a realistic chance of capturing the variable natufe of
island effects. I will outline a parsing system for LG and show how the operation of this parser
may serve to constrain certain syntactic principles. I will argue that this collaboration between
dependency syntax and processing allows for the articulation of a flexible accoﬁ.ht of extraction
which can be shown to enjoy some important advantages over both the PP Theofy and the WG
treatment of the same data. In this way I hope to establish that a dependency-based theory of
syntax is indeed capable of serving as the basis of a plausible and effective account of

extraction.
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