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Abstract

Coherent radar clutter statistics

Mohammed Jahangir

Ground surveillance radars have been used for a number of years for target detection and terrain mapping. Neither of these tasks can be carried out without a proper understanding of the ground clutter statistics. Traditionally, radar signal processing has been optimised for Gaussian interference. However, ground clutter in high resolution systems is rarely Gaussian. Thus in this thesis the non-Gaussian statistics of a coherent radar sensor are investigated.

The clutter statistics are a function of both the terrain features and the imaging process. One of the major influencing factors is the radar resolution cell size. Thus as a prerequisite to studying the clutter characteristics the theory concerning radar resolution is discussed.

A review of the non-Gaussian clutter models is carried out and the K-distribution is selected as a reasonable model for land clutter statistics based on empirical evidence. However, a major drawback with the K-distribution is a lack of efficient optimum estimators for its parameters.

Neural nets are devised to give an optimum estimator for the order parameter of the K-distribution. The minimum error is obtained with a net trained on the mean normalised log intensity and the amplitude contrast. A new estimator is proposed based on the multiple moments model. It is shown that nearly optimum performance is achieved with the new estimator.

The parameter estimators are also investigated for a more general form of the K-distribution where the data statistics are such that a simple K-distribution is no longer sufficient to describe the clutter statistics. Estimators are proposed for the parameter values of generalised-K and homodyned-K based on a large order parameter approximation. Error analysis is carried out and a comparison is made between theoretical and simulated results.
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Chapter 1

1. Introduction

The Concise Oxford Dictionary gives the meaning of clutter as 'crowded confusion' or 'untidy state'. In a radar context clutter refers to unwanted signals - signals which confuse the detection of objects of interest. In ground surveillance radar the main objects of interest for a military application are the man-made vehicles. The radar is being used for target detection and in this situation the signals from sea, ground, buildings and vegetation are considered as clutter. However, increasingly radar is being used for terrain mapping and, in this remote sensing application, the signals from land and sea are the ones which are of interest. Nevertheless in this thesis the term clutter will refer to the radar returns from land and sea irrespective of the application. The question arises why there is a requirement for studying clutter characteristics. The answer to this very much depends upon the application of the radar. Thus there are essentially two reasons for studying clutter which follows from the two distinct applications of the ground surveillance radar, i.e. target detection and terrain mapping. A review of these two applications of ground surveillance radar would give an appreciation for studying clutter characteristics.

1.1 Importance of understanding clutter

The principle of a radar is fairly straightforward. Radar is an active sensor whereby a signal is transmitted and the energy backscattered from an object is received by the radar antenna. The nature of this signal provides information regarding the object. The delay between the transmitted pulse and the received echo from the object relates to its range. The strength of the received echo relates to the object size, orientation and electromagnetic properties and is an indicator for the object
type. The use of a directional antenna allows the radar to sense the angle of arrival of the received echo and this identifies the angular location of the target.

From a target detection consideration the simplest case is where the target, the object of interest, is in an isolated location, with no interfering clutter. This situation is typical of airborne targets. During the second world war this usage of the radar was first brought into service and deployed in air defence systems for detecting attacking aircraft [65]. These original radar systems were noncoherent, in the sense that they transmitted a burst of Radar Frequency (RF) energy and detected the amplitude of that proportion of the signal that came back from a target of interest. A receiver contains other spurious signals as well which are background electrical noise which invariably exists in the output of a receiver. The echo received from the target will thus only be detected once it can be discerned above this background electrical noise. On a radar video image such target returns show up as bright spots or 'blips' which are recognised by a trained human operator. In sophisticated radars, detection is performed automatically. The received signal is compared against a threshold and a target is registered only when it exceeds this threshold. The system will have some undetected targets because of the target signal being too low and it will also have some false alarms due to the noise signal exceeding the threshold level. The threshold is set according to the background signal level. The criteria for the signal processing are to minimise the false alarm rate and maximise the detection probability. When the target is just competing with the noise background it is easier to set this threshold.

The task becomes more difficult when the target also has to compete with simultaneous received echoes from interfering objects like ground. These clutter returns may in some instances be stronger than the noise signal and the detection performance drops. Since clutter is always present for ground targets and for low flying targets there could be clutter at the same range as the target, this would seriously limit the effectiveness of the radar system. Modern radars overcome this limitation by using a coherent system where the detection is based not only on the amplitude of the signal, but on its phase characteristics as well. The phase of the signal changes linearly with target distance, providing a means to measure the ve-
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Locality of the target. When the target is moving the received, echo signal is shifted in frequency due to the target's Doppler effect. This enables a radar to separate the signals from the desired moving target (such as vehicles) from stationary clutter even though the stationary echo signal may be many orders of magnitude greater than the moving target. Thus coherent pulse radars use Doppler filtering to detect moving targets; a process that is termed Moving Target Indication (MTI). Ground based systems use this method to detect both airborne and ground based moving targets. For fixed antenna all the returns from stationary clutter will be in zero Doppler and the Doppler returns from moving targets will be generally free of clutter interference. The detection threshold can, therefore, be set using simplified algorithms based on thermal noise limited data.

The clutter returns, however, do not always reside at zero Doppler. The clutter can have real Doppler or apparent Doppler. Real Doppler is when the clutter has intrinsic motions. The internal clutter motions are mainly wind induced and this produces only limited Doppler spread. Apparent Doppler is due to one of two reasons. A scanning antenna gives the clutter an apparent Doppler. The clutter Doppler varies linearly along the aperture resulting in a Doppler spread. The extent of the spread is dependent on the scan rate and the antenna beamwidth. Secondly, a moving platform, as in the case of an airborne or spaceborne radar system, introduces an apparent Doppler for the clutter. The apparent Doppler is due to the component of platform motion in the direction of the clutter. Since the radar beam has a finite width there is a spread in the Doppler frequencies of the clutter return. The extent of this spread depends up on the platform velocity and also on the antenna pointing angle in relationship to the platform velocity vector. The widening of the clutter band can be quite extensive due to the high speeds of moving platforms. Where the clutter Doppler spread is large, the target will only clear the clutter dominant region of the Doppler spectrum if it has a significant Doppler shift. In the case of the airborne targets where the velocities are relatively large the targets have a significant possibility of residing in the clutter free region of the Doppler spectrum. However, ground moving targets are much slower and are far more likely to fall within the Doppler spread of the clutter. Traditionally, in radar
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image processing, regions which are clutter dominated are discarded [82]. This results in a failure to detect any of the slow moving targets. Therefore, the airborne surveillance of ground targets has had limited success to date despite the strategic importance of such systems. In order to ensure that slow moving targets can be detected, the target detection has to be carried out in a clutter dominated background. This is not possible without a full understanding of the statistical properties of clutter. An improved understanding of the clutter characteristics will allow us to set appropriate detection threshold in clutter dominated regions hence extending the range of velocities at which a target can be detected. Considerable work has been done on understanding the characteristics of land and sea clutter. A number of statistical models have been put forward for the clutter data [17, 41, 52, 74, 75, 82]. The bulk of this work has been performed by empirical fitting of distribution to measured data [13, 16, 27, 86, 88, 94]. However, this work has to be put on a firmer physically based model.

The understanding of clutter characteristics also plays a vital role in interpreting images of ground-mapping radar. These radars are generally side-looking. During flight the radar radiates a microwave beam typically at right angles to the aircraft, then detects and records the reflections received from the earth's surface. As it travels forwards, successive strips of terrain are exposed to the radar beam and are detected at the aircraft. The reflections are used to produce a map of the terrain covered. In these images the clutter is now the object of interest.

There is continuous push to produce maps with finer resolution. Improved range resolution is achieved using a narrower pulse. Improved azimuth resolution in conventional radar was achieved using a narrower beam either by employing a larger antenna or using shorter wavelength. In modern pulsed Doppler radar, azimuth resolution is achieved by deploying a technique called Synthetic Aperture Radar (SAR), whereby the aircraft forward motion is utilised to synthesise a very long antenna. This method produces near photographic quality images. High resolution radar mapping has proved particularly useful in areas that are unmapped, poorly known, sparsely populated, intensively cloud covered and in areas that otherwise have not lent themselves to traditional aerial mapping methods.
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In order to extract useful information about the scene from such images post processing tasks such as image segmentation and classification are carried out. These techniques are based upon the statistics of the underlying cross section values of the clutter [60]. An added complication with the coherent imaging process is that there is speckle noise present. Speckle is random noise which results from the interference of the coherent radar echo with the surface scatterer. This speckle, which gives a granular appearance to a SAR image, seriously degrades the image quality. Therefore, both the statistical variation in the underlying cross section values of the background along with the statistical properties of the speckle has to be taken into account for the proper modelling of the observed data. This type of coherent clutter statistics analysis is not unique to the radar sensor but other coherent imaging processes like sonar and laser have similar statistical behaviour and an identical approach can be applied to understanding the clutter statistics from such a scenario.

We have therefore established that studying the clutter properties is a vital link in a) the detection of radar targets and b) the understanding and interpretation of images of coherent systems. In this thesis we address this task of characterising the clutter model. The discussion will be based on a coherent radar system but the modelling technique is a generic approach, applicable to other coherent imaging methods. One particular example of this is coherent sonar systems where clutter modelling techniques, developed for radar systems, are increasingly being applied.

The clutter characterisation problem can be broken down into a number of sub-questions:

1. What parameterised statistical model can be used to characterise the clutter?
2. What physical justification is there to use the statistical models?
3. What are the optimal parameter solutions to the statistical model?
4. What are the errors associated with estimating these parameter values?

These questions comprise the main aspects of the clutter characterisation problem addressed in the following chapters.
In the remainder of this introductory chapter an outline plan of the thesis is presented, the novel aspects of the research presented in this thesis are listed and a brief description is given of the radar data that will be used in later chapters.

1.2 Outline

Before we can address the task of understanding the clutter characteristics we need to establish a full understanding of the imaging process. We need to know what the parameters of the radar systems are and what information is represented by the data. This is a general prerequisite for interpreting any type of data. Hence in Chapter 2 the general theory of radar imaging is discussed. A pulsed Doppler system and a high resolution SAR system is described, discussing in particular the image resolution achieved with each system. The information concerning the resolution of the system will be used in later chapters to devise models for the clutter statistics.

After a brief explanation of the radar principles we go on to address the task of clutter characterisation covered by the questions highlighted above. The first two of these questions are addressed in Chapter 3. A general review is carried out of the clutter modelling techniques used by various researchers. A short background is given on direct modelling techniques based on the electromagnetic theory followed by a detailed discussion of statistical based models used to describe the clutter statistics. The search for a proper phenomenological based model leads us to the K-distribution as an adequate representation of the statistics of medium resolution land clutter data. Evidence from goodness-of-fit tests on SAR and MTI data is used to justify the K-distribution model. The discussion on the K-distribution is extended in Chapter 4 where we address the third and fourth question on clutter modelling regarding parameter estimation. Neural nets are used to investigate optimal parameter estimators for the K-distribution. A new multimoment estimator is proposed for the estimation of the parameter of the K-distribution and its error analysis is carried out. It is shown that near optimal parameter estimates are obtained with this hybrid estimator.
1.3 NOVEL ASPECTS OF THE RESEARCH

In Chapter 5 we extend our discussion to high resolution clutter where the statistics deviate from a K-distribution. Once again we address the four questions as to what is the most suitable noise model and how to obtain the optimal parameter estimators. We introduce weak scattering models which are a more appropriate representation of the scattering process when the phase of the detected field is not uniformly distributed. Consideration of a random walk in a weak scattering regime leads us to the generalised-K and the homodyned-K distribution. Estimators are proposed for the parameters of the distributions and error analysis is carried out for the estimators.

Chapter 6 contains conclusions on the clutter statistics given the results in Chapter 3 to 5. It also suggests ideas for further research.

A number of appendices are included. Appendix A lists a complete evaluation of the predicted errors for the various estimators discussed in this thesis. Appendix B contains an extended proof of a result referred to in the main body of the thesis. The details of the chi-squared goodness-of-fit test and the maximum likelihood classification test used in the evaluation of real radar data are described in appendices C and D respectively. Appendix E lists the output distributions of basic binary operators in terms of the distributions of their inputs; these results are required at various stages in the main body of the thesis. Appendix F is a glossary which briefly defines various mathematical functions and relationships referred to in the thesis. For ease of reference topics listed in the glossary are printed in **bold** in the main body of the thesis wherever the reader may require further explication of the topic (e.g., where it is first introduced). Finally, appendix G gives a list of symbols used in the thesis.

### 1.3 Novel aspects of the research

The main achievement of the results presented in this thesis is the development of suitable statistical models for surface clutter. New estimators for the most viable clutter distribution models are proposed and their performance assessed using theoretical predictions and simulated results. This work, on the main, built on the many years of research on sea and land surface scattering carried out by the Sur-
face Surveillance group at DERA Malvern but also drew upon the work of the wider radar clutter modelling research community. There are a number of original results presented in this thesis and these are listed as follows:

- Using new SAR data for land, the K-distribution is shown to be a good empirical model for medium resolution system which confirmed previously published results.

- New results are presented for the empirical fit to MTI data for land clutter which for the first time showed that the K-distribution is also a suitable non-Gaussian model for this case.

- Neural nets are used in a novel way to construct estimators for the $t$ parameter of the K-distribution which outperformed existing texture measure estimators. A key element to the success of the neural net estimators is the introduction of the pre-processing stage. Thus instead of presenting directly the K-distributed intensity data, moments calculated from this data are presented to the input layer of the neural net which enables a much more successful convergence of the neural nets' weights.

- A new hybrid estimator is proposed which combines the normalised log and the amplitude contrast texture measures to give a near optimal estimator for the $t$ parameter of the K-distribution. A new expression is derived for the predicted error performance of this estimator which is compared with simulated results.

- The homodyned-K and the generalised-K distribution, which are candidate distribution for weak scattering, lacked any optimal parameter estimators. New results are presented which propose some simple estimators for the parameters of these distributions. The corresponding expressions for the error predictions are derived and their performance assessed using simulations.

### 1.4 Real radar data

Results presented in this thesis are based on a number of data sets from DERA Malvern airborne radars:
Table 1.1 Frequency band allocations for radar remote sensing [89].


The frequency allocations corresponding to the radar frequency bands referred to above are listed in Table 1.1. Other relevant imaging parameters will be listed when the need arises.
Chapter 2

2. Radar resolution theory

Radar resolution has a significant bearing on the statistics of the clutter returns. Thus in this chapter, as a prerequisite to studying clutter characteristics, the theory of radar resolution for ground imaging surveillance systems is described. For modern surveillance systems there has been continuous pressure and desire to achieve finer resolution. There are a number of techniques available for improving radar resolution. An airborne system has certain limitations but there are also particular features which can be exploited to improve radar resolution. The high resolution techniques which are applicable to airborne surveillance systems are described in this chapter.

The resolution of a system can be defined as a length scale which characterises how far apart two point targets must be for them to be distinguished as such in an image. A common choice for the resolution is the width of the main lobe of the point spread function (PSF) [70]. However, this is only a nominal resolution as the actual ability to resolve two scatterers depends upon their relative cross-section and phase difference [69]. Nevertheless, for the purpose of the discussion here we will treat this nominal resolution as the system resolution.

Figure 2.1 shows a typical geometry for a sideways-looking radar mounted on an airborne platform. The aircraft flies along a straight line track. The direction of flight is known as the along-track or azimuth direction and the direction perpendicular to this is known as the cross-track or range direction. As the aircraft flies along its track, it emits a continuous train of radar pulses. Each radar pulse illumi-
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Figure 2.1: Geometry of an airborne sideways-looking radar

nates the ground over a region determined by the antenna beamwidth. As a rule of thumb, the beamwidth of an antenna of length $D$ is

$$\psi = \frac{\lambda}{D} \quad (2.1)$$

where $\lambda$ is the radar wavelength. Typically the antenna is rectangular with dimensions $D_a \times D_e$, where $a$ and $e$ denote azimuth and elevation, respectively. Thus the antenna footprint has both a range and azimuth extent given by (2.1). These two spatial components make up the two-dimensional radar image. The range resolution of a sideways-looking radar is discussed in Section 2.1. The range resolution is inversely proportional to the bandwidth of the radar pulse. High range
resolution requires larger bandwidth which can be achieved by using frequency modulation. When linear modulation (i.e., a chirp pulse) is used the system response is described by a \( \text{sinc} \) function, provided no amplitude taper is used. The azimuth resolution for a real aperture antenna is described in Section 2.2. The azimuth resolution is inversely proportional to the aperture of the antenna expressed as number of wavelengths. Higher azimuth resolution is achieved using SAR techniques. The azimuth resolution for a fully focused synthetic aperture is equal to half the real aperture length, and the system response is described by a \( \text{sinc} \) function.

An alternative to the two-dimensional spatial image is to represent the received signal as a range Doppler map. The Doppler data is obtained by a frequency transformation of the azimuth data. The Doppler of a target is proportional to its radial velocity towards the radar. This feature is exploited in coherent MTI radars to separate the echoes of moving targets from stationary clutter. The clutter echoes also have a Doppler return determined by the platform speed, the antenna beam-width and the antenna pointing direction. Section 2.3 discusses the Doppler resolution in an MTI system. The Doppler resolution is equal to the reciprocal of the coherent integration time. The total width of the Doppler spectrum is given by the Pulse Repetition Frequency (PRF).

The imaging geometry will assume a flat earth model. This is valid for airborne surveillance radar operating over a narrow swath width. However, surveillance systems which operate at a very long range, for example spaceborne surveillance radars, the imaging geometry must also take into account the Earth’s curvature and rotation, and the satellite orbit [25, 66]. However, these factors are not considered further since they affect only the details of the range and azimuth processing rather than the general theory. The effect of range curvature [90] will also be ignored.

2.1 Range resolution

The range component of a radar image is given by the time it takes a radar pulse to return from the target when it is broadside. This is termed the slant range. Figure 2.1 shows the range swath of a sideways-looking radar.
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For a pulsed radar the width of the radar pulse determines the ability of a radar to resolve closely spaced targets in range. Thus for a radar with a pulse width \( \tau_p \), the slant range resolution is given as

\[
d_{sr} = \frac{c \tau_p}{2}
\]

(2.2)

where \( c \) is the speed of electromagnetic propagation through the atmosphere \((c \approx 3 \times 10^8 \text{ m/s})\). For an unmodulated pulse, \( \tau_p \) is approximately related to the bandwidth \( B \) of the radar as \( \tau_p = 1/B \). Therefore, the slant range can be written as

\[
d_{sr} = \frac{c}{2B}
\]

(2.3)

For clutter modelling, the resolution that is of interest is the corresponding ground range resolution. For (2.3) this is given as

\[
d_{gr} = \frac{d_{sr}}{\sin \theta}
\]

(2.4)

where \( \theta \) is the local incident angle of the beam with the surface. \( \theta \) changes over the range swath of the antenna footprint. The maximum attainable swath in the range direction is given by the antenna elevation beamwidth \( \psi_e \). For a side looking radar flying at a height \( h_{ac} \) and looking down at an angle \( \phi_0 \) the maximum range swath is \([25]\)

\[
S_{sr} = h_{ac} \left( \cot \left( \phi_0 - \frac{\psi_e}{2} \right) - \cot \left( \phi_0 + \frac{\psi_e}{2} \right) \right)
\]

\[
= \frac{2h_{ac} \sin \psi_e}{\cos \psi_e - \cos 2\phi_0} = \frac{h_{ac} \psi_e}{\sin^2 \phi_0} \quad \text{for} \quad \psi_e << 1
\]

(2.5)

The ground range resolution varies nonlinearly across this swath. This can have important consequences for image properties, particularly for spaceborne or short-range airborne systems. The actual slant range swath, bounded by the minimum and maximum range, is determined by the time between the pulse transmission and the start and end of the reception period. The swath is always selected to lie
between the main lobe of the elevation beam. Since transmission and reception cannot overlap, the slant swathwidth is restricted by the PRF, and the condition [60]

\[ S_{\text{sw}} < \frac{c}{2 \times \text{PRF}} \]  

must hold to avoid range ambiguities. For real aperture systems there is no lower limit on the PRF, however, for SAR systems the PRF must exceed a certain lower limit (see Section 2.2).

A simple sinusoidal pulse of length 1 \( \mu \text{s} \) will give a slant range resolution of the order of 150 m. To achieve higher range resolution would require a pulse with a much shorter length. This would require higher transmitter peak power to maintain the detection ranges. The bandwidth of the unmodulated 1 \( \mu \text{s} \) pulse is 1 MHz. The range resolution can be improved by using frequency modulation, which increases the bandwidth of the pulse without reducing the length of the transmitted pulse. This results in the system response in range being a \( \text{sinc} \) function [45, 58, 90] when no amplitude taper is used.

For a linear modulated pulse (i.e., a chirp) of bandwidth B and length \( \tau_p \), where the frequency \( f(\tau) \) at time \( \tau \) is given by

\[ f(\tau) = \begin{cases} 
  f_0 - \frac{B \tau}{\tau_p}, & |\tau| \leq \frac{\tau_p}{2}, \\
  0, & |\tau| > \frac{\tau_p}{2}
\end{cases} \]  

and where \( f_0 \) is the carrier frequency, the transmitted pulse is of the form\(^1\)

\[ p(\tau) = \exp \left\{ -2\pi \left( f_0 - \frac{B \tau}{2\tau_p} \right) \frac{\tau}{2} \right\} \quad \text{for} \quad |\tau| \leq \frac{\tau_p}{2} \]  

The received pulse from a point target at range \( R \) is a delayed and scaled version of the transmitted pulse. Processing the return signal involves stripping off the carrier

\(^1\) \( j = \sqrt{-1} \)
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The time resolution $r_t$ (related to range resolution as $d_r = c r_t / 2$) is given by the first positive zero of the $sinc$ function. This occurs when

$$\frac{B}{\tau_p} \tau(\tau_p ' - \tau) = 1$$

(2.11)

Figure 2.2: Compressed chirp pulse for $B = 100$ MHz and $\tau_p ' = 100$ sec.

```
\begin{equation}
\frac{h_\tau(x_\tau)}{h_\tau(0)}
\end{equation}
```

frequency and performing a correlation with a copy of the transmitted signal (this is known as matched filtering [63]). The output for a point target is given by [62]

$$h_\tau(t) = \int_{-\tau_p/2}^{\tau_p/2} \exp \left( \frac{\pi B}{\tau_p} \frac{s^2}{2} \right) \exp \left( - \frac{\pi B}{\tau_p} [s + \tau] \right) \text{rect} \left( \frac{s + \tau}{\tau_p} \right) ds$$

\begin{equation}
= \left( \tau_p ' - |\tau| \right) \text{sinc} \left( \frac{B}{\tau_p} \tau(\tau_p ' - |\tau|) \right) \text{rect} \left( \frac{\tau}{\tau_p} \right)
\end{equation}

(2.9)

where

$$\text{rect}(\tau) = \begin{cases} 1 & |\tau| \leq \frac{1}{2} \\ 0 & |\tau| > \frac{1}{2} \end{cases}$$

(2.10)
which gives the solution for \( r_\tau \) as

\[
\tau = r_\tau = \frac{\tau_{p}'}{2\left(1 - \sqrt{1 - \frac{4}{B\tau_{p}'}}\right)} \tag{2.12}
\]

For high resolution systems, the *time-bandwidth product* \( B\tau_{p}' \) is large and (2.12) approximates to

\[
r_\tau \approx \frac{1}{B} \tag{2.13}
\]

\( r_\tau \) is the compressed pulse length. Using (2.13) we get the expression for the *compression ratio* as

\[
\text{compression ratio} = \frac{\tau_{p}'}{r_\tau} = B\tau_{p}' \tag{2.14}
\]

Thus a pulse of length \( \tau_{p}' = 1 \mu s \) using a chirp with a *compression ratio* of 100 will have a range resolution of 1.5 m. The corresponding bandwidth is \( B = 100 \) MHz.

The plot of the compressed chirp pulse for this system is shown in Figure 2.2, where the x-axis has been converted to distance units by the substitution \( x = c\tau \).

### 2.2 Azimuth resolution

The azimuth information makes up the second component in a radar image. The azimuth resolution of a real aperture radar is governed by its azimuth beamwidth. The azimuth geometry of a side looking radar imaging is illustrated by Figure 2.1.

The azimuth resolution at a slant range \( R_0 \) is given as

\[
d_a = R_0\psi_a \tag{2.15}
\]

Using (2.1) this gives

\[
d_a = \frac{R_0\lambda}{D_a} \tag{2.16}
\]

The returns from a point scatterer at range \( R_0 \) would be smeared out in azimuth by a distance given by (2.16). An X-band system using a 2-m antenna at a range of 10
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Figure 2.3: Geometry of the illumination of a point target across a synthetic aperture of length $L_S$.

km will have an azimuth resolution of 150 m. For most imaging purposes this resolution is very poor. The brute force method for increasing the azimuth resolution would be to a) reduce the wavelength of the transmitted signal, and b) increase the aperture of the antenna. Neither of these solutions are practical for long range surveillance radars, the former due to high propagation losses for frequencies higher than X-band and the latter due to the constraint on the antenna size due to platform dimensions.

A more practical method for achieving higher azimuth resolution for a sideways-looking radar on a moving platform is to coherently add the returns from a series of different positions along the line of flight. This effectively forms a synthetic aperture from which this method derives the name ‘synthetic aperture radar’ (SAR). The geometry of the illumination of a point target along a straight synthetic aperture of length $L_S$ is shown in Figure 2.3.

As the radar beam passes over a point target, the range of the target to the platform changes. This produces a change in the phase of the detected field at each point along the synthetic aperture. The range $R$ of a point target $X$ can be ex-
pressed in terms of its range when it is broadside to the radar platform $R_0$, and its azimuth lag $x_a$ along the ground track of the radar beam away from being broadside

$$R = \sqrt{R_0^2 + x_a^2}$$  \hspace{1cm} (2.17)

For a narrow beam, $X$ is only illuminated when $x_a << R_0$ in which case

$$R = R_0 + \frac{x_a^2}{2R_0}$$  \hspace{1cm} (2.18)

Thus the path difference $\delta R$ between when a target is at an azimuth lag $x_a$ compared to when it is broadside of the antenna is given by

$$\delta R = \frac{x_a^2}{2R_0}$$  \hspace{1cm} (2.19)

where the corresponding two-way phase difference $\delta \phi$ as a function of azimuth lag is given by

$$\delta \phi(x) = \frac{2\pi x_a^2}{\lambda R_0}$$  \hspace{1cm} (2.20)

If $E_0$ is the field detected when the point target is broadside of the antenna then the detected field $F(x_a)$ at point $x_a$ along the synthetic aperture is given by

$$F(x_a) = \begin{cases} 
E_0 \exp \left( \frac{\jmath 2\pi x_a^2}{\lambda R_0} \right) & |x_a| \leq \frac{L_s}{2} \\
0 & |x_a| > \frac{L_s}{2}
\end{cases}$$  \hspace{1cm} (2.21)

where the variations in the magnitude of the detected field across the synthetic aperture are ignored. This is a valid assumption as the variation in the target's range across the synthetic aperture is small relative to the range itself. In the absence of any phase correction, only those returns for which $\delta \phi$ is less than a fraction of a cycle can be summed together. With proper phase correction, radar returns re-
ceived over the full length of the synthetic aperture can be summed together which results in very fine azimuth resolution.

Full phase correction involves convolving the detected field with the matched filter of the phase difference term. The azimuth response to a point target is then given as

\[
h_a(x_a) = F(x_a)^* \exp\left(-j\delta\phi(-x_a)\right)
= \int_{-L_a/2}^{L_a/2} F(|x_a| + y) \exp\left(-j\delta\phi(-y)\right) dy
= E_\theta L_s \left(1 - \frac{|x_a|}{L_s}\right) \text{sinc} \left(\frac{2L_s x_a}{\lambda R_0} \left(1 - \frac{|x_a|}{L_s}\right)\right)
\]

for \(|x_a| \leq L_s\), otherwise it is zero\(^2\). The output response is a distorted sinc function with the first null occurring at

\[
\frac{2L_s x_a}{\lambda R_0} \left(1 - \frac{|x_a|}{L_s}\right) = 1
\]

which gives the solution for the azimuth resolution as

\[
x_a = d_a = \frac{\lambda R_0}{2L_s}
\]

The maximum value for \(L_s\) is determined by the distance over which a target is within the main beam of the antenna. This is equal to the azimuth beamwidth. Thus substituting for maximum \(L_s\) from (2.16), the azimuth resolution of a fully focused SAR is given as

\[
d_a = \frac{D_a}{2}
\]

The azimuth resolution is independent of range and wavelength and is determined solely by the azimuthal length of the real aperture. Thus an X-band system with a 2-m antenna can achieve an azimuth resolution of 1 m. The associated cost of SAR

\(^2\) When the symbol \(^*\) is used as in \(x^*\), it represents the complex conjugate of \(x\), whilst when used as a binary operator as in \(x * y\), it represents the convolution of \(x\) and \(y\).
processing is high data storage since the Nyquist criterion demands that the sampling rate must exceed the resolution length [90]. This imposes a lower limit on the PRF which then also limits the maximum slant swathwidth (see (2.6)).

The azimuth resolution, however, cannot be increased indefinitely by reducing the real aperture size. Firstly, reducing the size will lower the gain of the antenna and thus the detection performance of the radar. Secondly, the required minimum PRF will increase, reducing the slant swathwidth [90]. Higher SAR resolution is, however, possible with spotlight mode SAR which uses beam steering to keep the target in the beam for a longer time and thus form a longer synthetic aperture. This gives considerable improvement on the azimuth resolution, however at the expense of spatial coverage [17].

2.3 Doppler resolution

A target can be defined in three state variables; range, azimuth and Doppler. The Doppler of a target is a function of its radial velocity toward the radar and is used in MTI radars to form range-Doppler maps which facilitate the detection of moving targets.

The Doppler frequency of a target is related to its radial velocity \( v_r \), toward the radar, as [81]

\[
f_d = \frac{2v_r f_0}{c}
\] (2.26)

The maximum unambiguous Doppler is given by the PRF. In a coherent MTI system the received pulses are processed along the azimuth direction using a one-dimensional Fast Fourier Transform (FFT) to generate a Doppler profile. The FFT is performed for each range gate. This produces a two dimensional range-Doppler map. The Doppler resolution is given as [83]

\[
f_d = \frac{\text{PRF}}{N_p}
\] (2.27)
where \( N_p \) is the number of pulses that are coherently integrated. \( N_p/PRF = \tau_{int} \), the coherent integration time. Therefore, the Doppler resolution, and hence the bandwidth, is given as

\[
f_d = \frac{1}{\tau_{int}}
\]

(2.28)

The total number of Doppler bins is equal to the number of pulses that are coherently integrated. The Doppler resolution is increased by extending the coherent integration interval. For a given PRF this is achieved by increasing the number of pulses that are processed together by the FFT operation. The upper bound on \( t_{int} \) is the dwell time on the target. The dwell time is a function of antenna beamwidth, platform velocity and antenna scan rate. Therefore, there is a trade-off between azimuth accuracy, swath coverage and Doppler resolution. Furthermore, \( t_{int} \) has to be kept as short as possible to avoid target migrating through the resolution cells. A typical value of \( t_{int} \) for ground surveillance radar is 0.1 sec.

For a moving platform, ground clutter also has a relative velocity toward the radar which results in the clutter echo being shifted in Doppler. The relative clutter velocity depends on the aircraft velocity and the direction of the clutter relative to the platform velocity vector. The mean value of the clutter Doppler shift is given by

\[
f_c = \frac{2v_{ae}f_0}{c} \cos \phi \cos \theta_0
\]

(2.29)

where \( v_{ae} \) is the platform velocity, \( \theta_0 \) is the antenna's azimuth angle, and \( \phi_0 \) is the antenna's depression angle. Since the radar footprint has a spatial extent (see Figure 2.1) the clutter spectrum has a Doppler spread. For small depression angles, the Doppler spread from clutter returns is generally determined by the radar's azimuth beamwidth. The Doppler spectral width is found by subtracting the radial Doppler frequency components, which occur at the half-power edges of the azimuth beam as [75]
for small azimuth beamwidths. An X-band airborne radar moving at 200 m/s with a 2-m antenna at 5° depression angle and pointing sideways will have a clutter spectral width due to platform motion of 199 Hz.

The clutter Doppler spectrum is divided into a number of Doppler bins determined by the Doppler resolution. This has the effect of dividing the azimuth beamwidth into subapertures whose beamwidth is determined by the Doppler resolution. The Doppler frequency corresponding to the kth subaperture is given as

$$f_{d_k} = \frac{2v_{\text{air}}f_0}{c} \cos \phi_0 \cos \theta_k$$

(2.31)

where $\theta_k$ is the azimuth angle between the kth subaperture and the aircraft velocity vector. Since Doppler resolution is the frequency difference between adjacent Doppler bins, therefore

$$f_d = f_{d_{k+1}} - f_{d_k} = \frac{2v_{\text{air}}f_0}{c} \cos \phi_0 \left(\cos \theta_{k+1} - \cos \theta_k\right)$$

(2.32)

Letting $\Delta \theta$ be the differentiating angle represented by each subaperture such that $\theta_k = \theta_m - \Delta \theta/2$ and $\theta_{k+1} = \theta_m + \Delta \theta/2$, where $\theta_m$ is the medium angle to the centre of the clutter cell and substituting in (2.32) gives

$$f_d = \frac{2v_{\text{air}}f_0}{c} \cos \phi_0 \Delta \theta \sin \theta_m$$

(2.33)

and solving for the azimuth resolution angle gives

$$\Delta \theta = \frac{cf_d}{2v_{\text{air}}f_0 \cos \phi_0 \sin \theta_m}$$

(2.34)

The Doppler processing has resulted in an azimuth resolution better than that achieved with just the real aperture. This technique is called Doppler beam sharp-
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Although the azimuth resolution achieved is inferior to that of a fully focused SAR and it is not independent of range, it is used in MTI radars to produce simple clutter maps. For the example of the X-band system considered earlier, a PRF of 1 kHz and an FFT of 64 pulses will give a Doppler resolution of 16 Hz. The corresponding azimuth angle resolution at 5° depression angle and sideways-looking antenna is 0.07°. At a slant range of 10 km this equates to a spatial azimuth resolution of 12 m. Thus in MTI radars, Doppler processing also effects the size of the radar footprint on ground which in turn has a bearing on the statistics of the observed scattering. Clutter models that are able to characterise the observed scattering are discussed in the following chapter.

2.4 Summary

In this chapter

- The theory of how a side looking radar flown on a moving platform achieves high resolution in range, azimuth and Doppler domain has been described.

- It was shown that the range resolution is inversely proportional to radar bandwidth. The chirp pulse technique for achieving high range resolution was described and the system response to a point target was shown to be a sinc function.

- The azimuth resolution improvement achieved with a synthetic aperture compared to a real aperture was discussed. The system response to a point target was shown to be again a sinc function.

- The relationship between the coherent integration time and the Doppler resolution was described and the technique of Doppler beam sharpening for obtaining clutter maps was discussed.
Chapter 3

3. Clutter models

Clutter modelling is essential for optimising target detection and terrain classification. The clutter echoes result from a coherent electromagnetic scattering process. When an electromagnetic wave scatters from a position \( (x, y) \) on the Earth's surface, the physical properties of the terrain cause changes in both the phase \( \phi(x, y) \) and amplitude \( A(x, y) \) of the wave. Therefore, the most direct method for modelling the clutter returns is to obtain a full wave solution using Maxwell's equations while applying the appropriate boundary conditions. This method, however, suffers from the difficulty of selecting and applying the correct boundary conditions to represent typical real surfaces. A more simplified approach is to represent the received complex signal as a sum of contributions from discrete elementary scatterers. The statistical distribution of the received signal can then be modelled in terms of the probability distribution of the amplitude, phase and number of the discrete scatterers. The choice of statistical models can be based on some physical justification for the scatterer distribution or on ad hoc models based on empirical evidence. The major part of this chapter is devoted to a discussion of the statistical models.

The forward problem, as the electromagnetic modelling of rough surface scattering is commonly known, is briefly reviewed in Section 3.1. An in-depth study of the forward problem is outside the scope of this thesis and the discussion is limited to a general overview of the technique. This method predicts the scattered field based on the properties of the scattering medium and the incoming wave. The first results in this area were obtained for scattering from periodic surfaces. Subse-
sequent work addressed the problem of scattering from random rough surfaces. Section 3.1.1 to 3.1.5 summarises the various approaches taken to solve the forward problem.

Although the forward problem analysis has helped to identify the dominant scattering mechanisms, the full wave solutions in most cases are unavailable. Therefore, an analysis of the statistics of the observed field is a more realistic approach for characterising the clutter models. The statistics of the received signal are investigated in terms of a general model for the electromagnetic field detected by a radar system; this is described in Section 3.2. When the resolution cell is large compared to the wavelength the phase of the scatterers is uniformly distributed and contains no information regarding the target. Therefore the useful information regarding the scattering surface is contained only within the intensity of the detected field. For the completeness of the discussion we briefly describe the statistics of the phase and complex components of the detected field in Section 3.2. This is followed by a more extensive discussion of the statistics of the intensity of the detected fields in Section 3.2.1 onwards.
A review is carried out of the statistical models used to describe the intensity characteristics of ground clutter. Where applicable the physical models underlying the statistical models are described. For each model the **probability density function** (pdf), **cumulative distribution function** (cdf) and the **moments** are listed. The most promising of these models are selected for testing with real data. The results are quoted for goodness-of-fits using the chi-squared test.

### 3.1 Electromagnetic models

The problem of backscattering from a rough surface is of interest to radar imaging, sonar detection and optics. There has been considerable work published on this subject in a wide spectrum of journals. The very first work published in this area was by Rayleigh [67] which analysed the scattering from sinusoidal surfaces for normal incidence. Schouten and De Hoop [76] extended this for any analytical rough surface. Although periodic surfaces proved useful in indicating the general behaviour of rough surfaces, real surfaces are rarely periodic. A number of researchers have investigated the scattering from random rough surfaces. Beckmann and Spizzichino [7] considered scattering from normally distributed rough surfaces using the Kirchhoff solution which assumes a slowly varying height profile. However, many surfaces of practical interest are not normally distributed. The distribution of terrain with sharp ridges and round valleys and that of a rough sea is asymmetric and therefore not normal. A standard approach for modelling scattering from non-Gaussian surfaces is the Small Perturbation Method (SPM) which is suitable when the surface roughness is small [68]. The purely analytical approach, however, is limited in the type of surface that can be modelled, due to the lack of closed form solutions. Various numerical solution based approaches have been used to analyse the scattering from arbitrarily defined rough surfaces. Section 3.1.1 to 3.1.4 summarises each of these approaches. Besides these methods there have been a few other notable approaches, which are mentioned in Section 3.1.5.

#### 3.1.1 Periodic surfaces

Historically, this class of rough surfaces was the first to be treated. A rough surface is represented with periodic irregularities such as sinusoidal undulations, saw-tooth
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profiles, protrusions of equal shape spaced at regular intervals, etc. This approach enables the problem to be solved in a simplified non-statistical way.

Rayleigh [67] analysed the problem for sinusoidal surfaces and developed the well-known Rayleigh criterion, for qualifying the roughness of a surface. The process in which an incident wave is reflected depends upon the surface roughness. For smooth surfaces the reflection is specular. Specular reflection is directional and has a constant predictable phase with respect to the incident wave. In this case $\theta_i$ and $\theta_r$ in Figure 3.1 will be equal and the reflections will add coherently to give a strong return in a single direction. For rough surfaces, the reflection is diffused. Diffused reflection is much more dispersed and the phase of scattered energy varies over $0 - 2\pi$. Rayleigh stated that a surface may be regarded as smooth if the phase difference between two reflected waves is less that $\pi/2$. Using the geometry of Figure 3.1 this is

$$\Delta h < \frac{\lambda}{8 \cos \theta_i}$$

(3.1)

where $\Delta h$ is the height difference, $\theta_i$ is the incident angle and $\lambda$ is the wavelength of the incident wave. (3.1) states that roughness of any scattering surface is not an intrinsic property of that surface but depends on the frequency and angle of the incident wave. A surface appears rougher the smaller the incident wavelength or the closer the angle of incidence is to the surface normal. Although, the Rayleigh criterion was originally defined for periodic surfaces it has been universally adopted for all type of rough surfaces, where $\Delta h$ is replaced by $\sigma_h$ the standard deviation of surface heights.

Rayleigh's work was for the special case of normal incidence onto a sinusoidal surface which was extended by LaCasce and Tamarkin [47] to oblique angles. Deryugin [23] applied it to different profiles and Schouten and De Hoop [76] generalised it for any analytically given rough surface.
3.1.2 Normal distributed surfaces

The scattered field $E_p$ observed at a point $P$ at a distance $r$ from a point $O$ on a surface $S$ (Figure 3.2) is given by the Helmholtz integral [7] as

$$E_p = \frac{1}{4\pi} \iint_S E_s \frac{\partial \psi_s}{\partial n_s} - \psi_s \frac{\partial E_s}{\partial n_s} \, dS$$  \hspace{1cm} (3.2)

where $E_s$ is the field on $S$, $n_s$ is a normal to the surface and $\psi_s$ is given by

$$\psi_s = \frac{\exp(-\frac{2\pi}{\lambda} r)}{r}$$  \hspace{1cm} (3.3)

Beckmann and Spizzichino [7] derived an analytical solution to the scalar problem of (3.2) for a normally distributed surface using the Kirchhoff approximation whereby the field at any point on the surface is expressed as the sum of the incident and reflected field at the tangent at the considered point. Thus $E_s$ in (3.2) is replaced by

$$E_s = (1 + R_{\text{coeff}})E_i$$  \hspace{1cm} (3.4)

where $R_{\text{coeff}}$ is the reflectivity coefficient of a smooth plane and $E_i$ is the incident field. This approximation is very good when the radius of curvature of the irregu-
Figure 3.3: The tangent plane at a general point of the rough surface. The radius of curvature is (a) small, and (b) large in comparison with the wavelength.

larities is very large compared to the wavelength (Figure 3.3b) but breaks down completely for sharp edges (Figure 3.3a). Thus the Kirchhoff solution is suitable for smoothly varying normally distributed surfaces. The analyses produced by Beckmann and Spizzichino [7] assumed small slopes and small standard deviation of surface heights $\sigma_h$. Wu and Fung [98] extended this to surfaces with large $\sigma_h$ using a vector formulation of the Kirchhoff method.

Many surfaces of practical importance are, however, not normally distributed. Beckmann [8] showed that the surface height probability distribution has a significant bearing on the characteristics of the scattered field where the surface roughness and the grazing angle of the incident wave are large. Introducing a correlation function into the Kirchhoff model can compensate for an incorrect surface model. Shaw and Dougan [80] proposed suitable correlations to model ocean-like surfaces. The assumption of gently undulating terrain, nevertheless severely limits the applicability of this model to land surface scattering and therefore there have been alternative techniques developed for predicting scattering from non-Gaussian surfaces. These are described in the following section.

3.1.3 Non-Gaussian surfaces

Rice [68] developed a scattering model suitable for non-Gaussian surfaces based
on SPM analysis. Unlike the Kirchhoff method, SPM does not impose a restriction on the surface curvature and permits the surface height to vary within the distance of a wavelength. The method, however, is applicable only to slightly rough surfaces where

$$k\sigma_h < 0.3$$  \hspace{1cm} (3.5)

It also requires that $l_s$, the average slope of the surface, should meet the criterion

$$\sqrt{2\sigma_h/l_s} < 0.3$$  \hspace{1cm} (3.6)

SPM calculates the field at any point in the scattering medium using the solutions for scattering from a smooth surface, together with 'perturbative' terms arising from the slight surface roughness. Under the assumption of slightly rough surfaces the quantities that are a function of the surface height may be expanded as a Taylor series about their value on the mean scattering surface

$$f(x, y, h) = f(x, y, 0) + h \frac{\partial f}{\partial h}(x, y, 0) + \frac{h^2}{2} \frac{\partial^2 f}{\partial h^2}(x, y, 0) + ...$$  \hspace{1cm} (3.7)

where $f$ is a quantity defined in the Cartesian co-ordinates $x$, $y$, and $z$, and the mean scattering plane is $z=0$. The accuracy of the perturbation theory depends on the number of terms retained in the expansion of (3.7). Perturbation theory assumes that the total scattered field $E_s$ may be written as a series

$$E_s = E_s^0 + E_s^1 + E_s^2 + ...$$  \hspace{1cm} (3.8)

where $E_s^k$ is the contribution from the $h^k$ term in (3.7). The earlier analysis of the perturbation theory was carried out using just the first order terms in $h$ [15]. More recent work by Bass and Fuks [5] and Watson and Keller [96] carried out the analysis for the second order perturbation theory.

Wright [97] tested the SPM model for sea clutter and found good agreement to vertically polarised data. The gap between the Kirchhoff method, suitable for high frequencies, and the SPM, suitable for slightly rough surfaces, was bridged by Bahar [2] who produced a unified full wave solution to evaluate the scattering from
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3.1.4 Numerical solutions
This approach uses the numerical solutions of integral equations for the unknown surface fields to calculate the scattered field. The surface height function $h(x, y)$ is treated as a random correlated discrete variable. The numerical solutions are not restricted to an analytical expression for the scattering surface and thus the solution can be calculated for any realisation of surface height profile. A variety of methods have been adopted from spectral analysis to generate surface height profiles for example moving average methods and autoregressive processes [55]. Each set of generated data represents one surface realisation for which the scattered field may be calculated. The statistical parameters of the scattered field are then determined by generating large number of surface realisation and analysing the scattered fields from these surfaces. There is, however, a large price to pay in terms of increased computational effort with this method.
Numerical solutions have been used to study the accuracy of the SPM [18, 30] and the Kirchhoff theory [29, 48] approximate techniques. A further use of numerical simulation techniques is in the modelling of many aspects of realistic scattering geometries. Factors that complicate, and often preclude, analytical theory, such as non-planar incident waves with a spatially varying amplitude profile, incident pulses of arbitrary form and finite-sized surfaces of non-ideal shape, may all be included in a numerical study, however, at the expense of increased computational effort.

3.1.5 Other methods
The methods described in the previous sections are for the more general type of rough surfaces. There has been other less general method developed which overcome some of the limitations of the more general models. Twersky [87] developed a scattering model based on mirror images. He considered a perfectly conducting surface with arbitrary shaped protrusions. Under this situation the field scattered by the protruding object under an incident plane wave $E_i$ can be derived by evaluating the field scattered from the object in free space illuminated by two incident waves. This is so since the surface field in both instances is the same, as illustrated diagramatically in Figure 3.4. The scattered field is easily derivable using this method and it allows the modelling of multiple scattering. This approach is particularly useful when the surface can be represented by a collection of randomly located discrete scatterers. Fung and Ulaby [28] and others [19, 44] used the discrete scatter model to represent scattering from vegetation clutter.

Rather then attempting to calculate the field from a realistic model of a rough surface an alternate approach is to adopt a model of a rough surface that will scatter a realistic field. A simple model of rough surfaces that will have this effect is one which consists of plane facets of random slope where the random slopes are generated by a Markov chain (Figure 3.5). Beckmann [6] used this model to obtain an approximation to the scattered field. The analysis was simplified by assuming that the reflection are locally specular (this is true when the facets are large compared with the wavelength) and that the elementary waves reflected in the same
3.2 Statistical models

An image generated by a coherent imaging system is affected by coherent interference between scatterers [32] which causes the detected intensity to fluctuate from resolution cell to resolution cell. This fluctuation in pixel intensities is evident in both MTI and SAR images (see Figure 3.6 and Figure 3.7) of land. The observed intensity fluctuations can be characterised by statistical model without performing a rigorous solution of the Maxwell equations for the scattering surface.

The statistical model assumes that the received electric field at an observation point \( \mathbf{r} \) can be represented as a sum of contributions from elementary scatterers [32, 37, 56, 60].

Figure 3.5: Scattering by a surface of large plane facets.
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\[ E(\mathbf{r}) = \sum_{k=1}^{N} a_k(\mathbf{r}) \exp\left( j\phi_k(\mathbf{r}) \right) = A(\mathbf{r}) \exp\left( j\Phi(\mathbf{r}) \right) \] (3.9)

where \( a_k(\mathbf{r}) \) and \( \phi_k(\mathbf{r}) \) are the amplitude and phase of the \( k \)th scatterer with respect to the observation point \( \mathbf{r} \). \( a_k(\mathbf{r}) \) includes experimental parameters, e.g. range, transmitter power etc. \( a_k \) and \( \phi_k \) are assumed to be statistically independent random variables. This discrete scatterer model representation is obviously very simple but is based on the belief that any model that gives the same value for the scattered field per pixel of the image may be regarded as an equivalent representation.

The detected field of (3.9) can be viewed as arising from an \( N \)-step random walk in the complex plane where \( a_k(\mathbf{r}) \) and \( \phi_k(\mathbf{r}) \) now constitute the length and orientation of the random steps. The probability distribution of the detected field in a given pixel can be analysed in terms of the probability distribution of \( a_k(\mathbf{r}), \phi_k(\mathbf{r}) \) and \( N \).

As long as a target is rough relative to the illuminating wavelength and incident angle, or the depth of the resolution cell is much greater than the wavelength, the phase of the scatterers within the resolution cell will be randomly distributed over many cycles. The phase of each of the scatterers will then be uniformly distributed over the interval \(-\pi \text{ to } \pi\) and will be statistically independent of its amplitude [32]. This implies a uniform distribution of the step orientation in the random walk. The resultant phase of the detected field will have a phase that is uniformly distributed and independent of the detected field amplitude.

The scatterers will not have a uniformly distributed phase when the resolution cell is only a few wavelengths in depth. At X and C-band (3 and 6 cm wavelength) this would occur at very high resolutions. In other situations, for example sonar scattering from sea bed, this type of scattering may occur at much lower frequency (a few tens of kHz) owing to the slower velocity of propagation of the signal. The random walk model represents this type of scattering process as a bias in the random walk. Alternatively, if there is a smooth target, e.g. a corner reflector or a strong scatterer, immersed in a resolution cell otherwise containing scatterers with
uniformly distributed phase, the detected field again will have a non uniformly distributed phase. The analysis of the statistical models resulting from a biased random walk is a more complicated task and is dealt in Chapter 5. Before that, in this chapter, we consider the simple scenario of uniformly distributed phase for the scatterers and analyse the statistics of the detected field.

When analysing the data of a coherent imaging system we have the choice of working in the complex domain, phase domain or the intensity domain. However, when the scattering process results in the uniform distribution of the phase, the phase component contains no information. Similarly the complex components also have little information content. This is explained as follows:

When the phase of the detected field is uniformly distributed, the real and imaginary component of the detected field given by

\[ E_x(r) = \sum_{k=1}^{N} a_k(r) \cos \phi_k(r) \]  
\[ E_y(r) = \sum_{k=1}^{N} a_k(r) \sin \phi_k(r) \]

will both have mean zero

\[ \left\langle E_x(r) \right\rangle = \sum_{k=1}^{N} \langle a_k(r) \rangle \langle \cos \phi_k(r) \rangle = 0 \]  
\[ \left\langle E_y(r) \right\rangle = \sum_{k=1}^{N} \langle a_k(r) \rangle \langle \sin \phi_k(r) \rangle = 0 \]

equal variance, which depends only on the step length

\[ \left\langle E_x(r)^2 \right\rangle = \sum_{i=1}^{N} \sum_{k=1}^{N} \langle a_i(r) a_k(r) \rangle \langle \cos \phi_i(r) \cos \phi_k(r) \rangle = \frac{1}{2} \sum_{k=1}^{N} \langle a_k(r)^2 \rangle \]  
\[ \left\langle E_y(r)^2 \right\rangle = \sum_{i=1}^{N} \sum_{k=1}^{N} \langle a_i(r) a_k(r) \rangle \langle \sin \phi_i(r) \sin \phi_k(r) \rangle = \frac{1}{2} \sum_{k=1}^{N} \langle a_k(r)^2 \rangle \]

3 The operator \( \langle \cdot \rangle \) indicates ensemble averaging.
Figure 3.6: MTI intensity image from DERA Canberra X-band radar containing 64 frequency bins and 1365 range bins. The clutter dominant frequency bins appear bright. The clutter band is several frequency bins wide. The data is from an imaging pass over the Hull area and the strongest clutter return corresponds to returns from the Humber bridge.

Figure 3.7: Single look SAR intensity images of rural area from two DERA airborne platforms (a) Andover C-band SAR and (b) Canberra X-band SAR. Woodlands appear as bright regions, whereas grass and fields appear as dark regions.
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Figure 3.8: (a) the phase and, (b) and (c) the real and imaginary components of the SAR image whose intensity is shown in Figure 3.7a.

and they will be uncorrelated [32]. This is because

$$\langle E_x(r)E_y(r) \rangle = \sum_{i=1}^{N} \sum_{k=1}^{N} \langle a_i(r)a_i(r) \rangle \langle \cos \phi_i(r) \sin \phi_i(r) \rangle = 0 = \langle E_x(r) \rangle \langle E_y(r) \rangle$$  \hspace{1cm} (3.16)
Equations (3.12) to (3.16) rely on the fact that when $\phi_i(\mathbf{r})$ is an independent random variable uniformly distributed on the interval $(-\pi, \pi)$

$$\langle \cos \phi_i(\mathbf{r}) \rangle = \langle \sin \phi_i(\mathbf{r}) \rangle = 0$$

$$\langle \cos \phi_i(\mathbf{r}) \cos \phi_k(\mathbf{r}) \rangle = \langle \sin \phi_i(\mathbf{r}) \sin \phi_k(\mathbf{r}) \rangle = \begin{cases} 1 & \text{if } i = k \\ 0 & \text{if } i \neq k \end{cases}$$

and

$$\langle \cos \phi_i(\mathbf{r}) \sin \phi_k(\mathbf{r}) \rangle = 0$$

for all $i$ and $k$.

Figure 3.8 shows the phase and complex components of the C-band SAR image whose intensity is shown in Figure 3.7a. Structural features present in the intensity image are barely discernible in the complex components. No structure is apparent in the phase image. The results for the MTI data are similar as can be seen from Figure 3.9 which shows the phase and real component of the MTI intensity image shown in Figure 3.6. As most of the information regarding clutter is in the intensity component, the remainder of the chapter will discuss the intensity statistics of the detected field.

The initial statistical models used to described the radar clutter intensity were based on simple Gaussian scattering which gives rise to a negative exponential distribution for the intensity field; this is described in Section 3.2.1. As the radar systems became more sophisticated and the resolution achieved with these systems improved, the simple clutter models no longer represented the radar data adequately. Recently, in an attempt to remedy this situation several non-Gaussian clutter models have been introduced. Some of these models are purely empirical, whereas the K-distribution uses a plausible physical model based on the random walk in a complex plane to arrive at a pdf for the detected field intensity. In Section 3.2.2 and 3.2.3 we describe the log-normal and the Weibull distribution, two widely used empirical models prior to a detailed description of the K-distribution.
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model in Section 3.2.4. We present results from real data to show the suitability of K-distribution for land clutter.

3.2.1 Negative exponential distributed intensity

A simple model for the scatterer distribution is where the number of scatterers tends to infinity and the phase is uniformly distributed. The probability distribution for the detected field can be derived from the random walk model. Jakeman [38] used the characteristic function to derive the intensity pdf. The characteristics function for (3.9) is given as

\[ C(u) = \left< \exp \left( \frac{j}{a_k} \phi_k \right) \right> \]

where \( \gamma \) depends on the components of \( u \). Using the assumption that \( a_k \) and \( \phi_k \) are statistically independent, the product sign can be taken outside the average, so

\[ C(u) = \prod_{k=1}^{N} \left< \exp \left( \frac{j}{a_k} u \cos(\phi_k + \gamma) \right) \right> \]

Integrating over \( \phi \) then gives

\[ C(u) = \prod_{k=1}^{N} \left< J_0 \left( a_k u \right) \right> \]

where \( J_0 \) is the zeroth order Bessel function of the first kind. Since \( a_k \) are assumed to be statistically independent, (3.22) becomes

\[ C(u) = \left< J_0 \left( au \right) \right>^N \]

where \( \left< a \right> \) is the ensemble average of all possible realisations of the step length. By scaling the step length \( a \) through \( a \to a/\sqrt{N} \) and allowing \( N \) to tend to infinity (3.23) becomes

---

4 The notation has been simplified by removing the explicit reference to \( r \).
Figure 3.9: (a) The phase and (b) the real component of the MTI image whose intensity is shown in Figure 3.6.

\[ C(u) = \exp \left( -\frac{1}{4} u^2 \langle a^2 \rangle \right) \]  

(3.24)

This corresponds to the Rayleigh distribution for the amplitude \( A \)
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\[ f_A(A) = 2\left(\frac{A}{\langle A^2 \rangle}\right) \exp\left(-\frac{A^2}{\langle A^2 \rangle}\right) \]  
(3.25)

Defining the intensity by

\[ I = A^2 \]  
(3.26)

leads to the negative exponential distribution for the intensity fluctuation

\[ f_i(I) = \left(\frac{1}{\langle I \rangle}\right) \exp\left(-\frac{I}{\langle I \rangle}\right) \]  
(3.27)

Rewriting (3.27) in terms of a general random variable \( x \) with mean \( \mu_x \) gives the pdf as

\[ f_x(x) = \frac{1}{\mu_x} \exp\left(-\frac{x}{\mu_x}\right) \]  
(3.28)

the cumulative distribution function as

\[ F_x(x) = 1 - \exp\left(-\frac{x}{\mu_x}\right) \]  
(3.29)

and moments\(^5\) as

\[ \langle x^n \rangle = \Gamma(n+1)\mu_x^n \]  
(3.30)

From (3.27) and (3.28) the mean of the negative exponential intensity is given as

\[ \mu_i = \langle I \rangle \]  
(3.31)

where the subscript \( I \) indicates an intensity pdf. The resultant radar cross section of the surface, \( \rho^6 \) is given by the mean of the intensity. Therefore,

\[ \rho = \mu_i = \langle I \rangle \]  
(3.32)

The negative exponential model is based on the phenomenon that the resolution cell contains a large number of scatterers with no single scatterer dominating the

---

\(^5\) \( \Gamma(\cdot) \) is the **gamma function**.

\(^6\) The symbol \( \rho \) is used for the radar cross-section of the surface rather than the more normal \( \sigma \) so as not to confused with the \( \sigma \)'s indicating the radar cross-section of the surface with those indicating variances.
radar return. Figure 3.10 gives the plot of the intensity pdf for various values of the mean. As the mean increases the tail of the distribution gets longer.

The result that the detected intensity is negative exponentially distributed when the number of independent scatters tends to infinity can also be reached by applying the central limit theorem to the complex components of the detected field [32]. In this case the real and imaginary parts of the vector $E$ will be independent Gaussian distributions with zero mean and the same variance. They will have a joint pdf given as

$$f_E(E_R, E_J) = \frac{1}{2\pi\sigma_E^2} \exp\left(-\frac{(E_R^2 + E_J^2)}{2\sigma_E^2}\right)$$  \hspace{1cm} (3.33)

where $\sigma_E^2$ is the variance of both the real and imaginary components ((3.14), (3.15)). The joint pdf of the intensity and phase of the detected field is obtained from (3.33) by transforming to polar co-ordinates.

Figure 3.10: Negative exponential pdf for three different values of the mean.
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Figure 3.11: Histograms showing the distribution of the (a) intensity, (b) phase, (c) real component and (d) imaginary component, of pixel values from a homogeneous region (128x128 pixels) in the image shown in Figure 3.7a. The curves represent expected distributions fitted to the data, (a) negative exponential, (b) uniform, and (c) and (d) zero mean Gaussian.

\[
f_E(I, \theta) = f_E(\sqrt{I} \cos \theta, \sqrt{I} \sin \theta) \quad f_I = \frac{1}{4\pi\sigma_E^2} \exp\left(-\frac{I}{2\sigma_E^2}\right)
\]  

(3.34)
where $J = 1/2$ is the Jacobian of the transform. The marginal distribution of the intensity is obtained by integrating over the phase which gives the negative exponential distribution as expected

$$f_I(I) = \int_{-\pi}^{\pi} f_E(I, \phi) \, d\phi = \frac{1}{\mu_I} \exp \left( - \frac{I}{\mu_I} \right)$$  \hfill (3.35)

where $\mu_I = 2\sigma_E^2$. Similarly, integrating over intensity confirms that the marginal distribution of the phase is uniformly distributed

$$f_\phi(\phi) = \int_0^{2\pi} f_E(I, \phi) \, dI = \frac{1}{2\pi}$$  \hfill (3.36)

(3.34), (3.35) and (3.36) also confirm that the intensity and phase are independent and therefore circularly symmetric as the product of their marginal distribution gives their joint distribution

$$f_E(I, \phi) = f_I(I) f_\phi(\phi)$$  \hfill (3.37)

Radar data from homogeneous clutter at low to medium resolution exhibit this type of statistical behaviour. Figure 3.11 shows the histograms of the intensity, the phase and the complex component, of pixel values from a homogeneous region in a C-band SAR image (the grass field in the top left hand corner of the image in Figure 3.7a). The histogram values are given by cross marks and the solid lines represent the expected distributions. For this set of data there is a good fit between histogram and expected distribution.

In order to get a more overall assessment of the clutter statistics chi-squared goodness-of-fit test is performed over the whole of the SAR region in Figure 3.7a. Appendix C describes the procedure for performing the goodness-of-fit test. The test is performed using a stepping window of $5 \times 9$. Over each window a comparison is made between the observed histogram of the pixel intensities and the expected histogram from a negative exponential distribution using estimated parameters obtained from the data values. An indicator of the goodness-of-fit is the failure rate at the 5% level for the upper tail probabilities. In Figure 3.12, 12.9% of
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Figure 3.12: The chi-squared failure rate at the 5% level on the upper tail probabilities for the negative exponential distribution applied to the Andover C-band SAR image of Figure 3.7a. The test was performed using a stepping window of 5×9. This reduces the 512×512 image to 102×56 image. The white pixels mark a failure and the black pixels a success at the 5% level for the data fitting to the negative exponential distribution.

the image fail at the 5% level with the negative exponential model. A majority of the failures are in regions of the image where the clutter exhibits significant texture variation. This suggests that the negative exponential distribution is an insufficient representation of the clutter characteristics. Similar tests on the X-band SAR image of Figure 3.7b and the MTI image of Figure 3.6 gave a failure rate of 28.3% and 28.9% respectively. A possible explanation for the failure rate is that the resolution cell is too small for the assumption of a large number of scatterers to hold true. Therefore, the central limit theorem may not be invoked for the real and imaginary parts of the scattered field in (3.33), and non-Gaussian statistics may arise. A number of non-Gaussian models have been considered for high resolution radar data. A few of the more widely used non-Gaussian models are described in the following sections.
3.2.2 Log-normal distributed intensity

The log-normal distribution has been fitted to high resolution radar data from both land and sea clutter [26, 31, 62, 73, 86]. The log-normal is a two parameter distribution. The pdf of the intensity log-normal data is given as

\[ f_r(I) = \frac{1}{\sqrt{2\pi} \sigma_{ln/l} I_m} \exp \left( -\frac{\ln^2(I/I_m)}{2\sigma_{ln/l}^2} \right) \]

where \( I_m \) is the median value and \( \sigma_{ln/l} \) is the standard deviation of the underlying normal generating distribution (i.e., standard deviation of \( \ln I \)). The cumulative distribution function for this model is

\[ F_r(I) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\ln (I/I_m)}{\sqrt{2}\sigma_{ln/l}} \right) \right] \]

and the moments are given as

\[ \langle I^n \rangle = \exp \left[ n \ln I_m + n \sigma_{ln/l}^2 / 2 \right] \]

Since the log-normal distribution has two degrees of freedom it can fit the tail of the data better where it deviates from the negative exponential distribution. Figure 3.13 shows the plot of the log-normal pdf for several values of \( \sigma_{ln/l} \) and a median value of 1. The mean-to-median ratio of the distribution is usually higher than those for members of the generalised chi-squared family.

The other attractive feature of the log-normal distribution is that, like the negative exponential distribution, it has simple closed form solutions for its parameter values. Thus when using \( m \) independent normalised log samples to estimate the parameters \( I_m \) and \( \sigma_{ln/l} \), the minimum variance estimators are given as [84]

\[ \text{erf}(z) \text{ is the error function.} \]
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![Graph showing the log-normal pdf for median 1 and standard deviation $\sigma_{ln} = 0.5, 1, 2$.](image)

Figure 3.13: The log-normal pdf for median 1 and standard deviation $\sigma_{ln} = 0.5, 1, 2$.

\[
\tilde{I}_m = \left( \prod_{j=1}^{m} I_j \right)^{\frac{1}{m}} \quad (3.41)
\]

and

\[
\hat{\sigma}_{ln}^2 = \frac{1}{m} \sum_{i=1}^{m} \ln^2 \left( \frac{I_i}{\tilde{I}_m} \right) \quad (3.42)
\]

where the 'hat' symbol signifies an estimated quantity.

The log-normal distribution has been fitted to sea clutter [73, 86]. It has been found to be appropriate for urban clutter [95] where the data is very spiky. Oliver and Quegan [62] investigated the log-normal model for land clutter. Using C-band SAR data similar to that shown in Figure 3.7a they found a reasonable fit to homogeneous clutter from fields, but woodlands gave a very poor fit to the log-normal distribution. The texture variation of clutter in a wooded area did not follow a log-normal distribution. The log-normal generally tends to overestimate the dynamic range of the real clutter distribution. Fay *et al.* [27] showed that the portion of the
curve where the fit is poorest is the tail; this is the region most critical for setting False Alarm Rate (FAR). The log-normal distribution has a further drawback, that it predicts a zero probability at zero intensity which is not the case for coherent clutter. Due to these limitations and because of the lack of a suitable physical model, the log-normal distribution is not considered as a strong candidate for the statistics of scattering from land.

3.2.3 Weibull distributed intensity

The Weibull family of distributions, like the log-normal, is a two parameter family. The pdf of Weibull distributed clutter intensity is of the form

$$f_I(I) = \left( \frac{I}{b_w} \right)^{c_w-1} \left( \frac{c_w}{b_w} \right) \exp \left[ -\left( \frac{I}{b_w} \right)^{c_w} \right]$$

(3.43)

where $b_w$ is the scale parameter relating to the median value of the intensity and $c_w$ is a parameter relating to the skewness of the distribution. The cumulative distribution is given as

$$F_I(I) = 1 - \exp \left[ -\left( \frac{I}{b_w} \right)^{c_w} \right]$$

(3.44)

and the moments as

$$\langle I^n \rangle = b_w^n \Gamma \left( 1 + n/c_w \right)$$

(3.45)

Figure 3.14 shows the pdf plot of the Weibull distribution for $b_w = 10$ and three values of $c_w$. The negative exponential distribution is a special case of the Weibull model for $c_w = 1$.

In the early 70’s there were many researchers investigating the non-Gaussian characteristics of high resolution clutter statistics. The log-normal distribution described in the previous section gave a better fit compared to the negative exponential model but still fell well short of describing adequately the single point statistics of coherent surface clutter. Goldstein [31] called attention to the Weibull distribution as a suitable candidate. Boothe [13] carried out an extensive study of land
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Figure 3.14: Weibull pdf for $b_w = 10$ and $c_w = 0.5, 1, 2$. For $c_w = 1$ the Weibull distribution reduces to a negative exponential distribution.

clutter and showed a very good fit of the data to the Weibull distribution. This provided a strong stimulus for many other researchers to investigate the suitability of the Weibull distribution for describing clutter characteristics. Ekstrom [24] showed that the skewness of the Weibull distribution increases as the radar depression angle decreases. Schleher [74] investigated the Weibull distribution for both land and sea clutter and showed that generally the Weibull distribution represents the real clutter distribution more accurately than either the log-normal or the negative exponential model. Fay et al. [27] using the DERA Canberra X-band radar data showed that the skewness of the distribution varies with the resolution cell size. Investigations carried out by Japanese researchers using L and X-band radar data showed that the Weibull distribution is appropriate for a wide range of clutter types ranging from land [79], sea [78], weather [77] and sea-ice [54].

The Weibull model gives a good empirical fit to high resolution radar clutter. The additional degree of freedom enables the model to get a much better fit to real clutter data compared to the single parameter negative exponential model. As the clutter data gets more spiky the skewness parameter of the Weibull distribution
get smaller. However, with such low skewness parameters the Weibull yields an incorrectly large probability for zero intensity [62].

The Weibull distribution, unlike the negative exponential and the log-normal distribution, does not have closed form solution for the parameter estimators [35]. The optimum parameter estimators have to be calculated using an iterative process which is computationally expensive and is undesirable in real time systems.

Despite the empirical evidence supporting the Weibull model there is no theoretical justification which links the discrete scatterer model to this distribution. This means that there is no definite way of linking the distribution parameter values to a physical model of the scattering scene. The gap between an acceptable empirical model and a plausible physical justification was bridged by the introduction of the K-distribution model which is described in the next section.

3.2.4 K-distributed intensity

At low resolution many of the clutter features like trees and houses are much smaller than a resolution cell. The contributions from the radar cross section (RCS) fluctuations are averaged out so that no spatial variation is visible. However, at higher resolution the length scale of many of the clutter features are longer than the resolution and the clutter RCS fluctuates from resolution cell to resolution cell. This variation in the underlying RCS is visible as a change in image contrast. This can be seen within the wooded region of Figure 3.7a (the vertical narrow strip) and between the wooded and grass region.

A possible model to describe the scattered field is that it is the result of a negative exponential process due to the coherent interference of many scatterers, but the mean characterised by the underlying surface RCS is also random variable which depends on the physical properties (such as dielectric constant) of those elements. The pdf of the intensity is then a combination of the negative exponential pdf and the pdf of the clutter RCS which is given by

\[ f_I(I) = \int_0 f_{I|\rho}(I|\rho) f_\rho(\rho) d\rho \]  

(3.46)
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where \( f_{\text{sp}} \) is the negative exponential distribution, termed the speckle component, and \( f_p \) is the RCS component. This representation of the observed intensity statistics as a product model \([91]\) was a major breakthrough in the understanding of radar image properties.

Empirical analysis of sea clutter \([91, 92]\) and land clutter \([72]\) showed that the underlying surface RCS was usually consistent with a gamma pdf, given by

\[
f_p(\rho) = \frac{1}{\Gamma(v)} \left( \frac{v}{\mu_p} \right)^v \rho^{v-1} \exp \left[ -\frac{v\rho}{\mu_p} \right]
\]

(3.47)

where \( \mu_p \) is the mean RCS and \( v \) is the order parameter. The cumulative distribution is given as

\[
F_p(\rho) = 1 - \exp \left( -\frac{v\rho}{\mu_p} \right) \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{v\rho}{\mu_p} \right)^k
\]

(3.48)

and the moments as

\[
\langle \rho^n \rangle = \left( \frac{\mu_p}{v} \right)^n \frac{\Gamma(n + v)}{\Gamma(v)}
\]

(3.49)

Figure 3.15 shows how the shape of the gamma distribution changes with order parameter. When \( v = 1 \) the gamma distribution reduces to the negative exponential distribution. As the order parameter tends to infinity the gamma distribution tends to a Gaussian distribution with mean \( \mu_p \) and zero variance.

For the gamma distributed RCS the integral in (3.46) has a closed form and is given by

\[
f_t(I) = \frac{2}{\Gamma(v)} \left( \frac{\sqrt{vl}}{\mu_t} \right)^{v+1} K_{v-1} \left( 2 \frac{\sqrt{vl}}{\mu_t} \right)
\]

(3.50)

where \( \mu_t \) is the mean, \( v \) the order parameter and \( K_{v-1}[\cdot] \) is the modified Bessel function of the second kind of order \( v - 1 \). This distribution has been termed the
Figure 3.15: Gamma pdf of the underlying surface RCS for $\mu_p = 10$ and $\nu = 0.5, 1, 2, 10$. As $\nu$ gets large the gamma distribution tends to a Gaussian.

K-distribution and its mean and order parameters are same as those of the gamma distribution. The cumulative distribution is given as

$$F_l(I) = 1 - \frac{2}{\Gamma(\nu)} \left( \frac{\sqrt{\nu I}}{\mu} \right)^\nu K_0 \left( 2 \sqrt{\frac{\nu I}{\mu}} \right)$$

(3.51)

and the moments as

$$\langle I^n \rangle = n! \frac{\Gamma(n + \nu)}{\Gamma(\nu)} \left( \frac{\mu}{\nu} \right)^n$$

(3.52)

Figure 3.16 shows the K-distribution for the intensity corresponding to the gamma distributed RCS shown in Figure 3.15. For large order parameter value the K-distribution is equivalent to a negative exponential model. This is so since the underlying gamma distributed surface RCS is constant for large order parameter values. For small values of $\nu$ the tail of the distribution gets longer. Longer tails are a feature of spiky clutter which have a much higher contrast. This can be seen from the coefficient of variation, given as
The square root of the coefficient of variation gives the image contrast. For \( \nu \to \infty \) the right hand side of (3.53) is equal to 1 and the standard deviation of the intensity equals to its mean value. This means that the intensity will on average fluctuate away from its mean value by an amount equal to its mean value. This is often interpreted as a signal to noise ratio of one and is the case for negative exponential distributed intensity. For smaller values of \( \nu \), it is evident from (3.53) that the intensity will fluctuate away from its mean value by an amount significantly greater than its mean value.

One of the first evidence that the K-distribution is a reasonable model for the scattered field was obtained for non-coherent sea clutter data [91]. Since then it has been fitted to coherent sea clutter [3, 94], land clutter [41, 56, 57] and weather clutter [53]. The essential features of the K-distribution results from the radar observing a multiscale process [93]. The scales smaller than the resolution cell size cause the negative exponential intensity ‘speckle’, whilst the larger scales are resolved by the radar and produce the modulation. Jakeman and Pusey [37] proposed a theoretical model that provided important insight into the basis for this empirical model.

The simple scattering model considered by (3.9) assumed a fixed number of scatterers and in the limit of \( N \to \infty \) the detected field intensity is negative exponentially distributed. However, at high resolution the effective number of scatterers within a resolution cell will undoubtedly fluctuate and therefore \( N \) would be a random variable itself. For the random walk model described in Section 3.2, Jakeman [38] suggested that the number of steps could be modelled by a Markov process controlled by the birth-death-immigration equation

\[
\frac{df_N}{dt} = \mathcal{D}(N + 1)f_{N+1} - \left( (\mathcal{B} + \mathcal{D})N + \mathcal{J} \right)f_N + \left( (\mathcal{B}(N - 1) + \mathcal{J}) \right)f_{N-1} \quad (3.54)
\]
Figure 3.16: Pdf's of K-distribution for $\mu_l = 10$ and $V = 0.5, 1, 2, 10$. At this linear scale a K-distribution with order parameter 10 or higher is virtually indistinguishable from a negative exponential distribution with the same mean value.

where $\mathcal{B}$ is the birth rate, $\mathcal{D}$ is the death rate and $\mathcal{J}$ is the spontaneous immigration rate. An equilibrium solution to (3.54) exists when the death rate is greater than the birth rate, in which case $f_N$ tends to a negative binomial distribution given as

$$f_N = \binom{N + v + 1}{N} \frac{(\mu_N / v)^v}{(1 + \mu_N / v)^{N+v}}$$

(3.55)

where the mean $\mu_N = \mathcal{J} (\mathcal{D} - \mathcal{B})$ and the order parameter $V = \mathcal{J} / \mathcal{B}$ as $t \to \infty$. The order parameter characterises the clustering or bunching of scatterers in a resolution cell and is related to the variance of the number of steps as
Figure 3.17: The ML decision between the K-distribution and the negative exponential distribution for the Canberra X-band MTI image shown in Figure 3.6. For the original data, blocks of 91 range gates in each of the 64 frequency bins are used for the ML decision. This gives an ML classified image which has 64 frequency bins (horizontal axis) and 15 blocks of data in range (vertical axis).

\[
\sigma_N^2 = \mu_N^2 \left( \frac{1}{\mu_N} + \frac{1}{V} \right)
\]  

(3.56)

Considering (3.23) for a negative binomial distributed \( N \) and averaging over the fluctuations in \( N \) gives

\[
C_{\mu_N} (u) = \left[ 1 + \frac{\mu_N}{V} \left( 1 - \langle J_0(ua) \rangle \right) \right]^{-V}
\]  

(3.57)

Once again scaling the step length \( a \) through \( a \rightarrow a/\sqrt{\mu_N} \) then in the limit \( \mu_N \rightarrow \infty \) the characteristic function of the output is given as

\[
\lim_{\mu_N \rightarrow \infty} C_{\mu_N} (u) = \left[ 1 + \frac{u^2 \langle a^2 \rangle}{4V} \right]^{-V}
\]  

(3.58)

The Fourier inversion of (3.58) corresponds to the K-distribution amplitude pdf

\[
f_A (A) = \frac{4}{\Gamma(V)} \left( \frac{V}{\langle A^2 \rangle} \right)^{(V+1)/2} A^V K_{V-1} \left( 2 \sqrt{\frac{V}{\langle A^2 \rangle}} A \right)
\]  

(3.59)

for which the intensity pdf is that of (3.50).
Figure 3.18: The chi-squared test performed on the MTI image shown in Figure 3.6. The white pixels mark a failure and the black pixels a success at the 5% level for the data fitting to the distribution under test.

Thus when the distribution of the number of steps is negative binomial the resultant intensity is K-distributed [37, 38]. The negative binomial distribution is in fact the discrete analogue of the gamma distribution, and it has been shown that the output of a continuous birth-death-immigration process, with a death rate greater than the birth rate, tends to a gamma distribution as $t \to \infty$ [39]. The mean and the order parameter of the gamma distribution (and therefore of the K-distribution) are then defined in the same way as the mean and order parameter of the negative binomial distribution in the discrete case.

A comparison was made between the suitability of the K-distribution and the negative exponential distribution to model the intensity statistics of the MTI data shown in Figure 3.6. A maximum likelihood (ML) classifier (see Appendix D) was used to select the model which best describes the data. This test calculates the total probability of occurrence $P_T$ for $m$ random samples assuming a given probability distribution for the data samples and chooses the distribution for which $P_T$ is maximum. The ML test was carried for blocks of 91 range gates in each of the 64 frequency bins. Figure 3.17 shows that the whole of the clutter band and the side-lobe dominated region is classified as K-distribution. The area beyond the main
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clutter band comprises a mixture of distributions. Altogether, 66% of the image is classified as K-distributed data.

In order to get an idea about how well each of the models fitted to the data the chi-squared test was carried out on the MTI data. The size of the data blocks selected for the chi-squared test were chosen to be same as those used for the ML classification test. The top image in Figure 3.18 shows 28.9% of the image failed at the 5% level with the negative exponential model confirming the inadequacy of this type of model to describe land clutter. The same test with the K-distribution gives a failure rate of 17.8% (bottom image in Figure 3.18). This shows that K-distribution is a better fit than the negative exponential model, although this distribution alone is not able to describe all the features in land clutter.

The ML classification results for the SAR intensity images shown in Figure 3.7 are given in Figure 3.19. The ML results were obtained using a stepping window of 5×9, same as for the chi-squared test on the SAR image detailed in Section 3.2.1. 43.3% of the C-band SAR (Figure 3.19a) and 30% of the X-band SAR image (Figure 3.19b) are classified as K-distributed. Area of woodland and edges have been classified as K-distributed whereas low contrast areas of grass and fields as negative exponential distributed. Where the image is classified as negative exponential the values of the ML ratio are close to 1 indicating that both distributions are equally suitable for the data. Thus whereas the negative exponential model fits the low contrast homogeneous regions, the K-distribution is a reasonable fit for the whole scene.

The chi-squared test and the ML classification were carried out by estimating parameters of the distribution from the data samples. The negative exponential is a single parameter distribution and the optimum estimate is just the average of the data samples i.e.,

\[
\hat{\mu}_i = \hat{I} = \frac{1}{m} \sum_{i=1}^{m} I_i
\]

(3.60)

where \(m\) is the number of independent samples.
Figure 3.19: The ML decision between the K-distribution (marked as white pixels) and the negative exponential distribution (marked as black pixels) for (a) the Andover C-band and (b) the Canberra X-band SAR images shown in Figure 3.7. The ML test performed using a stepping window of 5×9 on a 512×512 intensity image.

The K-distribution, however, does not have a simple closed form solution for the optimum parameter estimates [36]. Numerous approximate solutions have been considered which aim to minimise the error on the estimates of the parameter values for the K-distribution. The next chapter addresses the problem of optimum
3.3 **SUMMARY**

parameter estimates for the K-distribution and derives a new estimator for the order parameter.

### 3.3 Summary

In this chapter:

- An overview was given for the forward problem which solves the Maxwell equations to predict the scattered field from a rough surface.

- It was shown that solutions are available for only very simple scattering scenarios and the basic assumptions were described for the Kirchhoff and the SPM approximate methods. The scattered field from a surface with an arbitrarily defined surface height profile can be calculated using numerical solutions. However, it was shown that for a realistic surface the computational complexity can be prohibitively large.

- It has been described how the field detected from a resolution cell may be represented as a sum of contributions from discrete elementary scatterers.

- The conditions required for strong scattering arising from uniformly distributed phase of the scatterers were described.

- It was shown that, for strong scattering, the phase and the complex components of the detected field contained little information.

- It was shown how in the limit of large number of scatterers the observed field will have a negative exponential intensity distribution which is a reasonable model for low resolution radar data. However, using chi-square goodness-of-fit test on real examples of MTI and SAR data, it was shown that at high resolution the assumption of negative exponential distributed intensity is no longer valid.

- The shapes of the log-normal and Weibull pdf were described and their suitability for modelling non-Gaussian clutter was discussed.
• It was shown how the intensity of the detected field may be modelled as the product of a negative exponential speckle process and a gamma distributed surface RCS which gives rise to the K-distribution.

• The K-distribution was shown to be the result of a negative binomial distribution in the number of effective scatterers in a resolution cell.

• Considering the results in open literature and the analysis carried out on SAR and MTI data it was concluded that the K-distribution is the preferred model for coherent land clutter.
Chapter 4

4. K-distribution parameter estimators

Statistical models which can accurately describe coherent land clutter are used to define image analysis algorithms like detection, segmentation, despeckling and clutter classification. The statistical models are characterised by a finite number of parameters. These parameters for the statistical models are not known a priori and have to be estimated from the radar data using local statistics. Therefore, a major portion of radar image analysis involves the estimation of the parameters of the clutter models.

In the previous chapter the K-distribution was shown to be a good model for coherent land clutter. The parameters that are required to be estimated from the data for this model are the mean intensity and the order parameter.

The optimum parameter estimate is obtained using the maximum likelihood (ML) solution. The K-distribution does not have a closed form for the ML estimates. Therefore, sub-optimal estimators have to be devised for the K-distribution parameters. Before discussing the sub-optimal estimators, the full expression for the ML solution of the K-distribution parameters is described in Section 4.1 and it is shown that it cannot be solved analytically to obtain the parameter estimates. A suitable sub-optimal estimator for mean intensity is simply the arithmetic average of the pixel intensities. This is in fact an optimum estimator for the mean intensity when there is no texture variation and the clutter is negative exponentially distributed. Section 4.2 derives the error performance for the mean intensity estimator.
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Estimating the second parameter of the K-distribution is addressed in Section 4.3. Current texture measure estimators for the order parameter are shown to be suboptimal. A neural net based estimator is devised which improves upon the existing texture measure estimators. Prompted by the neural net results, a new hybrid texture measure estimator is proposed which almost matches the ML performance.

4.1 ML estimation of the mean and order parameter

The use of statistical models to describe the detected field requires us to have suitable parameter values that can be assigned to the model. These parameters have to be estimated from the data in the absence of prior knowledge. The ML estimation gives the optimal solution for the parameter estimators when the form of the distribution to be estimated is known. This is because the limiting distribution of the ML estimate is normal around the true value as mean and with a variance achieving the Cramer-Rao lower bound [20].

If \( m \) independent random samples, \( \{x_1, x_2, \ldots, x_m\} \) are drawn from a distribution with \( l \) parameters, \( \alpha_1, \alpha_2, \ldots, \alpha_l \), then the total probability of occurrence is given as:

\[
P_I\left(\{x_i\}|\alpha_1, \alpha_2, \ldots, \alpha_l\right) dx = \prod_{i=1}^{m} f(x_i|\alpha_1, \alpha_2, \ldots, \alpha_l) dx \tag{4.1}
\]

where \( f(x_i|\alpha_1, \alpha_2, \ldots, \alpha_l) \) is the pdf for the given statistical model. The ML solution is then a set of values \( \hat{\alpha}_1, \hat{\alpha}_2, \ldots, \hat{\alpha}_l \) that maximises the likelihood function \( L(\alpha_1, \alpha_2, \ldots, \alpha_l) = P_I\left(\{x_i\}|\alpha_1, \alpha_2, \ldots, \alpha_l\right) \). Assuming that the joint pdf is unimodal, this is found by solving the partial differential equation

\[
\frac{\partial L}{\partial \alpha_k}(\alpha_1, \alpha_2, \ldots, \alpha_l) = 0 \tag{4.2}
\]

where \( \alpha_k \) is the \( k \)th parameter. Since the logarithm function for a positive real variable is a strictly monotonic increasing function, the ML estimate will also maximise

\footnote{\( \{x_i\} \) denotes a vector containing all \( x_i \) for \( i = 1, \ldots, m \).}
the log-likelihood function, \( \ln L \). The ML estimate is often more easily found by differentiating the log-likelihood with respect to the parameter values. The ML estimates for the parameters are then given as

\[
\frac{\partial \ln L(\alpha_1, \alpha_2, \ldots, \alpha_i)}{\partial \alpha_k} = \frac{\partial \ln \prod_{i=1}^{m} f_x(x_i | \alpha_1, \alpha_2, \ldots, \alpha_i)}{\partial \alpha_k} = \frac{\partial}{\partial \alpha_k} \sum_{i=1}^{m} \ln f_x(x_i | \alpha_1, \alpha_2, \ldots, \alpha_i) = 0
\]  

(4.3)

Given \( m \) statistically identical independent K-distributed intensity values \( I_1, I_2, \ldots, I_m \) with unknown mean and order parameter, the log-likelihood that they have mean \( \mu_i \) and order parameter \( v \) is given by

\[
\ln L(\mu_i, v) = m \left( \ln 2 + \frac{v + 1}{2} \left( \ln v - \ln \mu_i \right) - \ln \Gamma(v) \right) + \frac{v - 1}{2} \sum_{i=1}^{m} \ln I_i + \sum_{i=1}^{m} \text{K}_{v-1} \left( 2 \sqrt{\frac{I_i}{\mu_i}} \right)
\]  

(4.4)

The ML estimates of the mean and order parameter of the K-distributed intensity are given by the values of \( \mu_i \) and \( v \) which maximises the log-likelihood. Solving for where the derivatives of the log-likelihood with respect to the mean and the order parameter both equal zero, and using (F.14) gives [61]

\[
\sqrt{\frac{\mu_i}{v}} (v + 1) = \frac{1}{m} \sum_{i=1}^{m} \sqrt{I_i} \frac{K_v \left( 2 \sqrt{\frac{I_i}{\mu_i}} \right) + K_{v-2} \left( 2 \sqrt{\frac{I_i}{\mu_i}} \right)}{K_{v-1} \left( 2 \sqrt{\frac{I_i}{\mu_i}} \right)}
\]  

(4.5)

and

\[
\ln \psi(v) + \ln \sqrt{\frac{\mu_i}{v}} = \frac{1}{m} \sum_{i=1}^{m} \sqrt{I_i} + \frac{1}{m} \frac{\partial}{\partial v} K_{v-1} \left( 2 \sqrt{\frac{I_i}{\mu_i}} \right)
\]  

(4.6)

\[ \psi(z) \text{ is the Digamma function.} \]
Figure 4.1: The likelihood surface for 256 samples of K-distributed intensity data with $\mu_i = 1$ and $\nu = 0.5$. The likelihood values are increasing as the colour changes from dark to light. The arrow heads indicate the direction of the slope at any point on the surface. 

(4.5) and (4.6) do not have a closed form solution for $\mu_i$ and $\nu$. The optimum solution, therefore, requires a two dimensional numerical search over $\mu_i$ and $\nu$. This is computationally very expensive. Figure 4.1 shows the likelihood surface for 256 K-distributed intensity samples with mean 1 and order parameter 0.5. Superimposed on the plot of the likelihood surface are arrow marks showing the direction in which the numerical search for optimum parameters of the K-distribution will progress at any point on the surface. The arrows indicate the convergence of the numerical solution to the peak on the surface. However, the convergence rate is very slow and this method for estimating the parameters is not very efficient. Considerable attention has been given to various simpler estimators, suitable for real
4.2 Non-optimal estimation of the mean

A simple estimator for the mean value is the arithmetic average of the pixel intensities. This gives an unbiased estimate of the mean if the samples are from a stationary random process.

For a homogeneous region where the surface RCS is constant, which implies a negative exponentially distributed intensity, the ensemble average intensity gives the ML estimate of the mean intensity. From (4.1) the log-likelihood that the intensity values have mean $\mu_i$ when the pixel intensities are negative exponentially distributed is given as

$$\ln (L(\mu_i)) = \ln \prod_{i=1}^{m} \frac{1}{\mu_i} \exp \left( - \frac{I_i}{\mu_i} \right) = -m \ln \mu_i - \frac{m}{\mu_i} \hat{I}$$  \hspace{1cm} (4.7)

where $\hat{I}$ is the average intensity defined by

$$\hat{I} = \frac{1}{m} \sum_{i=1}^{m} I_i$$  \hspace{1cm} (4.8)

Using (4.3) it can be shown by solving

$$\frac{d \ln L}{d \mu_i} = \frac{m}{\mu_i^2} \hat{I} - \frac{m}{\mu_i} = 0$$  \hspace{1cm} (4.9)

that the ML estimate of the mean is given by the average intensity when the intensities are negative exponentially distributed.

The performance of an estimator can be judged by the bias and the variance of the estimated quantity. The bias and variance of a function of estimated parameters may be approximated by expanding the function around the expected
values of the estimate [64]. For the negative exponential distribution, the bias and the variance in the average intensity estimator of the mean can therefore be approximate by expanding \( \hat{\mu}_i \) around the true mean value (see Appendix A.1) and are given by

\[
\Delta \mu_i = \langle \hat{\mu}_i \rangle - \mu_i = 0
\]

\[
\sigma^2_{\hat{\mu}_i} = \langle \hat{\mu}_i^2 \rangle - \langle \hat{\mu}_i \rangle^2 = \frac{1}{m} \mu_i^2
\]

where \( m \) is the number of samples used to estimate the mean and the error predictions are derived to first order in \( 1/m \). The average intensity is an unbiased estimate for the mean of the negative exponential distribution and the variance of the estimate decreases as the number of samples increases.

For the K-distribution, the first moment of the intensity also completely defines the mean \( \mu_i \) (3.52). Therefore, the average of \( m \) statistically independent K-distributed intensity pixels can also be used to estimate the unknown mean \( \mu_i \). This average intensity is also an unbiased estimate for the K-distribution mean but the variance of the estimate is a function of the order parameter and is given by (see Appendix A.1)

\[
\sigma^2_{\hat{\mu}_i} = \frac{1}{m} \mu_i^2 \left( 1 + \frac{2}{\nu} \right)
\]

Thus the variance in the estimate of the mean obtained from the average intensity is higher over a homogeneous region if the intensity values are K-distributed than if they were negative exponentially distributed with the same mean value. Figure 4.2 compares the variance in the estimated intensity mean for K-distributed and negative exponential data. The variance of the mean estimator for the K-distribution increases as \( \nu \) decreases, i.e. the estimate is poorer for spikier data. From (4.12) it can also be seen that the variance of the mean estimator is inversely proportional to the sample size. Therefore, this estimator will not be suitable for very small sample sizes.
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Figure 4.2: Comparison of the variance of the average intensity estimator for the K-distribution and negative exponential distribution intensity for $\mu_l = 1$ and $m = 256$ samples.

Although the local mean is not an optimum estimator for the mean of the K-distribution, it greatly reduces the complexity of the two dimensional numerical search required to solve (4.5) and (4.6) for the optimum parameters of the K-distribution. The one dimensional numerical search for the optimum value of $v$ would still be computationally prohibitively expensive. In the following section various sub-optimum estimators for the $v$ parameter of the K-distribution intensity are discussed which attempt to approximate the ML solution for $v$.

4.3 Non-optimal estimation of the order parameter

The intensity contrast gives a simple estimate for $v$ but has large errors for small $v$ or small sample numbers [57]. Oliver [61] proposed an estimator based on the normalised log texture measure, which has a much better error performance.

Texture estimators consist of two operations. A texture measure is derived from the data followed by an inversion operation to obtain the order parameter.
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Analysis of the estimator then involves evaluating the error in the texture measure and converting it into an error in the estimate of $\nu$.

Using first order approximation in the expansion of the estimate about its true value the bias and variance in the estimate of $\nu$ from the normalised log measure can be derived [61]. Whilst this estimator is well behaved for small values of $\nu$, the estimates become increasingly suboptimal as $\nu$ gets larger. Lombardo and Oliver [50] demonstrated that the problem is associated with the highly non-linear inversion process from the texture measure to the order parameter of the (assumed) K-distributed texture. Introducing a reciprocal order parameter $t = 1/\nu$ results in a more stable inversion since the texture measure now tends to a linear dependence on this parameter for large $t$. This estimator has a more direct physical relevance to the texture inhomogeneity since it is related to the variance of the underlying gamma distribution.

Section 4.3.1 describes the intensity contrast estimator and drives the theoretical errors in estimating the order parameter. Section 4.3.2 then goes on to describe the normalised log estimator and derives the estimates in terms of the $t$ parameter. It is shown that this alternative estimator has better variance results compared to the $\nu$ estimator. Although Lombardo and Oliver [50] proved that the normalised log provides the best performance of the measures they considered, it is still suboptimal. Joughin et al. [42] demonstrated that the numerical ML approach does indeed give improved estimates.

Since radar detection and estimation performance in K-distributed clutter are limited by the errors in the estimate of $t$ (and therefore $\nu$) parameter, there is a requirement for estimators that can approach the optimum solution. In an attempt to obtain a better estimator for the $t$ parameter of the K-distribution a neural net based solution is considered. Many authors have proposed the use of neural nets for clutter classification [10, 22, 43, 59]. Neural nets provide a means for developing an estimator which carries out the non-linear transformation of the K-distributed data to the $t$ parameter value. One particular drawback of texture based estimators is that they assume that independent samples are available for parameter
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estimation which is often not the case with high resolution images. Neural nets have the potential to perform parameter estimation with correlated data since they infer subtle unknown relationships from the data. However, since in this thesis we merely aim to demonstrate the viability of neural nets as a parameter estimator, we restrict the investigation to uncorrelated K-distributed data.

In Section 4.3.3 we discuss the development of the neural net based estimators. In using neural nets as functional estimators, the data have to have some appropriate pre-processing before they can be presented to the net. When the pre-processing involved just log scaling the intensity data the net was unable to produce a good solution. However, training the net on various texture measures of the data resulted in better estimates for the $t$ parameter. Experimentation with the neural nets showed that two texture measures, the mean normalised log and the contrast of the amplitude, when used as a pair of inputs to train the net resulted in an estimator which outperforms the normalised log estimator. So with the help of the neural nets it was possible to identify a solution which closed the gap between the performance of the texture measure estimators and the ML solution.

Prompted by the results of the neural net research a new estimator is proposed which combines the normalised log and the amplitude contrast texture measure. The performance of this hybrid estimator depends upon the relative weighting of the two moments. A constant weighting provides a good estimate only over a certain range of the parameter values [36]. In order to obtain the best estimates over the whole of range of $t$ values of interest optimum weight values are required which would minimise the variance on the values. These optimum weight values cannot be defined without knowing the parameter value. To overcome this problem an iterative procedure is adopted. An initial estimate of $t$ is made using an arbitrary weight value which is used to make a more informed guess of the weight value. This weight value gives a better estimate on $t$ which in turns allows for a better choice for the weight value. This way an estimate of $t$ can be made using the most appropriate weight value to be used in the texture measure. In Section 4.3.4 we analyse the predicted errors for this new estimator and discuss the implications.
for optimal parameter estimation. It is shown that near optimal estimates are obtained using an adapted weighting scheme for the hybrid normalised log estimator.

4.3.1 Intensity contrast estimator

The intensity contrast can be used to encode the image texture information and is given by

\[ V = \frac{\langle I^2 \rangle}{\langle I \rangle^2} - 1 \quad (4.13) \]

Using (3.52) this is related to the order parameter as

\[ V = 1 + \frac{2}{v} \quad (4.14) \]

The expectation values are true theoretical values of the moments which cannot be obtained by working within the constraint of a finite sample size. For \( m \) statistically identical independent K-distributed intensity values with unknown parameter \( v \), the first moment can be estimated by (4.8) and the second moment by

\[ \hat{I}^2 = \frac{1}{m} \sum_{i=1}^{m} I_i^2 \quad (4.15) \]

therefore the estimated values of the texture measure, represented by \( \hat{V} \), can be expressed in terms of these quantities. The estimator error is the difference between the expectation value and the estimated quantity and establishes the usefulness of the estimator. As the order parameter is obtained from the texture measure using the inversion relationship of (4.14), the errors in the estimate of the texture measure can be translated into errors in the estimate of the order parameter values.

In Appendix A.2 the error predictions for the intensity contrast estimator are derived to first order in \( 1/m \) [50]. The fractional bias and the variance of the estimated texture measure \( \hat{V} \) are given as

\[ \frac{\Delta \hat{V}}{V} = -2 \frac{1}{m} \left( 1 + \frac{1}{v} \right) \left( 1 + \frac{6}{v} \right) \left( 1 + \frac{2}{v} \right)^{-1} \quad (4.16) \]
Figure 4.3: The predicted standard deviation of $\hat{\nu}$ obtained using the intensity contrast estimator for $m = 16, 64, 256$.

$$\sigma_{\hat{\nu}}^2 = 4 \frac{1}{m} \left(1 + \frac{1}{\nu} \right) \left(1 + \frac{4}{\nu} \right) \left(1 + \frac{5}{\nu} \right)$$  \hspace{1cm} (4.17)

(4.17) gives the theoretical error in obtaining the intensity contrast measure, $\nu$, from estimated quantities. This can then be translated into errors in $\nu$ using the relationship (see Appendix B)

$$\sigma_{\hat{\nu}}^2 = \frac{\sigma_{\nu}^2}{|dV / d\nu|^2}$$  \hspace{1cm} (4.18)

which gives the predicted variance of $\hat{\nu}$ as

$$\sigma_{\hat{\nu}}^2 = \frac{\nu^4}{m} \left(1 + \frac{1}{\nu} \right) \left(1 + \frac{4}{\nu} \right) \left(1 + \frac{5}{\nu} \right)$$  \hspace{1cm} (4.19)

the square root of which gives the standard deviation of the estimate of the order parameter obtained using the intensity contrast estimator, which is a measure of the error in the estimate. Figure 4.3 shows the plot of the error in the intensity
contrast for various sample sizes as a function of the order parameter. For small sample sizes the error is very large. Although the error falls as the sample size increases it is still large even for $m = 256$. The intensity contrast estimator has a simple form and may be attractive in some circumstances where there are large homogeneous regions within the clutter, however, for most high resolution images the number of samples which can be used to estimate the parameter values are small and the contrast estimator would give a very sub-optimal performance.

### 4.3.2 Normalised log estimator

The expectation value for the normalised log texture measure ($U$) proposed by Oliver [61] is related to the order parameter through

$$U = \langle \ln I \rangle - \ln \langle I \rangle = \psi(v) - \ln v - \gamma_E$$

The fraction bias and the variance of the normalised texture measure are derived in Appendix A.3 and are given as

$$\frac{\Delta U}{U} = \frac{1}{m} \left( 1 + \frac{2}{v} \right) \left( \psi(v) - \ln v - \gamma_E \right)^{-1}$$

$$\sigma^2_U = \frac{1}{m} \left( \psi'(v) + \frac{\pi^2}{6} - 1 \right)$$

Using the relationship (4.18), the errors in the estimate of the texture measure can be translated into errors in $\hat{v}$ estimate. This gives the predicted variance of $\hat{v}$ as

$$\sigma^2_{\hat{v}} = \frac{v^2 \left( \psi'(v) + \frac{\pi^2}{6} - 1 \right)}{m \left( v \psi'(v) - 1 \right)^2}$$

---

10 $\gamma_E$ is the Euler's constant.

11 $\psi'(z)$ is the Trigamma function.
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Figure 4.4: Standard deviation in $\hat{\nu}$ for the normalised log estimator with $m=256$ samples; (—) prediction; (●) simulations, $10^4$ trials.

which can be compared with simulation results using uncorrelated K-distributed noise. The comparison is performed for a K-distribution mean value of unity as variation of the mean value simply scales the data and so does not affect the relative shape of the error curves. The simulated data samples were obtained using the product model (3.46) whereby uncorrelated gamma distributed noise of mean one and defined order parameter is generated and multiplied with negative exponential generated noise of unity mean to give uncorrelated K-distribution samples with unity mean and order parameter $\nu$. As an example, the predicted errors in $\hat{\nu}$ for the normalised log texture measure are compared with simulations for a sample size of $m=256$. The simulation results were obtained by generating 256 uncorrelated K-distributed data samples of unity mean and given order parameter value for which $\nu$ is estimated using the normalised log estimator. A total of $10^4$ trials are carried out and the standard deviation in $\hat{\nu}$ measured. This is repeated for each
point plotted along the $V$ axis in Figure 4.4 and the error results are determined over the whole range of $V$ values of interest. For $V > 1$ there is a discrepancy between theory and simulation. Lombardo and Oliver [50] attributed this discrepancy to the pronounced nonlinearity of the inversion process of obtaining $V$ from the texture measure. They proposed a reciprocal estimator $t = 1/V$, which tends to a linear dependence and therefore has a more stable inversion. This reciprocal estimator is directly related to the variance of the texture, which is a measure of the spikiness of the data. Both the error and mean of this improved estimator, therefore, tend to zero as the texture contrast is reduced (i.e. as $V$ tends to infinity).

Substituting for $t = 1/V$ in (4.23) gives the variance in $\hat{t}$ for the normalised log estimator as

$$\sigma_i^2 = \frac{t^2(\mu'(1/t) + \frac{s^2}{6} - 1)}{m(\mu'(1/t) / t - 1)^2}$$

(4.24)

Figure 4.5 plots the predicted standard deviation in $\hat{t}$ values together with the errors obtained in estimating $t$ from simulated data. The close match between simulated and predicted results shows that the derivation of (4.24) to first order in $1/m$ is valid. The errors are also compared to the numerical ML solution for the $t$ parameter in order to assess the optimality of the estimator. The ML solution was simplified by using the local mean (4.8) for $\mu$. Despite this simplification that reduces the ML solution to a 1 dimensional search in $\hat{t}$, the computational load is still 500 times greater than the normalised log estimator. The crosses in Figure 4.5 mark the ML error values and it is evident that the normalised log estimates for $t$ are suboptimal.

These increased errors in the estimates of $t$ translate into poorer performance in radar detection and classification tasks that make use of the estimated parameter values. We need to improve upon the texture measure models to get closer to the ML solution without necessarily increasing the computational complexity of the estimator.
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Figure 4.5: Comparison of standard deviation of \( \hat{t} \) obtained with parameter estimators over \( m =256 \) samples; (—) normalised log prediction; (•) normalised log simulation, \( 10^4 \) trials; (×) ML simulation, \( 10^4 \) trials.

In the absence of a clear direction for modifying the texture model we use a neural net based technique to search for an improved parameter estimator. The next section details the work carried out using a neural net to obtain an estimator for the \( t \) parameter of the K-distribution.

4.3.3 Neural net based estimator

The texture measure discussed in Section 4.3.2 provides for an approximate ML solution of the \( t \) parameter. The resultant errors in \( t \) depend upon the errors in the estimate of the texture measure which themselves depend upon the moments of the data which are used to obtain the texture measure. Thus the performance of the estimator is dictated by the moments used for the texture measure. There are various moments which can be used to write the texture measure and the error performance varies from texture measure to texture measure. However, it is not obvious which moments of the data most accurately encode the texture information of the imaged data. This has hindered the development of improved models
for the parameter estimation because an exhaustive search through possible combinations of moments would be required to find the best texture measure. To overcome this problem a non-committal neural network was used whereby the properties of the data in relation to the order parameter are introduced through training.

Parameter estimation requires a non-linear mapping of the K-distributed values to the \( t \) parameter. For the particular task considered in this paper labelled data is available with the labelling being defined by the simulation process. For this reason, neural nets which adapt themselves to match a desired mapping have been used. The particular network on which this work is based is the multi-layer-perceptron (MLP) which has been described by, amongst others, Rumelhart and McClelland \[71\] and Lippmann \[49\]. A MLP consists of a set of simple processing elements, or nodes, interconnected via a set of weights. The MLP used in the course of the work of this thesis consists of an input layer, a hidden layer and an output layer. Data are presented to the input layer which has a number of nodes equivalent to the sample size being used for the texture measure. Non-linear weights combine together the input data and the outcome is translated to the hidden layer nodes. The hidden layer node values are combined together using linear weights to give a single output which is the parameter value corresponding to the data presented to the net.

The net performance is influenced by a number of parameters, for example the size and number of hidden layers, the type of weights used, the amount of training data etc. The choice for these parameters is made through experimentation. The operation of the neural net is carried out as a two stage process; a training stage and a test stage.

In the training stage the net starts with random weights. Simulated K-distributed data of a fixed mean and a range of \( t \) values are presented to the input nodes of the neural net. The weights of the net are adjusted through back propagation \[49\]. The network passes each input pattern through the hidden layers to generate a result at the output node. It then subtracts the actual result from the target parameter value to find the output layer errors. These errors are then used to
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adjust the weights. This is called one epoch of training. A large number of epochs are required for training and the nets are regularly tested on unseen tuning data to note the output errors. When there is no more improvement on the error on the estimates for the tuning data the training is stopped. Further training will result in the net learning the training data rather then generalising for the $t$ parameter.

The testing stage involves the net being presented with a large amount of unseen data and measuring the standard deviation in the network estimate of the K-distribution $t$ parameter value. The performance of the neural net estimator is then assessed by comparing its standard deviation in $\hat{t}$ with that obtained with a texture measure estimator.

Neural nets have the potential to infer subtle, unknown relationships from the data. Unlike the texture measure which has an exact analytical form, the neural net acquires the relationship between texture characterisation and the underlying parameter value through training on data. The training data has to include examples of data that covers parameter values over the whole range for which the net is to obtain estimates. There is a trade-off to be made between how representative the training data is to the parameter space, and the memory and processing capacity of the computer system used to implement the neural net. If not enough examples of data with different $t$ values are included in the training set then the neural net will not generalise over the whole range of $t$ parameter values. However, the number of images cannot be increased indefinitely due to consideration of computational load. After some trial and error, eleven images were selected for the training data set. The images were simulated with a constant mean of unity, and $t$ parameter equal to 0.1, 0.5, 1.0, 1.5, 2.0, 3.0, 4.0, 5.0, 6.5, 8.0, 10.0.

The size of each of the images was 800 by 640 pixels. A 16 by 16 stepping window was used to select individual patterns to be presented to the neural net. The window size matched the input layer size of the neural net. The input layer was chosen to be of this size so that a direct comparison can be made with the performance of the texture measure estimators for $m = 256$ samples. A total of 2000
independent realisations for the \( t \) value were obtained from each image using the stepping window.

In addition to the training data set, two further data sets were also generated. The first of these was a tuning data set of eleven images containing the same range of \( t \) values as the training data set but only 80 by 640 pixels in size. For a 16 by 16 stepping window this yielded 200 independent realisations for the \( t \) value per tuning image. The tuning data set was used to check the neural net error for estimating \( t \) at every 50 epoch interval and to halt the training when the performance tailed-off on the tuning data set (i.e. the standard deviation in \( \hat{t} \) shows no further reduction). The second data set consisted of 33 test images. The size of each of the images was kept same as those in the training data set. The test data set, however, incorporated 3 times as many examples of the \( t \) parameter values in the range 0.1 to 10.0. This data set was used to measure the performance of the neural net estimators. A complete list of the size and the \( t \) parameter values of the images used in each of the three data sets is given in Table 4.1.

<table>
<thead>
<tr>
<th>Data type</th>
<th>Image Size</th>
<th>No. of 16x16 subimages</th>
<th>No. of images</th>
<th>( t ) parameter for each image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>800x640</td>
<td>2000</td>
<td>11</td>
<td>0.1 0.5 1.0 1.5 2.0 3.0 4.0 5.0 6.5 8.0 10.0</td>
</tr>
<tr>
<td>Tune</td>
<td>80x640</td>
<td>200</td>
<td>11</td>
<td>0.1 0.5 1.0 1.5 2.0 3.0 4.0 5.0 6.5 8.0 10.0</td>
</tr>
<tr>
<td>Test</td>
<td>800x640</td>
<td>2000</td>
<td>33</td>
<td>0.1 0.25 0.5 0.75 1.0 1.25 1.5 1.75 2.0 2.25 2.5 2.75 3.0 3.25 3.5 3.75 4.0 4.25 4.5 4.75 5.0 5.25 5.5 5.75 6.0 6.5 7.0 7.5 8.0 8.5 9.0 9.5 10.0</td>
</tr>
</tbody>
</table>

Table 4.1: Description of the neural net data sets.

Initially the net was trained on just the intensity K-distributed data. However, the net failed to converge. The intensity data were log-scaled to limit the dynamic
range of the data. With this simple pre-processing the neural net was able to provide estimates of $t$ when tested on unseen data but the standard deviation on $\hat{t}$ did not compare well with the normalised log estimator. Thus the neural net estimator, with this simple pre-processing, proved incapable of automatically extracting the relevant texture measure information from the data.

From previous work on texture estimators [11, 50, 61] we know that the moments of the data are capable of coding the information regarding the underlying order parameter value of the imaged data. It was therefore decided to train the neural net on specific moments of the data. The procedure then involves calculating the texture measure for the data samples over the 16 by 16 window and presenting the net with the moment value. The input layer then has just a single node. The remainder of the structure of the MLP remains unchanged. Figure 4.6 shows the structure of the neural net estimator when using texture measures as input to the net. The training procedure for this type of neural net is outlined as follows:

1. Select 11 equally sized simulated K-distributed images which have the same mean but different $t$ values spanning the range from 0.1 to 10.0.

2. Using a $16\times16$ stepping window, calculate moments of the data.

3. Present the moment images to the net and train the weights to give the true parameter value corresponding to each input image.

4. Test the performance of the net on a small set of tuning data and note the overall standard deviation. Stop training when the performance has tailed off on this tuning data.

5. Test the neural net on unseen data and note the standard deviation on $\hat{t}$.

The neural net shown in Figure 4.6 has 16 nodes in the hidden layer. Various other configurations for the neural net were also tried with different number of nodes in the hidden layer but it was found that a net with 16 hidden nodes is complex enough to generalise for the $t$ parameter value but still small enough to avoid learning the training data exactly.
The types of moments that can be calculated from the intensity data are infinite. A key question in the design of the neural net estimator is what moment will result in the best estimator performance? A whole series of neural nets were trained using different moments of the K-distributed data as the input to the net. Most of the choices for the moments used to train the neural net came from previous estimators for the K-distribution parameters, for example the mean of the intensity,

$$x_m = \langle I \rangle$$  \hspace{1cm} (4.25)

the contrast of the intensity,
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\[ x_{in} = \frac{\langle I^2 \rangle}{\langle I \rangle^2} - 1 \]  
(4.26)

the normalised log intensity [61],

\[ x_{in} = \langle \ln I \rangle - \ln \langle I \rangle \]  
(4.27)

the contrast of amplitude [51],

\[ x_{in} = \frac{\langle I \rangle}{\langle \sqrt{I} \rangle^2} - 1 \]  
(4.28)

and variance of log of intensity [46]

\[ x_{in} = \langle \ln^2 I \rangle - \langle \ln I \rangle^2 \]  
(4.29)

It was found that the net trained on some moments had standard deviation results for \( \hat{t} \) which were comparable to the normalised log estimator. These nets have acquired, through training, the appropriate texture measure inversion process to obtain the \( t \) parameter value. It was then decided to train the net using pairs of various moments as inputs to the net. The input layer then has two nodes corresponding to the two measured moments. With this arrangement the nets gave some very good estimates for the \( t \) parameter. Figure 4.7 shows the error on the estimates for \( t \) obtained with three of these nets. The data statistics on which the three nets were trained are as follows:

1. variance of log of intensity (\( \sigma_{\ln I}^2 \)) and contrast of amplitude (CoA).

2. \( \sigma_{\ln I}^2 \) and normalised log.

3. CoA and normalised log.

In Figure 4.7 the error performance of each net has been compared to that of the normalised log estimator. The values of \( t \) for which the net estimates were obtained are marked with the diamond symbols. The nets were trained on only a few examples of the \( t \) parameter (see Table 4.1). Points in Figure 4.7 for which there was a corresponding \( t \) parameter image in the training data set are marked by shading the diamond symbols black. It can be seen by the plots in Figure 4.7 that
Figure 4.7: Comparison of the error in $\hat{t}$ obtained using the normalised log estimator (---) with the neural net estimator (—). The neural nets have 2 input nodes, 16 hidden nodes and a single output node. Results from three networks are shown. The texture measure used to train each of the nets were (a) $\sigma_2L$ and CoA, (b) $\sigma_1L$ and normalised log and (c) CoA and normalised log. The $t$ values of the test images used to obtain the neural net error results are marked as diamonds. The $t$ values of those test images for which there was a corresponding training image with the same $t$ value, are marked as black diamonds (continued on next page).

The nets have been able to interpolate between $t$ parameter values which were not contained within the training data set. Thus a net trained on just a limited example of $t$ parameter values is able to produce estimates over a continuous range of $t$ values.
Figure 1.7: (continued).

The comparison of the three nets shows that the Figure 4.7a net falls well short of the normalised log performance, the Figure 4.7b net outperforms it for
only a few values of $t$ whereas the Figure 4.7c net has been successful in achieving better errors for the majority of $t$ values. From the neural net research it has emerged that the net trained on the normalised log and the CoA produces the best estimate for $t$. This net improved upon the normalised log estimator for a wide range of $t$ values. The errors for the neural net for Figure 4.7c are much closer to the ML performance. However, comparing the results with Figure 4.5 it appears as if the net is producing lower errors for $\hat{t}$, for values close to 10. This apparent improvement on the ML estimator is due to the fact that the net is only able to give estimates for $t$ values which lie within the range of parameter values included in the training set. This restriction in the range of $t$ values which the net is able to estimate, lowers the standard deviation near the top of the range of the $t$ values. Thus in actual fact the neural nets never exceed the performance of the ML estimator.

The test data used to produce the plots of Figure 4.7 had the same mean intensity value as the training data. The nets were also tested on data which had different $\mu_i$ values and error results identical to those of Figure 4.7 were obtained. Thus the performance of the net is invariant to $\mu_i$ changes. So the fact that the same $\mu_i$ value has been used for all the training data is not a limitation of the neural net estimator.

Previous parameter estimators used just single moments of the data to obtain the texture measure [46, 51, 61]. With those types of estimators the normalised log proved to give the lowest error in regions of large $t$. The normalised log measure was also found to be the most accurate estimator with the neural nets when using just a single moment to calculate the texture measure. However, the net revealed that a better estimator is achieved if the amplitude contrast is also used to obtain the texture measure. Amplitude contrast is a reasonable estimator for the $t$ parameter but is outperformed by the normalised log estimator for uncorrelated K-distributed data. However, for noisy K-distributed clutter data the amplitude contrast does rather better [51] and is the preferred estimator for the $t$ parameter. This is because the normalised log is sensitive to lower values of the K-distribution whereas the CoA is sensitive to higher values of the distribution which are not so
affected by the additive noise. This sensitivity to different regions of the distribution makes it possible for the two moments to contribute independent information to the texture measure. The variance of the log, on the other hand, is sensitive to the same pdf region as the normalised log and hence a net trained on these two moments (see Figure 4.7b) shows no improvement on the normalised log measure. The net has now confirmed that there is independent information in the amplitude contrast which hence results in better estimates for \( t \) when combined with the information in the normalised log texture measure.

Neural net research has shown that multiple moments of the data can be used to obtain improved texture measures since there is independent information to be had from the different texture measures. These improvements upon the current model for the approximate ML solution lead us to propose a new model which can be taken as a better approximation to the ML solution. The next section discusses the hybrid estimator for the \( t \) parameter of uncorrelated K-distributed data based on the pair of moments: the normalised log intensity and the contrast of the amplitude.

### 4.3.4 Hybrid normalised log estimator

A new model is proposed for the \( t \) parameter estimate of K-distributed clutter data which uses multiple moments to obtain more accurate texture measures. Following on from the neural net research it was found that a useful combination of moments is the normalised log intensity and the contrast of the amplitude. The model can be written as

\[
W = \alpha (\ln (I) - \ln (\langle I \rangle)) + (1 - \alpha) \left( \frac{\langle t \rangle}{\sqrt{I}} - 1 \right)
\]

\[
= \alpha (\psi (t^{-1}) + \ln (t - \gamma_E)) + (1 - \alpha) \left( \frac{4\Gamma^2(t^{-1})}{\pi \Gamma^2(t^{-1} + \frac{1}{2})} - 1 \right)
\]

(4.30)

where \( \alpha \) is the weight ratio according to which the two moments are combined.
Figure 4.8: Optimum $\alpha$ values that minimise the error in $\hat{t}$ for hybrid normalised log estimator.

Error predictions were derived to first order in $1/m$ using the same approach as detailed in Section 4.3.2. The theoretical error in obtaining the hybrid normalised log measure, $W$, from the estimated quantities is (see Appendix A.4)

$$\sigma^2_w = \frac{\alpha^2}{m} \left( \psi'(r^-) + \frac{\pi^2}{6} - 1 \right)$$

$$+ 16 \frac{(1-\alpha)^2}{m} \frac{\Gamma^4(r^-)}{\pi^2 \Gamma^6 \left( \frac{1}{2} \right)} \left( 16\Gamma^2(r^-) - \pi^2\Gamma^2 \left( \frac{1}{2} \right) \right)$$

$$+ 4 \frac{\alpha(1-\alpha)}{m} \frac{\Gamma^2(r^-)}{\pi \Gamma^6 \left( \frac{1}{2} \right)} \left( -6 + 8 \ln 2 + t + 4\psi(r^-) - 4\psi \left( \frac{1}{2} \right) \right)$$

This can be translated into errors in $\hat{t}$ using the relationship (see Appendix B)

$$\sigma^2_i = \frac{\sigma^2_w}{|dW/dt|^2}$$

This gives the predicted variance of $\hat{t}$ as
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\[ \sigma_i^2 = \left( \frac{\alpha^2}{m} \left( \gamma'(r) + \frac{\pi^2}{6} - 1 \right) \right. \]
\[ + \left. 16 \frac{(1-\alpha)^2}{m} \frac{\Gamma'^2(r)}{\pi r^3 \Gamma^6 \left( \frac{1}{2} \right)} \left( 16 \Gamma^2(r) - \pi r^2 \Gamma^2 \left( \frac{1}{2} \right) - 5 \pi r^2 \left( \frac{1}{2} \right) \right) \right] \]
\[ + 4 \frac{\alpha(1-\alpha)}{\pi r^2 \left( \frac{1}{2} \right)^6} \left( -6 + 8 \ln 2 + 1 + 4 \gamma'(r) - 4 \gamma \left( \frac{1}{2} \right) \right) \]
\[ \times \left[ \frac{4(1-\alpha) \Gamma^2(r)}{r^3 \pi r^2 \left( \frac{1}{2} \right)} \left( -t + 2 \gamma \left( \frac{1}{2} \right) - 2 \gamma'(r) \right) - \frac{\alpha}{t^2} \left( \gamma'(r') - t \right) \right]^{-2} \]

(4.33)

The weight variable \( \alpha \) controls the error obtained with this parameter estimator. For \( \alpha = 1 \), (4.30) simplifies to a normalised log estimator and the predicted error is then same as (4.24) given in Section 4.3.2. For \( \alpha = 0 \), (4.30) reduces to a contrast of amplitude estimator. For other values of \( \alpha \) the estimator has a varying fraction of the two moments of the texture image combining together to obtain \( \hat{t} \) values. The weight \( \alpha \) can be optimised to give the minimum variance on the estimates of \( t \) by solving the partial derivative

\[ \frac{\partial \sigma_i^2}{\partial \alpha} = 0 \]

(4.34)

for \( \alpha \). Figure 4.8 shows the plot of optimum \( \alpha \) over a range of \( t \) values. For large \( t \) the value of \( \alpha \) which would minimise the error approaches a constant value. However, for \( t = 0.5 \), the optimum \( \alpha \) becomes extremely large and for values of \( t < 0.5 \), \( \alpha \) does not have a stable value which minimises \( \sigma_i^2 \). Thus the value of \( \alpha \) which gives the optimum estimate depends on the value of \( t \), which is the quantity that is being estimated in the first place.

The simplest form for the hybrid normalised log estimator would be to use a fixed value for \( \alpha \). The texture measure is then calculated using a linear combination of the two moments which yields the \( t \) parameter estimate from (4.30). Figure 4.9 shows the resultant standard deviation for \( \hat{t} \) when several different values of \( \alpha \) have been used to obtain the texture measure. The plot shows that different values
Figure 4.9: Standard deviation of $\hat{t}$ using hybrid normalised log estimator for $m = 256$ samples and fixed values of $\alpha$.

Of $\alpha$ give better estimates in different regions of the $t$ parameter space. For $\alpha = 0.8$, the error is the lowest for all $t > 0.5$. This is significant, since over this range of $t$ values, the error is lower than the normalised log estimator ($\alpha = 1$ case). The lowest error over the range $t < 0.5$ is obtained when $\alpha = 0$, for which the estimator is equal to the amplitude contrast texture measure. It emerges that $\alpha = 0.8$ is the best compromise value which would give the lowest error over the widest range of $t$ values.

Using the fixed value of $\alpha = 0.8$ to write the texture measure of the hybrid estimator, (4.30) takes the form

$$W = 0.8 \left( \ln \langle I \rangle - \ln (\langle I \rangle) \right) + 0.2 \left( \frac{\langle I \rangle}{\langle \sqrt{I} \rangle^2} - 1 \right)$$  \hspace{1cm} (4.35)$$

Figure 4.10 compares the theoretical error obtained with this estimator with those of the normalised log estimator. The new estimator shows a clear improvement on the standard deviation in $\hat{t}$ for values of $t > 0.5$. Simulation results obtained by estimating the $t$ parameter from uncorrelated K-distribution noise samples showed
good agreement between theory and simulation. This modified estimator when compared with simulation results obtained from numerical ML solution shows that the errors are indistinguishable over the range $t > 0.5$. Thus using a fixed weighted combination of the normalised log and the contrast of amplitude moment and performing a single texture measure inversion, an estimator for $t$ is obtained which is near optimal over a wide range of values of the $t$ parameter. This estimator has been able to achieve this improvement at the cost of just doubling the computational load. For values of $t$ close to the origin, the estimator is however suboptimal. This is so because the values of $\alpha$ which would minimise $\sigma_f$ in this region are fairly unstable and a constant $\alpha$ is insufficient to give the best parameter estimate.
The neural nets were able to combine the two moments to give an improved estimate over a wide range of values of the $t$ parameter (see Figure 4.7). The nets, therefore, must be adjusting the value of $\alpha$ in some form of adaptive manner to minimise the error in the parameter estimate. With the analytical estimator an optimal value for $\alpha$ has to be used in order to ensure minimum error on the estimate for $t$. Therefore, the texture measure estimator requires an optimum estimate for both $t$ and $\alpha$. Figure 4.11 shows the plot of the predicted errors in the estimate for $t$ when the hybrid normalised log estimator uses optimum $\alpha$ values. The optimality of this estimator is assessed by comparing the errors with the ML solution. Although, a closed form does not exist for the ML solution, Blacknell [11] derived an analytical expression for the standard deviation of the order parameter estimates when using large sample sizes. Figure 4.11, therefore, also shows the optimal error on $t$ estimates as given by the ML solution. The performance of the hybrid normalised log estimator is so close to the ML result that the two graphs are barely separable. It is only for $t > 8$ that there is a noticeable difference between the performance of the two estimators. From this comparison it can be seen that the hybrid normalised log estimator produces near optimal estimates for the $t$ parameter.

A practical implementation of the hybrid normalised log estimator would require a two dimensional search in both $t$ and $\alpha$. A simple iterative scheme is used to implement this two dimensional search. The estimation process begins with an estimate of $t$ with $\alpha = 1$. This estimated value of $t$ is used to obtain the value of optimum $\alpha$ from the graph shown in Figure 4.8. The texture measure value is recalculated with this new $\alpha$ and a more accurate estimate of $t$ is obtained. This process is repeated until $t$ value stabilises to within a certain accuracy. The error results for the hybrid normalised log estimator implemented using this iterative scheme on simulated data is shown in Figure 4.11 as cross marks. The simulations match the predicted performance over all values of $t$ except for those close to the origin. This is because for $t$ values near the origin the $\alpha$ values are unstable and it is not always easy to find the optimal value of $\alpha$. In such cases the value of $\alpha$ is forced to be equal to one and the estimator then simplifies to the normalised log
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Figure 4.11: Comparison of the hybrid normalised log error in $\hat{t}$ with the ML performance for $m = 256$ samples; ML predictions (___); hybrid normalised log predictions using optimum $\alpha$ (____); hybrid normalised log simulations, $10^4$ trials ($\times$).

texture measure estimator. The closeness of the match of the simulated errors to the predicted performance gives us confidence in the iteration procedure used for implementing the hybrid normalised log estimator. Thus it is shown that an adaptive weighting scheme can be utilised to combine the two texture measures to achieve improved parameter estimates.

The errors in $\hat{t}$ values are very close to the ML performance and for all practical purposes may be considered the same. However, it has not been shown that a combination of the two statistics can equal the ML solution. The advantage of the hybrid normalised log estimator over the ML estimator is that it gives a close approximation to the ML solution using a computationally manageable simple form, albeit over a restricted range of order parameter values. This restriction in the range of parameter values for which the estimator gives the best error performance is not a disadvantage as such since it is conceivable to have estimators which are tuned to different regions of the $t$ parameter space and have a mechanism for se-
lectively choosing between them such that the resultant errors are a minimum over the whole of the range of values of interest.

4.4 Summary

In this chapter:

- Methods for estimating the two parameters that describe the K-distribution have been discussed.

- The ML estimates of the mean intensity and order parameter of K-distributed intensity were derived but were found to be too complex to be used in practice.

- It was shown that the average intensity, which is an optimum estimator for negative exponential mean, is also an unbiased estimator for K-distributed mean intensity. The variance of the sub-optimal mean estimator, however, increases with increased data spikiness.

- Two existing estimators for the order parameters of the K-distribution, the intensity contrast and the normalised log estimator, were both shown to be sup-optimal.

- It was shown that the analysis of the second parameter of the K-distribution is simplified by considering the reciprocal order parameter $t = 1/\nu$ which has a more stable inversion from the texture measures.

- A novel neural net based method was used to estimate the $t$ parameter. It was shown that the neural net performance is strongly influenced by the type of pre-processing performed on the input data. The best performance for the estimate of $t$ was obtained with a net trained on the normalised log and amplitude contrast moment of K-distributed intensity data.

- A new hybrid estimator, which uses adaptive weighting to combine the normalised log and the contrast of amplitude texture measure, was used to estimate $t$ parameter values. Using theoretical predictions and simulation results it was shown that the new estimator achieves almost optimum performance.
Chapter 5

5. Weak scattering models

The statistical models studied in Chapter 3 assume a uniformly distributed phase for the detected field. The resultant phase is the sum of the phase contribution from individual scatterers within a resolution cell. The phase return from a scatterer is the sum of the phase of the backscattering coefficient and the two-way path from the scatterer to the sensor. Therefore, the orientation and the position of the individual scatterer determine its phase and hence the phase distribution of the detected field. When the cell dimensions are several wavelengths in size then the phase overlaps many times as the co-ordinate values of individual scatterers span from the near to far range and from left to right azimuth of a range cell. In such strong scattering regime the phase of the detected field will be uniformly distributed and the detected field can be adequately represented by the statistical models described in Chapter 3. It was shown that when the effective number of scatterers fluctuates according to a negative binomial distribution the resultant field statistics are K-distributed. However, when the resolution cell is only a few wavelengths in depth the scatterers will not have a uniformly distributed phase. Also if there is a bright target immersed in a resolution cell otherwise containing scatterers with uniformly distributed phase the net effect will again be a non-uniformly distributed phase for the detected field. In the random walk representation of the scattering process the non-uniform phase manifests as a bias in the random walk. This type of scattering is termed ‘weak scattering’.

When the model deviates from strong scattering the K-distribution no longer accurately describes the single point statistics of the observed data. Blake et al. [12]
showed that for very high resolution X-band SAR data, where the resolution cell size is of the order of the wavelength, the single point statistics deviate from a K-distribution. Griffiths et al. [33] showed a similar non K-statistics behaviour for high resolution sonar reverberation from sea beds. Blake et al. [12] found that a mixture of K-distributions provides a reasonable fit to the high resolution X-band data. However, such empirical fits lack any physical justification. It is therefore necessary to be able to consider models that have some physical basis for representing the weak scattering process.

Baraket [4] showed that by modelling the weak scattering as a directional biased random walk for which the phase distribution is nonuniform, the generalised K-distribution is obtained. Jakeman and Tough [40] demonstrated that a compound representation of the generalised K-distribution is a Rice distribution with both the mean-square noise component and the coherent amplitude varying according to a gamma distribution in a correlated manner. Although this is an attractive new process, the random walk from which it derives does not correctly model the effects generated by weak scattering media. Another model for weak scattering is the homodyned-K distribution process, which is modelled as a coherent sum of a constant vector with a K-distributed vector. Jakeman [38] proposed this model for the statistics of laser light scattered by a localised turbulent thermal plume. The compound model for the homodyned-K distribution is a Rice distribution with a mean-square noise component varying according to a gamma distribution but with a constant-amplitude coherent component. The homodyned-K model is supported by some experimental data. For some situations it has a plausible phenomenological view for example the case of a single bright scatterer among a large number of smaller scatterers. The homodyned-K distribution is, therefore, attracting increasing interest for modelling of weak scattering.

The introduction of new models that are suitable for weak scattering then necessitates the task of devising optimal parameter estimates. There have been very few published results on parameter estimation of the homodyned-K and the generalised-K distribution. The distributions have an additional offset parameter which is a measure of the degree of bias in the random walk. The third parameter
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further complicates the expression for the distribution and there are no closed form solutions for the ML parameter estimate. Therefore, sub-optimal estimators have to be considered.

In this chapter the amplitude statistics for the weak scattering model are discussed, some simple parameter estimators are proposed and their performance evaluated. Firstly, Section 5.1.1 describes the amplitude statistics for homodyned-K distribution. A large $\nu$ expansion of the homodyned-K distribution is used to derive estimators for the offset and order parameter of the distribution and an error analysis is carried out using the small perturbation method in Section 5.1.2. The amplitude statistics for the generalised-K distribution are described in Section 5.2.1 followed by a discussion of the estimators for its parameters in Section 5.2.2.

5.1 Homodyned-K distribution

In this section the first of the two models proposed for the weak scattering is discussed. Initially the amplitude statistics for the homodyned-K distribution are described, followed by a discussion of sub-optimal estimators for the parameters of the homodyned-K distribution.

5.1.1 Homodyned-K amplitude statistics

The basis for strong scattering is a uniformly distributed phase. However, in high resolution systems the path variations associated with the position of the effective scatterers are small and the phase overlaps with low probability. The resulting phase distribution is no longer uniformly distributed and becomes markedly concentrated around a deterministic value. One way of modelling this non-biased phase in the detected field is to represent the detected field as a coherent sum of a constant vector and a random vector for which the phase is uniformly distributed. The expression for the random walk of (3.9) is then modified to

$$E = \sum_{i=1}^{N} \left( A \exp(\phi_i) + A_0 \exp(\Phi_0) \right)$$

where $A_0$ is the amplitude and $\Phi_0$ the phase of the constant vector. The magnitude of $A_0$ determines the degree of bias in the random walk. When the number fluc-
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...fraction follows a negative binomial distribution, (5.1) is equivalent to the coherent sum of a constant vector with a K-distributed process. The statistic of the resultant field is a homodyned-K distribution, the amplitude pdf of which is given by

\[
f_A(A) = \frac{2}{\Gamma(\nu)} \sqrt{\frac{Ab}{\pi A_0}} \sum_{k=0}^{\infty} \left(0, k\right) (2AA_0)^{-k} b^\left(\nu-k-\frac{1}{2}\right) \left(-1\right)^k A_0 - A |^{\nu+k+\frac{1}{2}} K_{\nu+k-\frac{1}{2}} \left(2\sqrt{b} |A_0 - A| \right)
\]

(5.2)

where \( b = v/\mu \) and \( \left(0, k\right) = \Gamma(\nu+k)/\left(k!\Gamma(\nu-k)\right) \) is Hankel's symbol. The expression for the pdf of the homodyned-K distribution is very complex involving a sum over infinite terms. Jakeman and Tough [40] showed that a closed form expression for the homodyned-K pdf is obtained for integral values of \( \nu \). For \( \nu = 1 \) the pdf takes the form

\[
f_A(A) = 4AbI_0(2A_0 \sqrt{b})K_0(2A \sqrt{b}); A > A_0
\]

(5.3)

The pdf form for values of \( \nu \) greater than 1, where \( \nu = q \) can be obtained by recognising that \( (1+x)^{-q} = \left((q-1)\right)^{-1} \frac{d}{dy} y^{-q} \bigg|_{y=1} \). For \( \nu \leq 1 \), Tough [85] showed that the pdf can also be written in closed form. For \( A > A_0 \) the pdf is given as\(^{12}\)

\[
f_A(A) = \frac{4b' \Gamma(1-\nu)}{\Gamma(\nu)} A^\nu A_0^{\nu-1} \sum_{k=0}^{\infty} (2k+1-\nu) \left(\frac{1-\nu}{k!}\right)^2 I_{2k+1-\nu}(2A_0 \sqrt{b})K_{2k+1-\nu}(2A \sqrt{b})
\]

(5.4)

When \( A < A_0 \) the arguments of the modified Bessel functions of the first and third kinds in this expression are interchanged. Thus it is possible to study the pdf

\(^{12}\) \( (1-\nu)_k \) is the Pochammer symbol \( \Gamma(1-\nu+k)/\Gamma(1-\nu) \).
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Figure 5.1: Comparison of the theoretical and simulated amplitude pdf of homodyned-K distribution for unity mean, $\nu = 1$ and $A_0 = \sqrt{\mu_0} = 0, 1.0, 5.0, 10.0$.

of the homodyned-K for processes which range from strongly non-Gaussian ($\nu < 1$) to effectively Gaussian ($\nu > 10$).

The homodyned-K distribution can also be represented in a compound form similar to that used for the K-distribution in Section 3.2.4. Thus the homodyned-K will have a speckle component arising from the coherent interference of many scatterers and a mean of the speckle, characterised by the underlying surface RCS, which is also be a random variable. The amplitude pdf of the homodyned-K distribution in the compound form is given as

$$f_A(A) = \int_0^\infty f_{A|\rho}(A|\rho)f_\rho(\rho)d\rho$$

(5.5)

where $f_\rho$ is the RCS component which gives the fluctuation in the mean-square noise level and $f_{A|\rho}$ is the speckle component. As the number fluctuation in the random walk of (5.1) is assumed to be a negative binomial process, the RCS component is modelled as a gamma distribution and is given by (3.47). For the homodyned-K distribution, since the phase is not uniformly distributed, the statistics of
the speckle deviate from a pure Rayleigh amplitude and are given by a Rice distribution as

\[ f_{A|\rho}(A|\rho) = \left( \frac{2A}{\rho} \right) I_0 \left( \frac{2A\sqrt{\mu_0}}{\rho} \right) \exp \left( - \frac{\mu_0 + A^2}{\rho} \right) \]  (5.6)

where the intensity offset \( \mu_0 = A_0^2 \) and the mean-square noise component varies according to a gamma distribution.

The product model representation of the homodyned-K distribution also facilitates the generation of simulated data. Thus homodyned-K data of unity mean, given order parameter value and offset value can be obtained by generating uncorrelated gamma distributed noise of unity mean and defined order parameter and multiplying it by Rician generated noise of defined offset value and half mean-square noise value. The Rician data itself is obtained by generating zero mean half standard deviation Gaussian complex data and coherently adding the complex offset and taking the modulus of the resultant. Homodyned-K distribution data for a range of different parameter values were simulated and the histogram measured. Figure 5.1 shows the pdf obtained on simulated data for unity mean, \( \nu = 1 \) and a range of \( A_0 \) values. The corresponding theoretical pdf plots are also obtained, using (5.3), and are shown as line graphs. There is a good match between the theoretical pdf and the simulated histogram, which validates the simulation process. As the offset value increases the pdf plot is shifted up along the amplitude axis. Figure 5.2 shows the measured histogram for the homodyned-K distribution for values of \( \nu \) equal to 0.5 and 10 respectively. Here again the pdf plots are shifted in amplitude as the offset value increases. The shape of the histogram becomes Gaussian in the limit of large order parameter values. The results of the theoretical pdfs are not shown in Figure 5.2 since the expressions were too computationally cumbersome to calculate. However, Figure 5.1 suggests that the results would have been a close match.
Figure 5.2: Amplitude pdf of the homodyned-K distribution for unity mean, $A_0 = \sqrt{\mu_0} = 0, 1.0, 5.0, 10.0$ and $\nu$ equal to (a) 0.5 and (b) 10.0.

So far it has been shown that the homodyned-K can be written in a compound form and the pdf has a closed form under certain conditions. The expression for the even order moments of the homodyned-K can be written as
\[
\langle A^2 \rangle = \frac{n! \Gamma(1+n)}{\Gamma(v)} \left( \frac{\mu}{v} \right)^n \sum_{k=0}^{n} \frac{\Gamma(n-k+v)}{k!(n-k)!\Gamma(1+k)} \left( \frac{A_0 v}{A} \right)^k
\]

(5.7)

The moments of the homodyned-K distribution cannot be solved directly to give a closed form solution for the optimal parameter estimates. In the next section alternative sub-optimal estimators are considered which are based upon a large \( \nu \) expansion of the homodyned-K distribution.

### 5.1.2 Parameter estimators for homodyned-K distribution based on a large \( \nu \) approximation.

The maximum likelihood solutions for the parameters of this distribution do not have simple expressions in terms of combinations of distribution moments. In the absence of such straight forward moment based estimators an approximate solution for the parameter values is considered. The approach taken is to perform an expansion appropriate to large \( \nu \) values. In the limit of large \( \nu \), the gamma distribution in the product model tends to a delta function rendering a Rice distribution. This is more apparent once the distribution is re-parameterised in terms of \( \nu \) and the mean power \( \langle A^2 \rangle \) of the homodyned-K noise process. Thus

\[
f_A(A) = \frac{2A\nu}{\langle A^2 \rangle \Gamma(v)} \int_0^\infty \frac{1}{u} \left( \frac{2\sqrt{\nu_0}}{\langle A^2 \rangle_u} \right) \exp \left( \frac{\nu_0 + A^2}{\langle A^2 \rangle_u} \right) u^{-1} \exp(-\nu u) du
\]

(5.8)

The equation in this form allows us to show the effect of large \( \nu \) while keeping the mean power level of the noise process at a constant value. Setting this equal to unity causes no loss in generality, thus the integral becomes

\[
f_A(A) = \frac{2A\nu}{\Gamma(v)} \int_0^\infty \frac{1}{u} \left( \frac{2\sqrt{\nu_0}}{u} \right) \exp \left( \frac{\nu_0 + A^2}{u} \right) u^{-1} \exp(-\nu u) du
\]

(5.9)

Evaluation of this integral for large \( \nu \) yields [85]
5.1 HOMODYNED-K DISTRIBUTION

Figure 5.3: Comparison of the predicted and simulated relative variance of homodyned-K $\mu_0$ parameter for $m=256$. Each simulated result obtained using $10^4$ trials.

\[ f_\mu(A) = \exp\left(-\left(\mu_0 + A^2\right)\right) \times \left\{2A I_0\left(2A\sqrt{\mu_0}\right) + \frac{1}{V} \left[ A \left(2 + (\mu_0 + A^2)^2 + 4(\mu_0 A^2 - (\mu_0 + A^2)) I_0\left(2A\sqrt{\mu_0}\right) + 2A^2 \sqrt{\mu_0} \left(3 - 2(\mu_0 + A^2) I_1\left(2A\sqrt{\mu_0}\right)\right)\right]\right\} \] (5.10)

From (5.10) the second and fourth order moments for the homodyned-K distribution are given as

\[ \langle A^2 \rangle = 1 + \mu_0 \] (5.11)

\[ \langle A^4 \rangle = 2 + 4\mu_0 + \mu_0^2 + \frac{2}{V} \] (5.12)

Rearranging these yields expressions for the estimate of the parameters of homodyned-K distribution. The viability of these estimators can then be demonstrated by performing an error analysis. Thus (5.11) gives an estimate for $\mu_0$ as

\[ \hat{\mu}_0 = \hat{A}^2 - 1 \] (5.13)
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The assessment of the error performance of this estimator for the offset value of the homodyned-K is carried out by performing a small perturbation analysis about the mean parameter value similar to that carried out in Section 4.2 and 4.3 for the K-distribution parameter estimators. (5.13) is an unbiased estimator for \( \mu_0 \) and therefore its fractional bias is zero. Its relative variance is given as (see Appendix A.5)

\[
\frac{\sigma_{\hat{\mu}_0}^2}{\mu_0^2} = \frac{1}{m} \left( \frac{2 + v + 2v\mu_0}{\nu\mu_0^2} \right)
\]  

(5.14)

The relative variance for the offset parameter has a dependence on both \( \mu_0 \) and \( v \) values. Figure 5.3 shows the plot of the relative variance in the estimate of \( \mu_0 \) as a function of \( v \) for a number of \( \mu_0 \) values. In order to keep the analysis consistent with the results shown in Chapter 4 all the plots for the weak scattering models are obtained for a sample size of \( m = 256 \). The predicted error performance is also compared with simulations. The method adopted for producing the simulated results is similar to that used in the previous chapter. 256 samples of homodyned-K distributed data for unity mean, given \( \mu_0 \) and \( v \) values are generated and the \( \mu_0 \) parameter estimated. The homodyned-K data is generated using the method outlined in Section 5.1.1. The variance in \( \hat{\mu}_0 \) is calculated using \( 10^5 \) trials. This is repeated for each set of parameter values for which the experimental error analysis is carried out. The results of the simulation are shown as marks of miscellaneous shapes in the same figure which contains the plot for the corresponding predicted error performance. Figure 5.3 shows that the error in \( \hat{\mu}_0 \) decreases with increasing \( v \) and \( \mu_0 \) and there is good agreement between simulation and prediction.

In order to obtain an expression for the estimate of the order parameter, the first step is to obtain an expression for a moment based texture measure which can be written in terms of the order parameter. This can be obtained by combining (5.11) and (5.12) and rearranging the equations such that \( \mu_0 \) is eliminated. This leaves an expression for the texture measure which can be written as
Figure 5.4 Comparison of the predicted and simulated results for the (a) fractional bias and (b) relative variance, for the texture measure $\hat{Y}$ of the homodyned-K distribution for $m = 256$. Each simulated result obtained using $10^5$ trials.

$$Y = \langle A^4 \rangle - \left( \langle A^2 \rangle + 1 \right)^2 = \frac{2}{v} - 2$$

(5.15)

that is completely defined by the order parameter of the homodyned-K. This result is, however, obtained using simplified second and fourth moment expression.
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based upon a large $\nu$ expansion of the homodyned-K pdf. Inverting the estimate of the texture measure provides an estimate for the order parameter value. The fractional bias and the relative variance of the texture measure of (5.15) are given as (see Appendix A.6)

$$\frac{\Delta \hat{Y}}{Y} = \frac{2 + \nu + 2\nu \mu_0}{2m(\nu - 1)}$$  \hspace{1cm} (5.16)

$$\frac{\sigma_{\hat{Y}}^2}{Y^2} = \frac{-1 + 10\nu + \nu^2 + 28\nu \mu_0 + 4\nu^2 \mu_0 + 3\nu \mu_0^2 + 2\nu^2 \mu_0^2}{m(\nu - 1)^2}$$  \hspace{1cm} (5.17)

The fractional bias and the relative variance have a dependence on both the $\mu_0$ and $\nu$ values. There is also a singularity at $\nu = 1$. Figure 5.4a compares the predicted and simulated result for the fractional bias of the texture measure of the homodyned-K distribution whereas the corresponding results for relative variance of the texture measure are shown in Figure 5.4b. These results are again produced for a sample size of $m = 256$ and using $10^5$ trials for the simulations.

The results for the texture measure estimate show a good match between simulations and predictions for large $\nu$. In the limit of large $\nu$ the error values in the texture estimates are reasonably low. However, as $\nu$ approaches 1 the errors get very large. The offset $\mu_0$ scales the errors such that they increase with increasing $\mu_0$ with the effect being more pronounced at smaller values of $\nu$.

The required order parameter value of the homodyned-K distribution can be obtained by inverting the texture measure $Y$. However, it has been shown [50] that working in the space of $t \equiv 1/\nu$ results in better error performance for the parameter value. Thus using (5.15) an expression can be obtained for $\hat{t}$ in terms of the estimates for the texture measure $V$ as

$$\hat{t} = \frac{1}{2} \hat{Y} + 1$$  \hspace{1cm} (5.18)

Using (5.16) and the relationship $\Delta t = \Delta Y/(dY/dt)$ the fractional bias for $\hat{t}$ of the homodyned-K distribution is obtained to first-order approximation in $m$ as
Figure 5.5: Comparison of the predicted and simulated results for the (a) fractional bias and (b) relative variance, for $\hat{t}$ of the homodyned-K distribution for $m=256$. Each simulated result obtained using $10^5$ trials.

$$\frac{\Delta \hat{t}}{t} = \frac{1}{2m} \left( 1 + 2t + 2\mu_0 \right)$$  \hspace{1cm} (5.19)
The corresponding relative variance for $\hat{t}$ is obtained from (5.17) and using the relationship $\sigma_i^2 = \sigma_i^2 / |dY/dt|^2$ as

$$\frac{\sigma_i^2}{t^2} = \frac{1}{m} \left(1 + 4\mu_0 + 2\mu_0^2 + 10t + 28t\mu_0 + 3t\mu_0^2 - t^2\right)$$

The plots for the predicted and simulated fractional bias of $\hat{t}$ for the homodyned-K distribution are shown in Figure 5.5a. The fractional bias decreases as $t$ increases. The fractional bias is not as small as the fractional bias of the texture measure $Y$ from which the $t$ parameter is derived. The effect of the $\mu_0$ parameter is to increase the fractional bias of $\hat{t}$. The effect of this increase is more noticeable for smaller values of $t$.

Figure 5.5b shows the predicted and simulated results for the relative variance of $\hat{t}$ for the homodyned-K distribution. According to the theoretical predictions, the relative variance of $\hat{t}$ reduces as $t$ increases. However, according to the simulated results, the errors are decreasing only for values of $t < 1$. For $t > 1$, the errors in the estimate for $t$ are increasing instead of decreasing as predicted by (5.20). The deviation from prediction highlights the limitation of the small perturbation analysis when the large $\nu$ approximation is violated. Since these values correspond to spikier data, which is often the region of interest, the large errors limit the effectiveness of this estimator for obtaining the parameter values of the homodyned-K. In addition to Figure 5.5b where there is a very strong disagreement between theory and prediction for $t > 1$, differences are also noticeable between the theoretical predictions and the simulated results for the error performance given in Figure 5.4a, Figure 5.4b and Figure 5.5a. Although the differences are small and the general trend for the simulation results broadly follows those of the theoretical predictions, nevertheless the differences reflect that the assumptions made for the small perturbation analysis are inadequate.

The estimators for the offset and the shape parameter for the homodyned-K distribution described in this section are obtained using an expansion of the pdf of the distribution in the limits of large $\nu$. However, the observed errors are not as
predicted especially for small \( v \) values. At small \( v \) values the error and, therefore, the uncertainty in \( v \) values is comparable to the actual value of the parameter itself, which makes it unacceptably high. Therefore, further development is required in order to obtain more reliable estimators for the parameters of the homodyned-K distribution.

5.2 Generalised-K distribution

The generalised-K distribution is the second of the two models being considered for the weak scattering process. First the general model and its amplitude statistics are discussed followed by an analysis of parameter estimators for the generalised-K distribution.

5.2.1 Generalised-K amplitude statistics

The homodyned-K distribution is based on a random walk model that adds a constant offset to an unbiased random walk to represent a weak scattering process. An alternative is to use a truly biased random walk to represent a weak scattering process. If the number fluctuation is again assumed to be negative binomial this gives rise to a generalisation of the K-distribution and the amplitude pdf is given by

\[
f_A(A) = \frac{2d}{\Gamma(v)} \left( \frac{2A\nu}{\mu d} \right)^v I_0 \left( \frac{2A\nu\sqrt{\mu_0}}{\mu} \right) K_{v-1}(dA)
\]

(5.21)

where

\[
d^2 = \frac{4\nu}{\mu} + \frac{4\mu_0}{\mu^2}
\]

(5.22)

As in the case of the homodyned-K distribution, the generalised-K has an additional third parameter, \( \mu_0 \) which is the measure of the degree of bias in the random walk. In the limit \( \mu_0 \to 0 \) the unbiased K-distribution result is regained. As \( \mu_0 \) increases this adds an offset to the pdf until in the limit of \( \mu_0/\mu \to \infty \) the equation reduces to a gamma distribution. The \( v \) parameter here again determines the de-
greek spikiness of the data and now in the limit of $V \to \infty$ the distribution reduces to the Rice model

$$\lim_{V \to \infty} f_A(A) = \frac{2A}{\mu} I_0 \left( \frac{2A\sqrt{\mu_0}}{\mu} \right) \exp \left( -\frac{\mu_0 + A^2}{\mu} \right)$$  (5.23)

The generalised-K distribution can also be represented in a compound form similar to that of (5.5). However, due to the difference in the way in which the bias in the random walk is modelled compared to the homodyned-K model, the speckle component amplitude statistics are given by a different Rician distribution which can be written as

$$f_{A|\rho}(A|\rho) = \left( \frac{2A}{\rho} \right) I_0 \left( \frac{2A\sqrt{\mu_0}}{\mu} \right) \exp \left( -\frac{2\rho v^2 - A^2}{\mu^2} \right)$$  (5.24)

This Rician distribution has a mean-square equal to $\rho/2$ and a coherent amplitude given by $\rho\sqrt{\mu_0}/\mu$. The gamma distribution gives both the fluctuations in the mean-square noise level and the coherent amplitude in a correlated manner. The scattering process is thus a modulated Rice distribution.

Simulated generalised-K distribution data can be generated using the product model representation. Zero mean, half standard deviation complex Gaussian data is generated and multiplied with gamma generated data of given mean and order parameter value. The complex offset value is also multiplied by a gamma generated data of given mean and order parameter value and normalised by the mean. The modulus of the coherent sum of the modulated complex offset and the modulated complex Gaussian then results in generalised-K data of the given mean, order parameter and offset value. In Figure 5.6 the theoretical and simulated pdfs for the generalised-K distribution over a range of parameter values are plotted. There is good agreement between the predicted pdf and the measured histogram which validates the simulation process. As the order parameter increases the generalised-K tends toward a Rician distribution. As the offset increases the peak of the plot shifts along the amplitude axis.
Figure 5.6: Comparison between the predicted and simulated amplitude pdf of the generalised-K distribution for unity mean, $\sqrt{\mu_0} = 0, 1.0, 5.0, 10.0$ and $\nu$ equals to (a) 0.5, (b) 1.0 and (c) 10.0.
The even order moments for this distribution can be expressed as

\[ \langle A^{2n} \rangle = \left( \frac{\mu}{v} \right) \frac{n! \Gamma(n + v)}{\Gamma(v)} P_n^{(0,v-1)} \left( 1 + \frac{4\mu_0}{v\mu} \right) \]  \hspace{1cm} (5.25)

where

\[ P_i^{(\beta,\alpha)}(x) = 2^{-i} \sum_{k=0}^{i} \binom{i + \beta}{k} \binom{i + \alpha}{i - k} (x - 1)^{i-k} (x+1)^k \]  \hspace{1cm} (5.26)

are the Jacobi polynomials. (5.26) does not have a closed form for the optimal parameter estimate for the generalised-K distribution. In the following section some approximate solutions for the parameter estimation of the generalised-K distribution are considered.

### 5.2.2 Parameter estimators for generalised-K distribution using even order moments

The first two even order moments of the generalised-K distribution can be written as

\[ \langle A^2 \rangle = \mu + \mu_0 + \frac{\mu_0}{v} \]  \hspace{1cm} (5.27)

and

\[ \langle A^4 \rangle = \frac{(1 + v)}{v^3} \left( 2\mu^2 v + 8\mu v \mu_0 + 4\mu v^2 \mu_0 + 6\mu_0^2 + 5\nu \mu_0^2 + \nu v^2 \mu_0^2 \right) \]  \hspace{1cm} (5.28)

The moments as they stand cannot be solved to extract the parameter values. There is not a large \( v \) expansion which can be carried out for the generalised-K distribution as it was done for the homodyned-K model. However, for the extreme case of \( v \to \infty \) the first two even-order moments reduce to the form

\[ \langle A^2 \rangle = \mu + \mu_0 \]  \hspace{1cm} (5.29)

and

\[ \langle A^4 \rangle = 2\mu^2 + 4\mu \mu_0 + \mu_0^2 \]  \hspace{1cm} (5.30)
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Eliminating $\mu$ from (5.29) and (5.30) gives an expression for the estimate of $\mu_0$ of the generalised-K distribution as

$$\hat{\mu}_0^2 = 2 \hat{A}^2 - \hat{A}^4$$

(5.31)

Thus an estimate for the square of the offset parameter for the generalised-K is obtained in terms of the second and fourth order amplitude moments. An error analysis can be carried out on this estimator using the same small perturbation technique as carried out for the other estimators studied in this thesis. As before the small perturbation expansion is restricted to terms of order $O(1/m)$. The fractional bias and the relative variance are given as

$$\frac{\Delta \hat{\mu}_0^2}{\mu_0^2} = \frac{2}{m} \left[ \frac{6}{\nu^3} + \frac{1}{\nu^2} \left( 10 + \frac{8}{\mu_0} \right) + \frac{1}{\nu} \left( 3 + \frac{10}{\mu_0} + \frac{2}{\mu_0^2} + \frac{2}{\mu_0^4} \right) \right]$$

(5.32)

$$\frac{\sigma^2}{\mu_0^4} = \frac{1}{m} \left[ \frac{1}{\nu^3} \left( 1260 + \frac{1}{\nu} \left( 2880 + \frac{3018}{\mu_0^4} + \frac{80}{\mu_0^6} \right) \right) + \frac{1}{\nu^2} \left( \frac{2160}{\mu_0^5} + \frac{6360}{\mu_0^6} + \frac{2498}{\mu_0^8} \right) + \frac{1}{\nu} \left( \frac{36}{\mu_0^6} + \frac{952}{\mu_0^7} + \frac{2617}{\mu_0^8} + \frac{1214}{\mu_0^9} + \frac{22}{\mu_0^{10}} \right) \right]$$

(5.33)

Figure 5.7 shows the plot for the fractional bias and the relative variance for the estimate of the square of the offset parameter of the generalised-K distribution. From the plots it is clear that only in the limit of very large $\nu$ the error performance is anything like acceptable. For smaller $\nu$ values the error and, therefore, the uncertainty in the estimate of the offset is much larger than the value of the offset parameter rendering the estimate useless. The error increases both as $\nu$ and $\mu_0$ decrease. Thus the estimator (5.31) is only useful over a very limited range of $\nu$ and $\mu_0$. Since for real clutter data $\nu$ and $\mu_0$ are likely to have a much wider range of values this estimator is only of academic interest with a very limited practical use.
Figure 5.7: Predicted error performance for the square of the offset parameter of the generalised-K distribution for a sample size of $m = 256$ (a) fractional bias and (b) relative variance.

For the order parameter of the generalised-K distribution the moments cannot be manipulated to arrive at a closed form for the estimate of the parameter. This poses a severe limitation in using the generalised-K for modelling real clutter data.
The investigation for the generalised-K distribution concludes that there are no simple moment based estimators for the generalised-K distribution which will give a good approximation to the ML solution of the parameter estimates. This is because the expressions for the moments of the generalised-K distribution are quite complex and there is no close form solution for the ML parameter estimate. A possible approach which could overcome this problem is to approximate the generalised-K distribution by a model which has a closed form for the ML solution of the parameter estimate. The estimates for the parameters of the generalised-K distribution would then be obtained by comparing the moments of the two distributions. The success of this approach would depend on how good the alternative model approximates the generalised-K distribution. One such distribution which has been proposed is the generalised gamma function [9]

\[ f_y(y) = \frac{a_e^{-\eta \xi} \alpha}{\Gamma(\xi)} y^{\eta \xi - 1} \exp \left[ -\left( \frac{y}{a_e} \right)^{\eta} \right] \]  

(5.34)

which has three parameters \(a_e, \eta, \xi\). The ML solution for these three parameters of the generalised gamma function has a closed form. Using a method of moment comparison, the parameter values for the generalised-K distribution can then be deduced. An error analysis of the parameter estimates using this approximate model for the generalised-K distribution will show the usefulness of this approach. However, the parameter estimates obtained using this method would be sub-optimal. We are therefore still some distance away from obtaining efficient optimal estimators for the parameters of the generalised-K distribution.

5.3 Summary

In this chapter:

- It was shown that the condition for strong scattering, i.e. a uniformly distributed phase for the detected field, is violated when the size of the resolution cell is small compared to the wavelength or the reflecting target is very smooth.
Two distributions were introduced which can model a weak scattering process; the homodyned-K distribution and the generalised-K distribution.

It was shown that the random walk model for the homodyned-K distribution can be represented by the coherent sum of a constant vector and one which is a K-distribution process. The amplitude pdf of this distribution was shown to have a closed form under only certain $\nu$ parameter values. The compound representation, which is a Rice distribution with a mean-square noise component varying according to a gamma distribution and a constant-amplitude coherent component, was used to generate simulated data.

Approximate moment based estimators were derived for the offset and the order parameter of the homodyned-K distribution using a large $\nu$ expansion of its pdf. The errors for the offset parameter estimate were shown to match the predicted performance over the whole range of order parameter values and over a wide range of offset values. The corresponding results for the $t$ parameter were not so good, with the performance much worse for smaller values of the order parameter. It is concluded that further investigation is required to obtain good estimators for the parameters of the homodyned-K distribution.

The model for the generalised-K distribution was described as a biased random walk such that the resultant phase becomes markedly concentrated around a deterministic value. Using the compound representation, which is a Rician distribution where both the mean-square noise component and the coherent amplitude vary according to a gamma distribution in a correlated manner, simulated data were generated and good match was obtained between theoretical pdfs and measured histograms.

In the limit of $\nu \to \infty$ the first two even order moments of the generalised-K distribution were simplified to give an estimate for the offset parameter. However, its performance was shown to be very poor and further work is required in devising appropriate estimators for the parameters of the generalised-K distribution.
Chapter 6

6. Conclusion and future work

In this concluding chapter we shall examine to what extent the results presented in previous chapters answer the four main questions set out in the introduction regarding the clutter characterisation problem. We shall also highlight outstanding issues and make recommendations for future work.

6.1 Background theory

Before addressing the clutter characterisation problem the background theory needed to carry out the analysis of a coherent radar system was described in the first two chapters. In the introductory chapter a general description was given for a surveillance radar system. It was explained how such surveillance systems can be used either to detect ground moving targets or produce high resolution maps of the ground. For both of these applications it was shown that it is important to have a proper understanding of the clutter; in the former to get better clutter rejection and in the latter to attain optimum terrain classification.

The clutter statistics are measured on a pixel level. Each pixel is a single resolution cell corresponds to a specific footprint of the radar on the ground. The radar footprint has an important bearing on the clutter statistics since it determines the number of scatterers which are able to contribute toward the reflected energy observed in any given pixel. The size and shape of the radar footprint depend upon a number of system parameters which were described in Chapter 2. It was shown that for a SAR system the two spatial components that make up the two-dimensional radar image are range and azimuth. Range resolution was shown to be
inversely proportional to the bandwidth of the radar pulse. It was shown that higher range resolution can be obtained using a chirp pulse which gives a sinc function response to a point target. The azimuth resolution for a real beam system was shown to be inversely proportional to the aperture of the antenna expressed as a number of wavelengths. However, for a fully focused SAR it was shown that the azimuth resolution is equal to half the real aperture length and the system response to a point target is a sinc function. For non-imaging radar it was shown that the observed scattering is arranged into a range-Doppler map where Doppler data is obtained by a frequency transformation of the azimuth data. The Doppler resolution was shown to be equal to the reciprocal of the coherent integration time. It was also shown that the Doppler resolution determines the azimuth dimension of the radar footprint and is utilised in Doppler beam sharpening to obtain finer resolution clutter maps. Thus in MTI system where each pixel is a range-Doppler cell with a corresponding unique radar footprint, the clutter statistics are then a function of the range and Doppler resolution.

6.2 Forward problem

The first question in the introduction asked what statistical models can be used to describe the surface scattering. The most direct method for determining the characteristics of the observed scattering is by solving the forward problem. However, in Chapter 3 it was shown that there is still a considerable gap to bridge before realistic surfaces can be analysed using this approach. In forward problem, the approach taken is to define the surface height profile, specify the boundary conditions and solve the Maxwell equations in order to calculate the scattered field observed at a defined point in space. Considerable effort has been spent on devising approximate expressions for the scattering surface for which closed form analytical solutions are attainable. The Kirchhoff approximation was described which assumes a slowly varying height profile and is applicable for normally distributed rough surfaces. Real surfaces are, however, rarely normally distributed. For non-Gaussian rough surface the SPM was described as another suitable approach provided the surface roughness is small. The Maxwell equations can also be solved numerically using simulated surface height profiles. This enables the analysis of
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non-ideal surfaces under realistic geometries, however, the computational load increases significantly with the complexity of the model, although that is less of a problem with ever increasing computer power.

The forward problem has been useful in building up an understanding of the relationship between physical parameters of the surface and the clutter characteristics. However, the techniques are still too underdeveloped to be used for devising optimum algorithms for target detection and clutter classification.

6.3 Strong scattering models

The latter part of Chapter 3 dealt with the question of how single or multiparameter statistical distributions can be used to describe the fluctuations in the detected intensities. It also looked at what physical justification can be associated with the statistical models. Starting from the assumption that the detected field is given by the sum of contributions from a large number of discrete elementary scatterers, it was shown that for strong scattering the phase will be uniformly distributed and independent. At low resolution the number of scatterers would tend to infinity and it was shown that for strong scattering the resultant field can be modelled as a Gaussian process with the intensity fluctuation given by a negative exponential distribution. However, it was observed that as resolution increases the clutter in both MTI and SAR images exhibit non-Gaussian statistics. The log-normal and Weibull distribution were not considered to be suitable models for describing the coherent clutter statistics despite empirical evidence from a number of researches since they cannot be represented by a discrete scatterer model. The K-distribution, on the other hand, was shown to be the result of a negative binomial fluctuation of the number of scatterers. This is quite a plausible model since as the size of the resolution cell decreases the number of scatterers will be finite and, given the complex nature of the clutter, the scatterer number will undoubtedly fluctuate. The K-distribution can also be expressed as product of two statistical processes; a negative exponential intensity fluctuation arising from the coherent interference of the scatterers and an intensity mean which fluctuates according to a gamma process associated with the underlying surface RCS fluctuation. It was shown that the or-
der parameter of the distribution can be related to the clutter spikiness. Chi-
squared goodness-of-fit test and ML classification on MTI and SAR data gave em-
pirical evidence to support the K-distribution as a reasonable descriptor for me-
dium resolution clutter.

6.4 K-distribution parameter estimators

Having reached the conclusion that the K-distribution is a reasonable model for
the coherent land clutter statistics the next task was to address the problem of op-
timal parameter estimation. This was investigated in Chapter 4. It was shown that
the ML solution does not have a closed form and a numerical search over the
mean intensity and order parameter of the K-distribution is computationally very
inefficient. An ML estimate for the mean intensity is given by the average intensity
provide the clutter is homogeneous and the image surface cross-section is constant
which is the case for negative exponentially distributed intensity. For K-distributed
intensity, where the surface cross-section fluctuates according to a gamma distri-
bution, the average intensity can still be taken as a reasonable approximation for
the mean intensity. A similar simple form for the optimum estimate for the order
parameter is less forth coming. An example of a simple estimator for the order pa-
rameter of the K-distribution is the intensity contrast texture measure but it was
shown to have quite high error values especially for small sample sizes. The nor-
malised log texture measure was shown to be more reliable estimator. It was
shown that better agreement is obtained between predicted errors and simulated
results if the analysis is carried out in the \( t \) parameter space where \( t \equiv 1/V \).
However, overall the normalised log estimator was shown to be still sub-optimal com-
pared to the ML estimator.

The texture measure estimators use the pdf of the statistical model to specify
the relationship between the estimator and the model parameter. Neural net can
obtain a similar connectivity between texture measure and model parameters
through adaptive weighting. Thus a technique based on neural nets, in their capac-
ity as functional estimators, was used to devise a \( t \) parameter estimator. A large
number of experiments were carried out using a whole range of different neural
nets and the standard deviation of the $t$ parameter estimates was measured. A number of lessons were learnt regarding the optimum arrangement of the neural net to carry out the task of the $t$ parameter estimates. A few of the main point are summarised as follows.

1. A simple MLP with one hidden layer is sufficient to learn the problem. The weights connecting the input layer to the hidden layer nodes have to be non-linear to enable the neural net to have a non-linear mapping capability. On the other hand, for the neural net to give a real value output over a continuous range instead of the more common binary output, linear weights have to be used for connecting the hidden layer to the output node.

2. The output layer has just one node since only a single parameter estimate is required. The input layer will have number of nodes equal to the sample size or the number of moments used to calculate the estimate. The neural nets were found to be able to learn the parameter estimation problem with just 16 nodes in the hidden layer. A net with a larger hidden layer would require fewer epochs to reach the solution although each epoch would take longer since there are more weights to update. However, the net size cannot be increased indefinitely since it would then learn the training data exactly without any generalisation.

3. An estimator for a continuous function can be formed by training the neural net on images which contain just a few selected examples of the parameter values over the range of interest. For the $t$ parameter it was found that the sampling space can be gradually increased as the $t$ parameter of the simulated images increased. Thus for example, the difference in the $t$ parameter values of the two images containing the data for the smallest parameter was 0.4 compared to the difference between the parameter values of the two images containing the highest values which were 2.0. The training process for the neural net utilised a smaller independent tuning data set to determine the peak on the convergence curve and halt the training proc-
ess. The testing of the neural net estimator showed that it is capable of interpolating between values of the parameter not included in the original training data set.

4. The convergence of the neural net is very sensitive to the dynamic range of the input data. The net failed to converge when trained directly on the intensity data. Using log intensity data also did not produce any fruitful results with the neural net. However, it was shown that if the neural nets are trained on texture measures of K-distribution data, they are capable of estimating the $t$ parameter on unseen data when it is presented to the neural net with identical pre-processing as the training data.

The neural net research showed that good estimators for the $t$ parameter of the K-distribution can be obtained provided the nets are trained on texture measures of the imaged data. The net found an optimal way of combining the normalised log intensity moment and the amplitude contrast of the data to give a very useful estimator for the parameter. This estimator out-performed the simple normalised log texture measure based estimator for a wide range of values. The net highlighted the importance of using combinations of moments to achieve more accurate texture measures.

The improvement in the $t$ parameter estimate with the neural net estimator led us to propose a new hybrid estimator which combines the normalised log and the contrast of amplitude to provide a more accurate texture measure. The theoretical errors for this estimator were derived and it was demonstrated that its performance depends on the weight according to which the two moments are combined. It was shown that there is a constant value of this weight for which the hybrid normalised log estimator gives better performance over existing texture measure estimators over a wide range of $t$ values which are of interest. However, for best performance an iterative scheme is used which selects the optimum $\alpha$ for any given value of $t$. It was shown that using a simple iterative scheme the hybrid normalised log estimator is able to obtain errors that are almost indistinguishable from the ML performance. The advantage of this moment based estimator is that it is computationally...
more efficient than the numerical ML solution which makes it suitable for real time evaluation.

Neural nets have been able to obtain the parameter estimates without explicitly being told the ML criteria. This demonstrates the potential of neural nets to provide accurate parameter estimates in situations where it is not possible to write down the exact ML criteria. Thus for example in estimating the parameter values for correlated data where the exact pdf of the statistical model is not known or for estimating the line width in correlated data where it not clear what the quantity ought to be which is to be maximised, neural nets have the potential to be an effective estimator.

6.5 Weak scattering models

In Chapter 5 the clutter analysis is extended to higher resolution systems. The phase of the detected field can no longer be assumed to be uniformly distributed. This can be modelled by a weak scattering process for which the four clutter modelling questions posed in the introduction are answered in Chapter 5. It was shown that the partially developed speckle can be modelled as either a biased random walk which gives rise to a generalised-K distribution for the amplitude statistics when the number of steps fluctuates according to a negative binomial distribution. Alternatively, the weak scattering process can be modelled as a coherent sum of a constant vector with a K-distributed process which gives rise to a homodyned-K distribution. Both of these distributions can be expressed in a compound form similar to that of the K-distribution. It was shown that for the homodyned-K distribution it is given by a Rician distribution with a mean-square noise component varying according to a gamma distribution and a constant offset. The compound form for the generalised-K is also a gamma modulated Rice distribution but the gamma distribution gives both the fluctuations in the mean-square noise level and the coherent amplitude in a correlated manner. It was shown that the compound model can be used to generate simulated data for the weak scattering distributions. The simulation process was verified by getting a good match between the measured histograms and the predicted pdfs. However, the pdf comparison for the ho-
modyned-K was restricted to $V$ values equal to 1 due to a lack of a closed form for the theoretical pdf, even though histogram plots of the homodyned-K distribution for other $V$ values were shown.

The task of the optimal parameter estimation is complicated due to the introduction of a third offset parameter for the weak scattering models. For homodyned-K distribution a large $V$ expansion of the pdf is used to derive simplified expressions for the second and fourth moments. Using these expressions, an estimator is proposed for the homodyned-K offset parameter. An expression for the predicted error in the estimate of the offset parameter is derived using the small perturbation analysis. A good agreement is obtained between theoretical predictions and simulated results. An estimator is also proposed for the $t$ parameter of the homodyned-K for which the error predictions are also derived. However, the shape parameter errors get unacceptably large as the assumption of large $V$ breaks down. For the generalised-K distribution an estimator for $\mu_0$ in the limit of $V \to \infty$ is proposed but the errors render the estimator ineffective. Further investigations are required to obtain good estimates for the homodyned-K and the generalised-K distribution. Furthermore, the ML error performance for the parameters of the weak scattering models needs to be established either through numerical simulations or by deriving the Cramer-Rao bound to get a proper assessment of the sub-optimal nature of the proposed estimators for the weak scattering models.

6.6 Future Work

In Chapter 4 it was shown that near optimal estimators for the parameters of a non-Gaussian distribution can be obtained using a method of moment combination even though there is no closed form ML solution available. Although this showed only modest gains compared to previously known best texture measure estimator for the K-distribution, the main strength of the technique is that it is applicable to any theoretical distribution. Some initial results have been quoted in Chapter 5 for the estimators for the weak scattering models using this moments combination technique, however, further development has to be carried out before reliable estimators are obtained. It may require an investigation using neural nets to
determine the best combination of moments for the weak scattering parameters as it is reported in Chapter 4 for the K-distribution parameter. However, the training data set would need to contain a representative samples of both \( t \) and \( \mu_0 \) parameters which could force it to be quite large. Furthermore, the assessment of the estimator performance would be greatly facilitated by a knowledge of the limit of the ML performance. This could either be obtained by performing a numerical ML or deriving the Cramer-Rao bound for the ML solution. Only once reliable estimators for the weak scattering models are developed can these distributions become practical for real radar systems. Further empirical evidence should also be gauged for the suitability of the weak scattering models for radar surface scattering and sonar seabed scattering.

In this thesis all parameter estimation has been carried out assuming independent data samples. However, in real radar data, clutter appears as correlated \[62\]. Using sub-sampling by an appropriate amount, independent samples can be obtained from correlated data, however, at the expense of loosing information. It is therefore, highly desirable to develop estimators for the parameters of correlated textures. This development has been hindered through the lack of suitable pdf models for correlated non-Gaussian textures. The neural net may prove very effective in developing suitable estimators for correlated non-Gaussian textures since they do not require to be given an exact ML criterion. They have the potential of inferring the relevant single and multi-point statistics from the data using non-linear weights. However, a closed form analytical expression for the correlated non-Gaussian pdf for the K-distribution or the weak scattering models will enable to carry out a small perturbation analysis on the parameter estimators which has been shown in this thesis to be a very useful analysis tool.

The main motivation for developing optimal estimators for the clutter distributions, as stated in the introduction, is to improve target detection and clutter classification which uses the clutter models. Historically such algorithms have been developed assuming Gaussian statistics even though considerable evidence has been generated to show that surface clutter exhibits non-Gaussian statistics. Where non-Gaussian clutter models have been used the full potential performance has
not been utilised due to sub-optimal estimators. The performance of such algorithms should be re-evaluated using the near optimal estimator proposed in this thesis for the K-distribution. This would then enable a comparison of the improvement gained in false alarm rate and clutter classification with the increased complexity of the algorithm. The same should be repeated for the weak scattering distributions once suitable optimal estimators have been developed. At higher resolution, land objects appear as targets extended over many pixels in a radar image. Therefore, for optimum target detection a multi-pixel detector has to be developed. This would enable to take proper account of the target correlations which can then be distinguished from any clutter correlations. However, this requires proper model for the higher order statistics of clutter and targets (since a multi pixel target can be envisaged to contain texture information) and optimum parameter estimators for these. This developed will hopefully lead to improved target detection performance in high resolution surveillance systems.
Appendix A

A. Evaluation of errors of estimated quantities using small perturbation analysis

The bias and variance of a function of estimated parameters can be approximated by expanding the function around the expected values of the estimates [64]. In Chapter 4 and 5 there were a number of quantities for which the predicted error performance was analysed using the small perturbation method. In the following sections the derivations for the theoretical expressions of the error performance for these quantities are shown.

A.1 Mean of variable \( x \)

The quantity and its estimate are defined by

\[
\mu_x = \langle x \rangle \quad (A.1)
\]

\[
\hat{\mu}_x = \hat{x} = m^{-1} \sum_{i=1}^{m} x_i \quad (A.2)
\]

We now expand the expression about its mean value. Thus (A.2) can be written as

\[
\hat{\mu}_x = \langle x \rangle (1 + \xi) \quad (A.3)
\]

where \( \xi = \hat{x}/\langle x \rangle - 1 \). The expectation value of the function and the square of the function are then given as
\[
\langle \hat{\mu}_x \rangle = \langle x \rangle + \langle x \rangle \langle \xi \rangle
\]  (A.4)
\[
\left( \langle \hat{\mu}_x \rangle \right)^2 = \langle x \rangle^2 + 2\langle x \rangle^2 \langle \xi \rangle + \langle x \rangle^2 \langle \xi^2 \rangle
\]  (A.5)

The bias and the variance of the estimated quantity are defined respectively, as
\[
\Delta \mu_x = \langle \hat{\mu}_x \rangle - \mu_x = \langle x \rangle \langle \xi \rangle
\]  (A.6)
\[
\sigma_{\mu_x}^2 = \left( \langle \hat{\mu}_x \rangle \right)^2 - \langle \hat{\mu}_x \rangle^2
\]
\[
= \langle x \rangle^2 \langle \xi^2 \rangle - \langle x \rangle^2 \langle \xi \rangle^2
\]  (A.7)

The expectation value for \( \langle \xi \rangle \) is given as
\[
\langle \xi \rangle = \left( \frac{\hat{x}}{\langle x \rangle} - 1 \right) = 0
\]  (A.8)

and for \( \langle \xi^2 \rangle \) it is given as
\[
\langle \xi^2 \rangle = \left( \frac{\hat{x}}{\langle x \rangle} - 1 \right)^2 = \frac{1}{m} \left( \frac{\langle x^2 \rangle}{\langle x \rangle^2} - 1 \right)
\]  (A.9)

Substituting for \( \langle \xi \rangle \) in (A.6) gives the bias as
\[
\Delta \mu_x = 0
\]  (A.10)

which shows that the mean of a variable is an unbiased estimate. Substituting for \( \langle \xi \rangle \) and \( \langle \xi^2 \rangle \) in (A.7) gives the expression for the variance as
\[
\sigma_{\mu_x}^2 = \frac{1}{m} \left( \frac{\langle x^2 \rangle}{\langle x \rangle^2} - 1 \right)
\]  (A.11)

Now if \( x \) is considered to be the intensity (i.e. \( x = I \)) then for an assumed negative exponential distribution the moments can be substituted from (3.30) in (A.11) that gives
\[ \sigma_{\hat{\mu}}^2 = \frac{1}{m} \mu_i^2 \]  

which is the result (4.11) used in Chapter 4. The corresponding expression for the variance of the mean estimate of the intensity for an assumed K-distribution can be obtained using (3.49) to give

\[ \sigma_{\hat{\mu}}^2 = \frac{1}{m} \mu_i^2 \left( 1 + \frac{2}{\nu} \right) \]  

which is the result (4.12) used in Chapter 4.

**A.2 Contrast \( V_x \) of the variable \( x \)**

The measure and its estimate are defined by

\[ V_x = \frac{\langle x^2 \rangle}{\langle x \rangle^2} - 1 \]  

\[ \hat{V}_x = m^{-1} \sum_{i=1}^{m} x_i^2 / \left( m^{-1} \sum_{i=1}^{m} x_i \right)^2 - 1 \]  

The denominator of the estimate is expanded about its mean value and only terms up to first order in \( 1/m \) are maintained. Using the same procedure as in Section A.1 it can be shown that the bias and variance are given as

\[ \Delta V_x = \langle \hat{V}_x \rangle - V_x \]

\[ = \frac{1}{m} \left[ 2X_3 + X_2 - 3X_2^2 \right] \]  

\[ \sigma_{\hat{V}_x}^2 = \langle (\hat{V}_x)^2 \rangle - \langle \hat{V}_x \rangle^2 \]

\[ = \frac{1}{m} \left[ X_4 - 4X_3X_2 - X_2^2 + X_2^3 \right] \]  

where \( X_i = \langle x^i \rangle / \langle x \rangle^i \) are the normalised moments of \( x \). Once again considering the intensity variable, then for an assumed K-distribution, the moments are obtained using (3.49) and the bias is given as
\[ \Delta \hat{V}_i = -2 \frac{1}{m} \left( 1 + \frac{1}{v} \right) \left( 1 + \frac{6}{v} \right) \]  

which leads to the fractional bias result (4.16) used in Chapter 4. Similarly the variance is given as

\[ \sigma^2_{\hat{V}_i} = 4 \frac{1}{m} \left( 1 + \frac{1}{v} \right) \left( 1 + \frac{4}{v} \right) \left( 1 + \frac{5}{v} \right) \]  

which is the result (4.17). The first order approximation for the variance of \( v \) from the measure \( V_x \) is obtained using the relationship (see Appendix B)

\[ \sigma^2_v = \frac{\sigma^2_{\hat{V}_i}}{|dV_i / dv|^2} \]  

Therefore, for K-distributed intensity the predicted variance in the order parameter obtained using the intensity contrast estimator is gives as

\[ \sigma^2_v = \frac{v^4}{m} \left( 1 + \frac{1}{v} \right) \left( 1 + \frac{4}{v} \right) \left( 1 + \frac{5}{v} \right) \]  

which is the result (4.19).

\section*{A.3 Normalised log \( U_x \) of the variable \( x \)}

The measure and it estimate are defined by

\[ U_x \equiv \langle \ln x \rangle - \ln(x) \]  

\[ \hat{U}_x \equiv \frac{1}{m} \sum_{i=1}^{m} \ln x_i - \ln \left( \frac{1}{m} \sum_{i=1}^{m} x_i \right) \]  

Again expanding about the mean value and retaining terms up to the first order in \( 1/m \) gives

\[ \Delta U_x \equiv \langle \hat{U}_x \rangle - U_x \]

\[ = \frac{1}{2m} \left( X_2 - 1 \right) \]
\( \sigma_{\bar{U}}^2 = \left( \langle \bar{U} \rangle^2 \right) - \left( \bar{U} \right)^2 \)
\[
= \frac{1}{m} \left[ L_2 - L_1^2 + 2L_1 - 2X_1L + X_2 - 1 \right]
\]  
(A.25)

for the bias and variance, respectively, where \( X_j \equiv \langle x^j \ln x \rangle / \langle x \rangle^j \) and \( L_i \equiv \langle \ln^i x \rangle \). Using (3.49) for the intensity moments of the K-distribution gives the results quoted in Section 4.3.2. Using the relationship (B.6) the variance in \( v \) or \( t \) can be obtained from (A.25) which gives the result (4.23) and (4.24) respectively.

### A.4 Hybrid normalised log \( W_x \) of the variable \( x \)

The measure and its estimate are defined by

\[
W_x = \alpha (\ln x - \ln(x)) + (1 - \alpha) \left( \frac{x}{\sqrt{x}} - 1 \right)
\]  
(A.26)

\[
\hat{W}_x = \alpha \left( \frac{1}{m} \sum_{i=1}^{m} \ln x_i - \ln \left( \frac{1}{m} \sum_{i=1}^{m} x_i \right) \right) + (1 - \alpha) \left( \frac{1}{m} \sum_{i=1}^{m} x_i \right)^2 - 1
\]  
(A.27)

Again expanding about the mean value and retaining terms up to the first order in \( 1/m \) gives the variance as

\[
\sigma_{\hat{W}_x}^2 = \left( \langle \hat{W}_x \rangle^2 \right) - \left( \hat{W}_x \right)^2
\]
\[
= \frac{\alpha^2}{m} \left[ L_2 - L_1^2 + 2L_1 - 2X_1L + X_2 - 1 \right]
+ \frac{(1 - \alpha)^2}{m} \left[ X_4 - 4X_3X_2 - (X_2)^2 + 4(X_2)^2 \right]
+ \frac{2\alpha(1 - \alpha)}{m} \left[ X_2L - 2X_2X_1 - X_2L + 2X_1X_2 - X_2X_1 - \frac{X_2}{2X_1} \right]
\]  
(A.28)
where \( X_{r} \equiv \langle \sqrt{x^r} \rangle / \langle \sqrt{x} \rangle \) and \( X_{r, L} \equiv \langle \sqrt{x^r \ln x} \rangle / \langle \sqrt{x} \rangle \). Again considering \( x \) to be the intensity and assuming a K-distribution, (3.49) can be used to expand the moments in terms of the parameter values that leads to the expression (4.31). Using (B.6) to convert (A.28) into errors in \( t \) leads to the result (4.33) used in Chapter 4.

**A.5 Offset second moment \( \mu_0 \) of the variable \( x \)**

The measure and its estimate are defined by

\[
\mu_0 = \langle x^2 \rangle - 1 \quad (A.29)
\]

\[
\hat{\mu}_0 = \frac{1}{m} \sum_{i=1}^{m} x_i^2 - 1 \quad (A.30)
\]

Again expanding about the mean value and retaining terms up to the first order in \( 1/m \) gives the variance as

\[
\sigma_{\mu_0}^2 = \langle (\hat{\mu}_0)^2 \rangle - \langle \hat{\mu}_0 \rangle^2 \\
= \frac{1}{m} \left( \langle x^4 \rangle - \langle x^2 \rangle^2 \right) \\ 
(A.31)
\]

Assuming \( x \) to be homodyned-K distributed amplitude then the expressions for the second and fourth moment can be substituted from (5.11) and (5.12) respectively giving the result (5.14) for the relative variance in the offset parameter for the homodyned-K distribution.

**A.6 Modified fourth central moment \( Y_x \) of the variable \( x \)**

The measure and its estimate are defined by

\[
Y_x \equiv \langle x^4 \rangle - \left( \langle x^2 \rangle + 1 \right)^2 \\
(A.32)
\]

\[
\hat{Y}_x \equiv \frac{1}{m} \sum_{i=1}^{m} x_i^4 - \left( \frac{1}{m} \sum_{i=1}^{m} x_i^2 + 1 \right)^2 \\
(A.33)
\]
Again expanding about the mean value and retaining terms up to the first order in \(1/m\) gives

\[
\Delta Y_x = \langle \hat{Y}_x \rangle - Y_x \\
= -\frac{1}{m} \left[ (x^4) - \langle x^2 \rangle^2 \right]
\]  
(A.34)

\[
\sigma_x^2 = \langle (\hat{Y}_x)^2 \rangle - \langle \hat{Y}_x \rangle^2 \\
= \frac{1}{m} \left[ \langle x^4 \rangle - 4 \langle x^6 \rangle \langle x^2 \rangle - 5 \langle x^4 \rangle^2 + 13 \langle x^4 \rangle \langle x^2 \rangle^2 - 4 \langle x^6 \rangle \right]
\]  
(A.35)

for the bias and variance respectively. Again considering \(x\) to be the amplitude and assuming a homodyned-K distribution, the expression for the moments of the distribution can be substituted in (A.34) and (A.35) to arrive at the relationship (5.16) and (5.17) respectively. Using (B.6) to convert (A.34) and (A.35) into errors in \(t\) lead to the results (5.19) and (5.20) used in Chapter 5.
Appendix B

B. Calculating the variance of a parameter $\varphi$ from a measure $Q$

Consider a statistic $\hat{Q}$ which is related to a parameter $\varphi$ through a function $g$. The expectation value for $\hat{Q}$ is

$$Q = g(\varphi) \quad (B.1)$$

An estimate for $\varphi$, namely $\hat{\varphi}$, can be defined such that the measured statistic is related to the parameter estimate as

$$\hat{Q} = g(\hat{\varphi}) \quad (B.2)$$

In the asymptotic limit the measured statistic will take its expectation value and in this limit the inverse function of the statistic will be the true value of the parameter. The parameter estimate is thus asymptotically unbiased.

Using a Taylor series expansion

$$g(\varphi) - g(\langle \varphi \rangle) = \left( \varphi - \langle \varphi \rangle \right) \frac{\partial g}{\partial \varphi}_{|\langle \varphi \rangle} + \frac{\left( \varphi - \langle \varphi \rangle \right)^2}{2} \frac{\partial^2 g}{\partial \varphi^2}_{|\langle \varphi \rangle} + \cdots \quad (B.3)$$

In the asymptotic limit, $\langle \varphi \rangle \to \varphi$ and substituting for the statistic $\hat{Q}$ in (B.3) gives

$$\hat{Q} - Q = \left( \varphi - \langle \varphi \rangle \right) \frac{\partial g}{\partial \hat{\varphi}}_{|\langle \varphi \rangle} + \frac{\left( \varphi - \langle \varphi \rangle \right)^2}{2} \frac{\partial^2 g}{\partial \hat{\varphi}^2}_{|\langle \varphi \rangle} + \cdots \quad (B.4)$$
Taking the square of both sides and then taking the expectation values gives

\[
\mathbb{E}[(\hat{Q} - Q)^2] = \int \left( \frac{\partial g}{\partial \phi} \right)^2 f_\phi(\phi) d\phi + \int \left( \frac{\partial g}{\partial \phi} \frac{\partial^2 g}{\partial \phi^2} \right) f_\phi(\phi) d\phi + \ldots
\]  

(B.5)

Assuming that \( \left( \hat{\phi} - \langle \hat{\phi} \rangle \right)^j \ll \sigma_\phi^j \) where \( j \leq 3 \), then the variance in \( \hat{Q} \) is related to the variances in the estimated quantity \( \hat{\phi} \) as

\[
\sigma_Q^2 = \sigma_\phi^2 \left( \frac{\partial g}{\partial \phi} \right)^2
\]  

(B.6)

Simulations were used to compare the third order central moments of \( \hat{I} \) (and \( \hat{V} \)) values, obtained from the \( \hat{V} \), \( \hat{U} \) and \( \hat{W} \) texture measures, to the variance in the estimated values and they were found to be an order of magnitude smaller. It will be assumed that the higher order central moments are also negligibly small. In this case the pdf of \( \hat{I} \) (and \( \hat{V} \)) is very concentrated about its mean and the first order approximation used in (B.6) then holds true for the texture measures V, U and W.
Appendix C

C. Chi-squared significance test

This test is used to measure the goodness-of-fit. For a given set of random samples, we can test the hypothesis that the underlying distribution belongs to a specific family of distributions.

The hypothesis is tested by first binning the samples into $M$ bins. The chi-squared statistic ($\chi^2$) is then found by comparing the actual histogram entries with the predicted mean entry values

$$\chi^2 = \sum_{i=1}^{M} \left( \frac{m_i - m f_i}{m f_i} \right)^2$$

where $m_i$ is the number of entries in the histogram bin $i$, $f_i$ is the pdf value for the data of bin $i$ and $m$ is the total number of data points in the sample. A probability is then assigned to this recorded difference given by

$$f_{\chi^2}(\chi^2) = \frac{2^{\left(\frac{M-1}{2}\right)}}{\Gamma\left(\frac{M-1}{2}\right)} \left(\chi^2\right)^{\frac{M-3}{2}} \exp\left(-\frac{\chi^2}{2}\right)$$

A useful way of expressing the outcome of the chi-squared test is to observe the failure at the 5% level for the upper tail probabilities. The upper tail probability $f(\chi^2 > t)$ is given as

$$f(\chi^2 > t) = \int_t^\infty f_{\chi^2}(\chi^2)d\chi^2$$
The chi-squared goodness-of-fit test was carried out on all three of the real radar images discussed in Chapter 3 (see Figure 3.6 and 3.7). For the MTI image, blocks of 91 range gates in each of the 64 frequency bins were selected for the chi-squared test. The data had been over-sampled by 2 and this was corrected by sub-sampling by two which gave 45 independent samples to be used for the goodness-of-fit test. A histogram was constructed from this data using five bins and setting the bin spacing to get equal probability of occupancy. This would give on average 9 samples per bin which were considered to be sufficient to measure the chi-squared statistics. The bin spacing for a negative exponential distribution with mean \( \mu \) can be set analytically using the expression

\[
x_{u_i} = -\mu_i \ln \left(1 - \frac{i}{M}\right)
\]

for the upper bound of the \( i \)th bin. The appropriate bin spacing required for an equal probability of occupancy for a K-distribution with mean \( \mu \) and order parameter \( v \) has to be determined using an iterative process.

Furthermore, the chi-squared statistic nominally has \( M - 1 \) degrees of freedom. However, since the parameters of the distribution under test have to be estimated using local statistics this effectively reduces the degrees of freedom for the chi-squared test. Using simulated data and measuring the failure rate at the 5\% level on the upper tail probabilities it was found that the effective degree of freedom for the negative exponential distribution reduces to 3.0 and the K-distribution to 2.3. These were the values used for the goodness-of-fit results presented in Chapter 3.

The same procedure was carried out to perform the chi-squared test on the SAR images, the only difference being that a stepping window of 9x5 was used to select the independent samples. Thus for an original image of 512x512, a goodness-of-fit image of 102x56 was obtained.
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D. Maximum likelihood classification

The ML classifier is used to select a model from a set of candidate distributions that best describes the data. For \( m \) independent samples \( \{x_1, x_2, \ldots, x_m\} \), the total probability of occurrence \( P_T \) is given by

\[
P_T(\{x_i\}|d_k)dx = \prod_{i=1}^{m} f_{x_i}(x_i|d_k)dx
\]

where \( f_{x_i}(x_i|d_k) \) is the pdf for the given distribution \( d_k \). The ML classifier selects the distribution that yields the maximum value for \( P_T(\{x_i\}|d_k) \). The ML classification is performed over small areas of the radar data to ensure that homogeneous regions are selected for this test. Where model parameters are not known \textit{a priori} they are estimated from the data.

In Chapter 3 this test was used to select between negative exponential distribution and the K-distribution for the three examples of real images considered. The size of the stepping window used to select independent data samples for the ML classification test were kept identical to those used for the corresponding chi-squared test (see Appendix C). Thus for the MTI image (see Figure 3.6) the size of the stepping window used was 91 range cells by 1 frequency bin and the data was sub-sampled by 2. For the SAR images (see Figure 3.7) the corresponding size of the stepping window used was 5×9.
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E. Relationship between the input and output distributions of basic binary operators

Given two independent positive random variables $X_1$ and $X_2$ with pdfs $f_{x_1}(x)$ and $f_{x_2}(x)$ respectively, the pdfs of their sum, difference, absolute difference, product, ratio and normalised ration are:

1. sum $y = X_1 + X_2$

$$f_y(y) = \int_{0}^{y} f_{x_1}(y-x)f_{x_2}(x)dx \quad (E.1)$$

which by the convolution theorem equals

$$= \frac{1}{2\pi} \int_{0}^{\infty} \Phi_{x_1}(\omega)\Phi_{x_2}(\omega)e^{-j\omega y}d\omega \quad (E.2)$$

where $\Phi_{x_1}(\omega)$ and $\Phi_{x_2}(\omega)$ are the characteristic functions of $x_1$ and $x_2$.

2. difference $y = X_1 - X_2$

$$f_y(y) = \int_{\max(-y,0)}^{y} f_{x_1}(y+x)f_{x_2}(x)dx \quad (E.3)$$

3. absolute difference $y = |X_1 - X_2|$

$$f_y(y) = \int_{0}^{y} [f_{x_1}(y+x)f_{x_2}(x) + f_{x_1}(x)f_{x_2}(y+x)]dx \quad (E.4)$$
4. product $y = x_1 x_2$

$$f_y(y) = \int_0^y f_{x_1}(\frac{y}{x}) f_{x_2}(x) \frac{1}{x} dx$$  \hspace{1cm} (E.5)$$

5. ratio $y = \frac{x_1}{x_2}$

$$f_y(y) = \int_0^y f_{x_1}(yx) f_{x_2}(x) x dx$$  \hspace{1cm} (E.6)$$

6. normalised ratio $y = \min\left(\frac{x_1}{x_2}, \frac{x_2}{x_1}\right)$

$$f_y(y) = \int_0^y \left[ f_{x_1}(yx) f_{x_2}(x) + f_{x_2}(x) f_{x_1}(yx) \right] x dx$$  \hspace{1cm} (E.7)$$
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F. Glossary

This glossary briefly defines various mathematical functions and relationship referred to in the main body of the thesis. For further details on topics listed see; [1] for mathematical functions, [14] for relationships involving the Fourier transform, and [21, 63] for the statistics of random variables and processes. For ease of reference topics listed in the glossary are printed in bold in the main body of the thesis wherever the reader may require further explication of the topic (e.g., where it is first introduced), and when they are mentioned in the glossary under topic headings other than their own.

Autocorrelation and Autocovariance

The autocorrelation function (ACF) $R(t_1, t_2)$ of a random process $x(t)$ at $t_1$ and $t_2$ is defined by

$$R(t_1, t_2) = \langle x(t_1)x(t_2) \rangle$$  \hspace{1cm} (F.1)

and the autocovariance $C(t_1, t_2)$ of a random process $x(t)$ at $t_1$ and $t_2$ is defined by

$$C(t_1, t_2) = \langle x(t_1)x(t_2) \rangle - \langle x(t_1) \rangle \langle x(t_2) \rangle$$  \hspace{1cm} (F.2)

The normalised autocorrelation function $r(t_1, t_2)$ at $t_1$ and $t_2$ is derived by dividing the autocorrelation function at $t_1$ and $t_2$ by the expected values of $x(t)$ at $t_1$ and $t_2$. 
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The normalised autocovariance function \( c(\tau_1, \tau_2) \) is defined likewise

\[
c(\tau_1, \tau_2) = \frac{C(\tau_1, \tau_2)}{\langle x(\tau_1) \rangle \langle x(\tau_2) \rangle} = \frac{\langle x(\tau_1) x(\tau_2) \rangle}{\langle x(\tau_1) \rangle \langle x(\tau_2) \rangle} - 1
\]

The correlation coefficient is given by dividing the autocovariance by the variance.

Where \( \tau_1 = \tau_2 = \tau_0 \), the above functions generate the following first order statistics of \( x(\tau) \) at \( \tau_0 \). The autocorrelation function gives its second moment

\[
R(\tau_0, \tau_0) = \left\langle x(\tau_0)^2 \right\rangle
\]

the autocovariance gives its variance

\[
C(\tau_0, \tau_0) = \left\langle x(\tau_0)^2 \right\rangle - \left\langle x(\tau_0) \right\rangle^2 = \sigma_{x(\tau_0)}^2
\]

the normalised autocorrelation function gives its second normalised moment

\[
r(\tau_0, \tau_0) = \frac{\left\langle x(\tau_0)^2 \right\rangle}{\langle x(\tau_0) \rangle^2} = x(\tau_0)^{(2)}
\]

the normalised autocovariance function gives its coefficient of variation

\[
c(\tau_0, \tau_0) = \frac{\left\langle x(\tau_0)^2 \right\rangle - \left\langle x(\tau_0) \right\rangle^2}{\langle x(\tau_0) \rangle^2} = \frac{\sigma_{x(\tau_0)}^2}{\langle x(\tau_0) \rangle^2}
\]

When the random process \( x(\tau) \) is stationary its autocorrelation function only depends on \( \tau = \tau_1 - \tau_2 \), i.e.

\[
R(\tau) = R(\tau_1, \tau_2) = R(\tau_2, \tau_1) = R(\tau_3, \tau_4)
\]
where $\tau = \tau_1 - \tau_2 = \tau_3 - \tau_4$.

**Bessel functions**

Bessel functions are solutions to the differential equations [1]

$$z^2 \frac{d^2 w}{dz^2} + z \frac{dw}{dz} + \left(a_B z^2 - \nu^2\right)w = 0 \quad (F.10)$$

where $a_B = \pm 1$. When $a_B = 1$ solutions include the Bessel function of the first kind $J_\nu(z)$, and when $a_B = -1$ solutions include the modified Bessel function of the second kind $K_\nu(z)$. Here we list the main properties of Bessel functions used in preceding chapters.

When $\nu = 0$ the Bessel function of the first kind has an integral representation [1]-{(9.1.21)}

$$J_0(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{i\nu \cos \theta} d\theta \quad (F.11)$$

and a series expansion [1]-{(9.1.10)}

$$J_0(z) = \sum_{k=0}^{\infty} \frac{(-1)^k z^{2k}}{4^k (k!)^2} \quad (F.12)$$

The modified Bessel function of the second kind has an integral representation [1]-{(9.6.24)}

$$K_\nu(z) = \int_{0}^{\infty} e^{-z \cosh y} \cosh(\nu y)dy \quad (F.13)$$

where $|z| < \pi/2$. The first derivative of $K_\nu(z)$ with respect to $z$ is given by [1]-{(9.6.26)}

$$K'_\nu(z) = \left( \frac{K_\nu(z) + K_{\nu-2}(z)}{2} \right) \quad (F.14)$$

**Central limit theorem**

The central limit theorem states that under certain conditions the sum $y = x_1 + \cdots + x_m$ of $m$ independent continuous random variables tends to being
**Gaussian distributed** with mean $\mu_y = \mu_1 + \cdots + \mu_m$ and variance $\sigma_y^2 = \sigma_1^2 + \cdots + \sigma_m^2$ as $m$ increases.

Sufficient conditions for the central limit theorem to apply are [63]:

1. The variance of the sum must tend to infinity as the number of variables tends to infinity.

2. For some number $n > 2$ the $n$th moment of all the variables must be finite.

**Characteristic function**

The characteristic function $\Phi_x(\omega)$ of a random variable $x$ is given by the Fourier transform of its probability density function $f_x(x)$

$$\Phi_x(\omega) = \int_{-\infty}^{\infty} f_x(x) e^{i\omega x} \, dx = \langle e^{i\omega x} \rangle \quad (F.15)$$

and the inverse Fourier transform of the characteristic function gives the pdf

$$f_x(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \Phi_x(\omega) e^{-i\omega x} \, d\omega \quad (F.16)$$

Substituting for $e^{i\omega x}$ by its series expansion given by [1]-4.2.1

$$e^{i\omega x} = \sum_{k=0}^{\infty} \frac{(i\omega x)^k}{k!} \quad (F.17)$$

the characteristic function of $x$ is related to the moments by

$$\Phi_x(\omega) = \sum_{k=0}^{\infty} \frac{(i\omega)^k}{k!} \langle x^k \rangle \quad (F.18)$$

Thus the $n$th moment of $x$ can be generated from the characteristic function by taking the $n$th derivative of its characteristic function

$$\frac{d^n \Phi_x(\omega)}{d\omega^n} = \sum_{k=0}^{\infty} \frac{(\omega)^k}{k!} \langle x^{k+n} \rangle \quad (F.19)$$

and setting $\omega = 0$. The $n$th moment is then given by
Circular symmetry

A bivariate function is termed to be circularly symmetric if its value only depends on the radial distance from the origin [63], i.e., the function \( f(x, y) \) is circularly symmetric if

\[
\begin{align*}
\forall (x_1, y_1) & = f(x_2, y_2) \\
\text{whenever} & \\
x_1^2 + y_1^2 & = x_2^2 + y_2^2
\end{align*}
\]

A complex random variable is said to be circularly symmetric if its probability density function is circularly symmetric; this will be the case if and only if the phase and amplitude are independent. The phase will then be uniformly distributed over the interval \((-\pi, \pi)\). The real and imaginary components of a circularly symmetric random variable are uncorrelated but they can only be independent if and only if they are Gaussian, i.e., if the amplitude is Rayleigh distributed.

Coefficient of variation

The coefficient of variation of a random variable \( x \) with mean \( \mu_x \) and variance \( \sigma_x^2 \), is a measure of the width of its distribution relative to its mean value. It is given by

\[
\nu_x = \frac{\sigma_x^2}{\mu_x^2}
\]

The square root of the coefficient of variation, i.e., standard deviation/mean, is normally used to measure contrast in an image degraded by multiplicative noise.

Convolution theorem

Given two functions \( f_1(x) \) and \( f_2(x) \) with Fourier transforms \( F_1(\omega) \) and \( F_2(\omega) \), the convolution theorem states that their convolution in the spatial domain is equivalent to the product of their Fourier transforms in the frequency domain:

\[
\mathcal{F}\{f_1 * f_2\}(\omega) = F_1(\omega) \cdot F_2(\omega)
\]
and \( F_2(\omega) \) respectively, the convolution theorem [63] states that their con-
volution \( f(x) = f_1(x) * f_2(x) \) defined by

\[
f(x) = \int_{-\infty}^{\infty} f_1(y) f_2(x - y) dy
\]

has a Fourier transform \( F(\omega) \) equal to the product of the Fourier transforms
of the two functions

\[
F(\omega) = F_1(\omega) F_2(\omega)
\]

It follows from the convolution theorem that the characteristic function of the
sum of two independent random variables will be given by the product of
their characteristic functions. This is because the probability density
function of the sum of two independent random variables is given by the
convolution of their pdfs (E.1), and because the characteristic function of a
random variable is just the Fourier transform of its pdf.

This result can be extended to the sum \( y \) of \( m \) independent random variables
\( x_i \), with the characteristic function of their sum \( \Phi_y(\omega) \) being given by the
product of the characteristic functions \( \Phi_{x_i}(\omega) \) of the variables

\[
\Phi_y(\omega) = \langle e^{j\omega y} \rangle = \langle e^{j\omega(x_1 + \ldots + x_m)} \rangle = \langle e^{j\omega x_1} \rangle \ldots \langle e^{j\omega x_m} \rangle = \prod_{i=1}^{m} \Phi_{x_i}(\omega)
\]

**Cumulative distribution function**

The probability that a random variable \( x \) is less than \( y \) is given by its cumula-
tive distribution function (cdf)

\[
prob(x < y) = p_x(y)
\]

The cdf of \( x \) is derived from its probability density function by integrating
the latter from \(-\infty\) to \( y \)

\[
p_x(y) = \int_{-\infty}^{y} f_x(x) dx
\]
**Digamma function**

The Digamma function \([1]\) is defined

\[
\psi(z) = \frac{d}{dz} \ln \Gamma(z) = \frac{\Gamma'(z)}{\Gamma(z)}
\]  

(F.29)

where \(\Gamma(z)\) is the gamma function. For positive integer values it is given by

\[
\psi(k) = -\gamma_E + \sum_{i=1}^{k-1} \frac{1}{i}
\]  

(F.30)

when \(k \geq 2\), and

\[
\psi(1) = -\gamma_E
\]  

(F.31)

where \(\gamma_E = 0.57722\ldots\) is Euler’s constant. As \(k \to \infty\)

\[
\psi(k) \to \ln k
\]  

(F.32)

The first derivative of Digamma function \(\psi'(z)\) is known as the Trigamma function. For positive integer values it is given by

\[
\psi'(k) = \frac{\pi^2}{6} - \sum_{i=1}^{k-1} \frac{1}{i^2}
\]  

(F.33)

when \(k \geq 2\), and

\[
\psi'(1) = \frac{\pi^2}{6}
\]  

(F.34)

As \(k \to \infty\)

\[
\psi'(k) \to 0
\]  

(F.35)

**Ensemble average**

The ensemble average (or expected value) of a function \(u(x)\) of a continuous random variable \(x\), is indicated by the operator \(\langle \rangle\), and is defined

\[
\langle u(x) \rangle = \int_{-\infty}^{\infty} u(x) f_x(x) dx
\]  

(F.36)
where \( f_x(x) \) is the **probability density function** of \( x \).

In the case of a discrete random variable \( k \) the ensemble average

\[
\langle u(k) \rangle = \sum_{k=-\infty}^{\infty} u(k) f_k
\]

(F.37)

where \( f_k \) is the **probability density function** of \( k \).

**Error function**

The error function \( \text{erf}(z) \) is the integral of the **Gaussian distribution** given by

\[
\text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_0^z \exp(-y^2)dy
\]

(F.38)

**Estimation**

Given a set of random variables \( x_1, \ldots, x_m \) described by some unknown parameter \( \varphi \), an estimate \( \hat{\varphi} \) of \( \varphi \) based on the observations \( x_1, \ldots, x_m \) is said to be **unbiased** if

\[
\langle \hat{\varphi} \rangle = \varphi
\]

(F.39)

and the estimate is said to be **consistent** if

\[
\hat{\varphi} \rightarrow \varphi
\]

as \( m \rightarrow \infty \).

**Fourier transform**

The version of the Fourier transform \( F(\omega) \) of a function \( f(x) \) used in this thesis is defined

\[
F(\omega) = \int_{-\infty}^{\infty} f(x)e^{-i\omega x}dx
\]

(F.41)

and the inverse Fourier transform is defined
\[ f(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F(\omega) e^{j\omega x} d\omega \]  
\text{(F.42)}

**Gamma function**

The gamma function \( \Gamma(z) \) is defined

\[ \Gamma(z) = \int_{0}^{\infty} e^{-x} x^{z-1} \, dx \]  
\text{(F.43)}

and has the property

\[ \Gamma(z + 1) = z \Gamma(z) \]  
\text{(F.44)}

For positive integer values \( k \)

\[ \Gamma(k + 1) = k! = k \cdot (k - 1) \cdot 3 \cdot 2 \cdot 1 \]  
\text{(F.45)}

and for \( z = \frac{1}{2} \)

\[ \Gamma\left(\frac{1}{2}\right) = \sqrt{\pi} \]  
\text{(F.46)}

**Gaussian distribution**

A Gaussian (or normal) distributed random variable \( x \) with mean \( \mu_x \) and variance \( \sigma_x^2 \) has probability density function

\[ f_x(x) = \frac{1}{\sqrt{2\pi\sigma_x^2}} e^{-\frac{(x-\mu_x)^2}{2\sigma_x^2}} \]  
\text{(F.47)}

and central moments (i.e., with mean normalised to zero)

\[ \left\langle (x - \mu_x)^n \right\rangle = \begin{cases} \Gamma\left(\frac{n+1}{2}\right)/\Gamma\left(\frac{1}{2}\right) & n \text{ even} \\ 0 & n \text{ odd} \end{cases} \]  
\text{(F.48)}

**Independence and Correlation**

Two random variables \( x \) and \( y \) are statistically independent if and only if their joint pdf \( f_{x,y}(x, y) \) is equal to the product of their marginal pdfs \( f_x(x) \) and \( f_y(y) \).
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\[ f_y(y) \]

\[ f_{x,y}(x, y) = f_x(x) f_y(y) \]  
(F.49)

This is equivalent to the condition that for all moments

\[ \langle x^n y^m \rangle = \langle x^n \rangle \langle y^m \rangle \]  
(F.50)

When the above condition holds for the first moment (mean values)

\[ \langle xy \rangle = \langle x \rangle \langle y \rangle \]  
(F.51)

the random variables are said to be statistically uncorrelated. Thus independent random variables will also be uncorrelated; the reverse is only necessarily true if both random variables have Gaussian distributions.

Jacobian

Given two sets of \( m \) random variables \( x = x_1, \ldots, x_m \) and \( y = y_1, \ldots, y_m \) related by the transform \( x_i = g_i(y) \), their joint pdfs \( f_x(x) \) and \( f_y(y) \) respectively are related by

\[ f_y(y) = f_x(g_1(y), \ldots, g_m(y)) |J| \]  
(F.52)

where \( J \), the Jacobian of the transform \( g(y) \) is given by

\[ J = \frac{\partial x}{\partial y} = \begin{vmatrix} \frac{\partial x_1}{\partial y_1} & \cdots & \frac{\partial x_1}{\partial y_m} \\ \vdots & \ddots & \vdots \\ \frac{\partial x_m}{\partial y_1} & \cdots & \frac{\partial x_m}{\partial y_m} \end{vmatrix} \]  
(F.53)

Joint and marginal distributions

The joint probability that \( x_1 < y_1, \ldots, x_m < y_m \) is given by the joint cumulative distribution function \( F_x(y) \), where \( x = x_1, \ldots, x_m \) and \( y = y_1, \ldots, y_m \).

The joint probability density function of \( x \) is defined

\[ f_x(y) = \frac{\partial^n F_x(y)}{\partial y_1 \cdots \partial y_m} \]  
(F.54)
Thus
\[ F_x(y) = \int_{-\infty}^{y_1} \cdots \int_{-\infty}^{y_n} f_x(x)dx_1 \cdots dx_n \] (F.55)

The marginal pdf of \( x_i \) is derived from the joint pdf of \( x \) by integrating it over \( x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_m \)
\[ f_{x_i}(x_i) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f_x(x)dx_1 \cdots dx_{i-1}dx_{i+1} \cdots dx_m \] (F.56)

**Mean**

The mean value \( \mu_x \) (or first moment) of a random variable \( x \) gives its expected value and is defined by its ensemble average
\[ \mu_x = \langle x \rangle \] (F.57)

**Moments**

The \( n \)th moment of a random variable \( x \) is defined
\[ \langle x^n \rangle = \int_{-\infty}^{\infty} x^n f_x(x)dx \] (F.58)

where \( f_x(x) \) is the probability density function of \( x \). The moments of a random variable can also be generated from its characteristic function.

**Normalised moments**

The \( n \)th normalised moment of \( x \) is given by dividing its \( n \)th moment by its mean value raised to the power \( n \)
\[ x^{(n)} = \frac{\langle x^n \rangle}{\langle x \rangle^n} \] (F.59)

**Probability density function**

The probability density function (pdf) of \( x \) is given by differentiating its cumulative density function
\[ f_x(x) = \frac{dF_x(x)}{dx} \] (F.60)
Stationarity

A random variable \( x(\tau) \) is considered to be strict-sense stationary if its statistical properties are invariant to a change of origin. The process is considered to be wide-sense stationary if the mean is constant and its autocorrelation function only depends on \( \tau_1 - \tau_2 \).

Variance and standard deviation

The variance \( \sigma_x^2 \) of a random variable \( x \) gives a measure of the width of its distribution and is defined

\[
\sigma_x^2 = \langle (x - \mu_x)^2 \rangle = \langle x^2 \rangle - \langle x \rangle^2
\]

(F.61)

where \( \mu_x = \langle x \rangle \) is the mean value of \( x \). \( \sigma_x \), the square-root of the variance, gives the standard deviation of \( x \).
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G. List of Symbols

$\alpha$  
weight ratio for combining the two moments in the hybrid normæalised log texture measure

$\alpha_k$  
kth parameter of a distribution

$\beta$  
parameter of the Jacobi polynomial

$\chi^2$  
chi-squared statistic

$\delta \Phi$  
2-way phase difference

$\delta R$  
2-way slant range path difference

$\Delta h$  
height difference between two points on a surface $S$

$\Delta \mu_x$  
bias in mean of $x$

$\Delta \mu_i$  
bias in mean of intensity

$\Delta \theta$  
angular width of a subaperture

$\Delta U, \Delta U_x$  
bias of texture measure $U_x$

$\Delta V, \Delta V_x$  
bias of texture measure $V_x$

$\Delta Y, \Delta Y_x$  
bias of texture measure $Y_x$

$\varepsilon$  
parameter of the Jacobi polynomial

$\Phi$  
phase of the detected field
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\[ \Phi(r) \]  phase of a wave at point \( r \)

\[ \Phi(x,y) \]  phase of a wave at point \( x \) and \( y \)

\( \phi_0 \)  depression angle

\( \Phi_0 \)  phase of constant vector

\( \phi_k, \phi_k(r) \)  phase of the \( k \)th scatterer

\( \gamma \)  function of the components of \( \mathbf{u} \)

\( \Gamma(z) \)  gamma function with argument \( z \)

\( \gamma_e \)  Euler's constant

\( \eta \)  parameter of the generalised gamma distribution

\( \varphi \)  parameter of the statistic \( Q \)

\( \vartheta \)  local incident angle

\( \lambda \)  wavelength

\( \mu_0 \)  intensity offset

\( \mu_i \)  mean of intensity

\( \mu_N \)  mean of number of steps in a random walk

\( \mu_\rho \)  mean of RCS

\( \mu_x \)  mean of random variable \( x \)

\( \nu \)  order parameter

\( \pi \)  3.14159.....

\( \theta \)  phase

\( \theta_0 \)  antenna azimuth angle

\( \theta_i \)  incident angle of a plane wave to a surface
\( \theta_i \)  
mirror incident angle of a plane wave to a surface

\( \theta_k \)  
azimuth angle between the start of the \( k \)th subaperture and the platform velocity vector

\( \theta_m \)  
azimuth angle between the middle of the subaperture and the platform velocity vector

\( \theta_r \)  
reflective angle of a plane wave from a surface

\( \theta_{r_1} \)  
reflective angle of a plane wave from a point \( x_1 \) on a surface

\( \theta_{r_2} \)  
reflective angle of a plane wave from a point \( x_2 \) on a surface

\( \rho \)  
surface radar cross-section

\( \sigma_E \)  
standard deviation of detected field \( E \)

\( \sigma_h \)  
standard deviation of surface height

\( \sigma_I \)  
standard deviation of intensity

\( \sigma_{\ln I} \)  
standard deviation of log intensity

\( \sigma_{\mu_0} \)  
standard deviation of the mean of intensity offset

\( \sigma_{\mu_i} \)  
standard deviation of the mean of intensity

\( \sigma_{\mu_s} \)  
standard deviation of the mean of \( x \)

\( \sigma_N \)  
standard deviation of number of steps in a random walk

\( \sigma_v \)  
standard deviation of \( V \)

\( \sigma_t \)  
standard deviation of \( t \)

\( \sigma_U, \sigma_{U_s} \)  
standard deviation of \( U \)

\( \sigma_V, \sigma_{V_s} \)  
standard deviation of \( V \)

\( \sigma_W, \sigma_{W_s} \)  
standard deviation of \( W \)
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$\sigma_x$  standard deviation of $x$

$\sigma_y, \sigma_r$  standard deviation of $Y$

$\tau$  time

$\tau_{\text{int}}$  coherent integration time

$\tau_p$  width of unmodulated pulse

$\tau_p'$  width of modulated pulse

$\omega$  dummy variable for frequency domain

$\xi$  error in the estimate of a quantity as a fraction of the expectation value

$\psi$  beamwidth

$\psi(z)$  digamma function with argument $z$

$\psi'(z)$  trigamma function with argument $z$

$\psi_\alpha$  azimuth beamwidth

$\psi_\epsilon$  elevation beamwidth

$\psi_S$  

$$\exp\left(\frac{2\pi}{\lambda} \frac{r}{r}\right)$$

surface term given by $\frac{2\pi}{\lambda} \frac{r}{r}$

$\zeta$  parameter of the generalised gamma distribution

$a$  step length

$A$  amplitude

$A(r)$  amplitude of a wave at $r$

$A(x,y)$  amplitude of a wave at point $x$ and $y$
\( A_0 \) amplitude of constant vector
\( a_B \) Bessel differential equation constant
\( a_{gr} \) parameter of the generalised gamma distribution
\( a_k, a_d(r) \) amplitude of the kth scatterer
\( b \) the ratio \( v/\mu \)
\( B \) bandwidth
\( B \) birth rate
\( b_w \) scalar parameter of the Weibull distribution
\( c \) speed of electromagnetic propagation through atmosphere, \( 3 \times 10^8 \text{ m/s} \)
\( C(\tau) \) autocovariance function of a random process \( x(\tau) \) at time \( \tau \)
\( c(\tau) \) normalised autocovariance function of a random process \( x(\tau) \) at time \( \tau \)
\( C(u), C(u) \) characteristic function
\( c_w \) skewness of the Weibull distribution
\( d \) the expression \( \sqrt{\frac{4v}{\mu} + \frac{4\mu_0}{\mu^3}} \)
\( D \) antenna length
\( \nabla \) death rate
\( d_a \) azimuth resolution
\( D_a \) antenna azimuth length
\( D_e \) antenna height
\( d_{gr} \) ground range resolution
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\[ d_k \] pdf of the kth distribution
\[ d_{sr} \] slant range resolution
\[ E, E(r) \] detected field
\[ E_0 \] detected field at broadside
\[ E_i \] incident field
\[ E_j, E_j(r) \] imaginary component of detected field
\[ E_i' \] mirror incident field
\[ E_p \] scattered field observed at a point P
\[ E_r \] total scattered field
\[ E_r, E_r(r) \] real component of detected field
\[ E_r^k \] scattered field contribution from the \( k \) th term
\[ E_S \] field on surface S
\[ f(\tau) \] frequency at time \( \tau \)
\[ f(x) \] function of the quantity \( x \)
\[ f(x,y,z) \] function of the quantities \( x, y \) and \( z \)
\[ F(x_a) \] detected field at azimuth lag \( x_a \)
\[ F(\omega) \] Fourier transform of a function \( f(x) \)
\[ f_0 \] carrier frequency
\[ f_A \] amplitude pdf
\[ f_c \] clutter Doppler shift
\[ f_{\chi^2} \] chi-squared probability
\[ f_d \] Doppler resolution
\( f_{\Delta k} \)  Doppler velocity of the \( k \)th subaperture
\( f_{E} \) joint pdf of the detected field
\( f_{i} \) predicted pdf corresponding to the \( i \)th histogram bin
\( f_{i} \) intensity pdf
\( F_{i} \) intensity cdf
\( f_{N} \) pdf of the number of steps in a random walk
\( f_{t} \) target Doppler frequency
\( f_{x} \) pdf of random variable \( x \)
\( F_{x} \) cdf of random variable \( x \)
\( g(x) \) function of the variable \( x \)
\( h \) surface height
\( h(\tau) \) output of point target at time \( \tau \)
\( h(x,y) \) surface height at point \( x \) and \( y \) on surface \( S \)
\( h_{1} \) surface height at point \( x_{1} \)
\( h_{2} \) surface height at point \( x_{2} \)
\( h_{a}(\tau) \) azimuth response of a point target at time \( \tau \)
\( h_{ac} \) platform altitude
\( h_{r}(\tau) \) range response of a point target at time \( \tau \)
\( i \) loop counter, \( i \)th element of a list
\( I \) intensity
\( I_{i} \) intensity of the \( i \)th data sample
\( I_{m} \) median value of intensity
\( j \) loop counter, \( j \)th element in a list
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\( j \)  \( \sqrt{-1} \)

\( J \)  Jacobian transform

\( \gamma \)  immigration rate

\( J_0(\cdot) \)  zeroth order Bessel function

\( k \)  loop counter, \( k \)th element of a list

\( K_v(\cdot) \)  modified Bessel function of the second kind of order \( \nu \)

\( l \)  number of parameters in a distribution

\( L \)  likelihood function of a distribution with \( l \) parameters

\( L_i \)  log moments \( \langle \ln^i x \rangle \)

\( l_S \)  average slope of the surface \( S \)

\( L_S \)  synthetic aperture length

\( m \)  number of independent random samples

\( M \)  number of histogram bins

\( m_i \)  number of data entries in the \( i \)th histogram bin

\( n \)  number of moments

\( N \)  number of scatterers or steps in the random walk

\( N_p \)  number of pulses coherently integrated

\( n_S \)  normal to a surface \( S \)

\( P \)  observation point for the scattered field from a surface \( S \)

\( p(\tau) \)  transmitted pulse at time \( \tau \)

\( P_{ac} \)  platform position

\( PRF \)  Pulse Repetition Frequency

\( P_T \)  total probability of occurrence of \( m \) independent data samples
$Q$ a statistic related to the parameter $\varphi$ through the function $g$

$r$ distance between a point $O$ on a surface $S$ to an observation point $P$

$r$ vector distance of an observation point from a point on a scattering surface

$R$ slant range

$r(\tau)$ normalised autocorrelation function of a random process $x(\tau)$ at time $\tau$

$R(\tau)$ autocorrelation function of a random process $x(\tau)$ at time $\tau$

$R_0$ slant range at broadside

$R_{\text{coeff}}$ reflectivity coefficient

$R_g$ ground range

$r_\tau$ time resolution

$s$ dummy variable for integration

$S$ rough surface

$S_{sr}$ maximum slant range

$t$ reciprocal of $v$

$u$ scalar variable

$u$ vector variable

$U, U_x$ normalised log texture measure

$V, V_x$ intensity contrast texture measure

$v_{ac}$ platform velocity

$v_l$ coefficient of variation of intensity
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\(v_t\)  
\(w\)  
\(W, W_x\)  
\(W_{m,j,k}\)  
\(W_{k,\text{out}}\)  
\(x\)  
\(X\)  
\(\chi^{(n)}\)  
\(x_a\)  
\(x_i\)  
\(X_i\)  
\(X_iL\)  
\(x_{in}\)  
\(x_{in,j}\)  
\(X_{i\sqrt{\cdot}}\)  
\(X_{i\sqrt{\cdot}L}\)  
\(x_k\)  
\(x_{out}\)  
\(x_r\)  
\(x_{U_i}\)

target radial velocity  
dummy variable  
hybrid normalised log texture measure  
normalised moments connecting the jth node of the input layer with the kth node of the hidden layer  
normalised moments connecting the kth node of the hidden layer with the output layer node  
random variable, Cartesian coordinate  
target position on ground  
normalised moments  
azimuth lag  
the ith data sample from \(m\) independent random variables  
normalised moments  
log normalised moments  
value of the input node of a neural net  
value of the jth node in the input layer of a neural net  
normalised square root moments  
log normalised square root moments  
value of the kth node in the hidden layer of a neural net  
value of the out node of a neural net  
range lag  
bin spacing for the upper bound of the ith histogram bin
\( y \)  
random variable, Cartesian coordinate

\( Y, Y_x \)  
texture measure for homodyned-k distribution

\( z \)  
argument of a function, random variable, Cartesian coordinate
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