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Abstract

This thesis is a consideration of the insights into acquired language disorder
which can be obtained via recent developments in generative grammar, a syntactic
framework which investigates how language might be acquired, how it is represented
in the mind/brain, and (indirectly) how it might break down following trauma to the
brain.

The case of MC, an aphasic patient, is presented in detail, and an account of
his language difficulties is proposed. MC is very impaired at the production of
functional categories and morphologically complex substantives in isolation, whereas
he has relatively good understanding of such items, and is able to use them more
appropriately in connected speech or reading of texts rather than single words. It is
hypothesised that he demonstrates the effects of a deficit at the level of an isolable
component of the language faculty which deals solely with ‘morphological
processing. A deficit at this level results in failure to assign realisations to functional
categories (unless they are in a sentential context, in which case their representation
is supported by the syntactic component), accompanied by errors of derivational and
inflectional affixation, but relatively intact comprehension of the same items. Data
obtained from MC are presented in extenso, and shown to support this explanation
for his language performance.

This case study also provides the opportunity to evaluate empirically various
aspects of linguistic theory, and three such domains are presented here. The case of
MC provides support for an analysis of unaccusative verbs as functional heads; for
prepositions as forming part of the functional lexicon; and for adverbial expressions
being analysed as associated with the projections of functional categories.

Insights into the underlying nature of MC’s language difficulties would not

have been possible if the case had not been placed into a coherent theoretical context,
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Abstract

and the account of a morphological deficit provided here is shown to have some
empirical utility with reference to an existing case from the neuropsychological
literature. The mutual benefit of neuropsychological and linguistic investigations of

this kind is emphasised.
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Chapter One

Morphology, aphasia, and linguistic theory

1.0 Introduction )

A bone of contention over the last two decades or so of research within the
generative tradition has been the question as to the nature and location of the
morphological component of the grammar (if indeed such a component exists at all). It is
generally accepted that there are different kinds of morphological process, but there is
by no means a consensus as to whether these are represented separately from each other
and / or from other processes in the computational component for human language.
Indeed, there are proponents of almost every logical possibility with regard to the
possible location and organisation of morphological processes.

In what follows I present a brief summary of some of these contrasting ideas,
with the aim of showing that different theories about the representation of morphology
in the language faculty make different empirical predictions (with particular reference to
the investigation of language acquisition and language pathology). It is not the intention
of this overview to present a critical evaluation of each of the different approaches to
morphological representation and processing outlined below; the theoretical and
empirical issues are complex and such a review lies beyond the scope of this work.
However, some theoretical background will be useful in explaining why certain
assumptions have been made in the investigation of the aphasic deficit which forms the
focus of the present study.

After this brief consideration of several different theoretical perspectives, I
present the case of an aphasic patient from the neuropsychological literature, FS (Miceli
and Caramazza 1988). FS is taken to instantiate a morphological deficit, and an account
of some of his difficulties is outlined. However, Miceli and Caramazza’s view does not
provide a comprehensive characterisation of all FS’s problems, including some highly
salient features of his language difficulty (in particular errors on function words and
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Chapter One

comprehension of verbal morphology), and I point out some such problems with the
account provided. I return to FS in the final chapter of this thesis, when my own view of
a morphological deficit in aphasia has been articulated, and show that my account has
some advantages over that put forward by Miceli and Caramazza (though FS is in some
respects different to the aphasic patient presented here).

In this chapter, I go on to outline my own assumptions about the nature of the
morphological component and related systems in the grammar, which follow closely
(but not completely) the assumptions of Smith and Tsimpli (1995) in their study of a
linguistic savant. These assumptions give rise to a number of very specific predictions in
the case of an acquired deficit affecting the morphological component differentially -
predictions which necessarily cannot be made in theories which assume no
morphological component, or distributed morphological processing. 'In chapter 2 I
present empirical evidence which can be seen to bear out these predictions, and I argue
on that basis that morphology must constitute an isolable component of the grammar.
Given that this is so, the patient who instantiates a deficit at the level of the
morphological component provides a testing ground for various other areas of
uncertainty within the realm of research into the mental representation of linguistic
knowledge, and remaining chapters of this thesis examine a few such questions. But
first, it is necessary to do some groundwork, beginning with an overview of some recent

contrasting approaches to morphology within a linguistic theoretic framework.

1.1  Approaches to morphology

1.1.1 Split morphology

A prevalent view of morphology is that it is represented in both the lexical and
syntactic components of the grammar (e.g. Aronoff 1976, 1992, Anderson 1988,
Perlmutter 1988, Baker 1988a, Borer 1998). Chomsky (1995a) assumes a principled
distinction between derivational morphology in the lexicon and inflectional morphology,
since the latter involves ‘computations of a wider syntactic scope’ (p. 20). Irregular
morphology, on such a view, is also assumed to be lexically represented (e.g. Anderson

1988), because the lexicon is a list of exceptions, whereas the syntax is a computational
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Chapter One

component that blindly applies rule-governed processes. However, all and only
productive morphological processes that are relevant to the syntax are assumed to take
place in the syntactic component per se. The details of these accounts vary considerably,
but they share this view of morphology as existing not as a unitary phenomenon, but as
at least two distinct kinds of process with their applications at different levels of
representation. This view is compatible with the frequently-made observation that
inflection applies ‘outside’ derivation; for instance, plural morphemes are not added
within derived or compound nouns (as in rat-eater / *rats-eater).

To take a particular example of this kind of approach, Anderson (1988) assumes
that syntactic rules can look at and manipulate inflectional morphology, but not
derivational morphology, and he presents some convincing arguments that ‘derivational
material must be available to word formation processes in a way that distinguishes it
from inflectional material’ (p.29-30). For instance, he presents evidence (from David
Perlmutter) that inflectional systems can display ‘portmanteau’ morphemes - affixes
which simultaneously realise more than one inflectional feature, like person and number,
for instance, or subject and object agreement. Such portmanteaux are much rarer (if not
non-existent) in derivation, and even more tellingly, there do not seem to be any
elements which combine inflectional and derivational properties in the same
portmanteau. If derivational and inflectional morphology were no different from each
other in representation, there would be no principled way to exclude such cross-
categorial combinations. The dissociation of inflectional from derivational morphology
has also been reported in aphasia (e.g. Hagiwara, Sugioka, Ito, Kawamura and Shiota
1999; Miceli and Caramazza 1988; Caramazza, Miceli, Silveri and Laudanna 1985),

which strongly supports the notion that they are isolable from each other.

1.1.2 Lexical Morphology

Some researchers have taken a view of morphology as a unitary word formation
component in the lexicon, which is distinct from syntax and which comprises all
morphological operations - derivation, inflection, compounding and so on (e.g. Lieber
1981, 1983, 1992; di Sciullo and Williams 1987). Although the morphology component

is, on such views, usually thought of as a kind of sub-module of the lexicon, it has its
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Chapter One

own distinct set of rules and principles which determine word structure at a pre-syntactic
level. Derivational morphology, on such a view, is represented in the same way as
inflectional. It is traditionally held that derivational processes change argument structure
(because they can change the word class of an item to which they are affixed), so at least
some of the rules that hold in the morphological component are argument-structure
changing rules, which are invoked to account for causatives, noun incorporation and
other derived structures which affect the thematic properties of the steni (e.g. Hendrick,
1995, ; but see chapter 3 below for a different view of argument-structure-changing
morphemes). The main point here is that morphology and syntax are viewed as strictly
separate and are governed by distinct principles. Stems and affixes are lexically
represented, as pairings of sound to meaning, and the combination of lexical items
creates words which are then the basis of syntactic operations.

The lexical view of morphology has been argued to have certain empirical
advantages over split morphology. For example, de Bleser and Bayer (1986, 1988) argue
that agrammatic patients who were clinically evaluated as having hardly any access to
syntactic and semantic representations could be shown to successfully manipulate all
kinds of morphological forms (including inflected ones); this strongly suggests that
damage to the syntactic component does not necessarily entail damage to morphological
processes. In turn this dissociation provides evidence against a view of morphology as

)

necessarily syntactic.

1.1.3 Syntactic morphology

Some researchers argue that morphological processes are wholly syntactic; they
take place in the syntax and are governed by syntactic rules and principles. Affixation
proceeds under the constraints of head movement, adjunction and other syntactic
processes, and is subject to rules of the syntax including adjacency, the head movement
constraint, the strict cycle and so on. A well-known example of such a syntactic
approach to morphology is the Distributed Morphology (DM) framework of Halle and
Marantz (1993). In DM, ‘the machinery of what traditionally has been called
morphology is not concentrated in a single component of the grammar, but rather is

distributed among several different components’ (p.112). Word formation processes,
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Chapter One

which form complex syntactic heads, can take place at any stage in the derivation, and
make use of syntactic processes (head movement, adjunction); however, the assignment
of phonological features to morphosyntactic entities takes place post-syntactically, at a
level of representation called M(orphological) S(tructure). Halle and Marantz describe
MS as ‘a level of grammatical representation with its own principles and properties’
(p.115); this may strike one as a possible contradiction, since in the process of
eliminating a morphological component from their model of the grammar Halle and
Marantz have created a morphological level of representation which also has its own set
of operations for the manipulation of terminal elements. Another possible problem with
a view of morphology as distributed between several systems of the language faculty
comes, of course, from investigations of language pathology, where the dissociation of
morphological processing from other aspects of linguistic ability (e.g. de Bleser and
Bayer 1989, Caramazza et al 1985) suggests that morphology may be isolable from
other components. Such dissociation is unlikely to be possible on a view of morphology
as a distributed system.

A view which is somewhat similar in its requirement for post-syntactic
morphophonological realisation is delineated by Emonds (1985). Emonds maintains a
principled distinction between derivational and inflectional morphology, but his view is
somewhat different to those outlined in section 1.1 above. The realisation of inflectional
morphology is delayed to a post-syntactic level, where mapping between morphology
and phonology pertains (cf. the MS level of representation proposed by Halle and
Marantz). Derivational morphology, on the other hand, remains pre-syntactic. Emonds
claims that ‘the categories of inflection are the categories of syntax, except that they are
transformationally displaced’ (1985:245) and he holds the view that inflection is itself an
interface between phonology and syntax. The post-syntactic realisation of inflectional
morphology in Emonds’ view is reminiscent of perspectives which assume that
morphological constructs result from syntactic operations, inasmuch as morphological
realisations on such views are delayed until after syntactic processing has occurred. For
example, Baker (1985, 1988a) proposes that the construction of morphological units is
carried out within the syntax and utilises the same rules and processes as other syntactic
operations. However, once formed, morphological representations are not subject to the
same rules and principles as those which hold in the syntactic component; rather, they

are subject to a different set of rules and principles which are related but not identical to
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Chapter One

syntactic ones. His famous Mirror Principle, for example, holds only of morphological
constructs, though it has reference to syntactic structures inasmuch as the ordering of
inflectional affixation must reflect the order of appearance of functional heads in the

syntax.

1.1.4 Morphology as a distinct component )

By contrast, Ackema (1999) proposes that there is (in a sense) a separate
morphological component, though the rules which hold for morphological constructs
are, on his view, the same as those which hold for the syntax: ‘There are morphological
categories that are distinct from syntactic categories and that appear in their own domain
(the domain ‘below zero’), so in this sense there is a morphological component...not
completely distinct from the syntactic one, as the same principles apply equally to the
morphological and the syntactic domain’ (p.1). In fact, Ackema’s conclusions are in a
way reminiscent of Autolexical Syntax, propounded by Sadock (1991). In the
autolexical syntax framework, the morphological component is distinct from the lexicon.
Requirements of morphology, semantics and syntax are all stated as part of the lexical
representation of a category; these requirements are satisfied in distinct modules and
then mapped onto one another to yield a combined representation of word and phrase
structure and meaning. Ackema’s conclusions follow a similar model, proposed by
Jackendoff (1990a, 1997): there are three autonomous components, phonological,
conceptual and syntactic, with any linguistic element having a separate realisation in
each component (and no necessary immediate correspondence between the
representations of that element in the separate components). The three representations
are related to each other by a set of correspondence rules. Ackema argues that there is no
need to posit a fourth component for morphology, since morphological operations are
the same as syntactic operations, only holding ‘below zero’: ‘the rules operating in or
between each of the three components operate on sublexical categories as well.
However, these sublexical categories differ from the supralexical ones, so in that sense
there is a specifically morphological domain, the domain below zero’ (p.256).

Ackema acknowledges that ‘it is often the case that a simpler grammar results if

one assumes two distinct but simple modules instead of one complicated one’ (p.257,
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Chapter One

fn2), but nevertheless he does not assume the existence of an autonomous morphology
module per se. However, it does seem that many of the theories outlined above in some
sense, and sometimes tacitly, assume the existence of some morphology-specific aspects
of the computational system. Even avowedly distributed views of morphology have a
level of representation at which morphological structure is manifest. Lexicalist
morphological approaches are those which so far approximate most closely to the notion
that there may be an isolable morphological component, and indeed I adopt many of the
assumptions of such approaches (see section 1.6.2 below). But why should it be the case
that morphology is not just a subsystem of some already existing component of the

grammar?

1.2  Empirical (and other) arguments for a separate morphological component
1.2.1 Language acquisition

Smith and Tsimpli (1995) present coherent arguments that morphology is distinct
from syntax, especially on the basis of facts from language acquisition. It has been
argued (e.g. Radford 1990) that children acquiring their first language go through a stage
at which functional heads are unavailable to them. Functional categories are assumed to
undergo a process of maturation, in common with many other biological endowments
(compare sexual development, the ability to walk, and many other oft-cited examples).
Radford claimed that the absence of inflectional morphology in early child English
reflects the unavailability of associated functional categories in their) grammars. But
evidence from languages with richer morphological paradigms than English has shown
that some inflectional morphology is present from the very earliest appearance of verbal
elements - aspect is realised in child Greek, for instance, and agreement morphology in
German (Tsimpli 1992, 1996). However, it is also apparent that the abstract properties of
the functional heads which are associated with aspect and agreement do not hold in the
grammars of very young children, despite the presence of the associated affixes in their
early utterances. This kind of evidence strongly suggests that morphology is distinct
from syntax - otherwise such a dissociation in normal language development is very

difficult to account for. And if this observation is taken seriously, and we accept that
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Chapter One

functional heads belong to one grammatical component with its own principles and
maturational path, whereas morphology belongs to another component, then there
should be some reflection of this separateness in processes observed in language
acquisition. Such effects of distinct constraints on the emergence of morphology and
functional heads have indeed been observed (e.g. Tsimpli 1996); so inflectional
morphology is unlikely to be exclusively part of the syntactic component, since the two

diverge in acquisition.

1.2.2 A theoretical argument

There are also theory-internal reasons for supposing the existence of an isolable
morphological component. We have already seen that non-inflectional morphology is
standardly assumed to be isolated from the syntax - usually as part of the lexicon
(Chomsky 1995a). Under the Minimalist Program inflectional morphology is assumed to
be already attached to the verb when it enters the derivation; it forces head movement to
functional heads in the derivation, so that features associated with the affixed elements
can be checked. So there are constraints which hold in the syntax but which have
reference to morphological properties. A very well-known example of such a constraint
is often called the Stray Affix Filter - a well-formedness condition which holds in the
syntactic component but has reference to affixal elements (Baker (1988a) formulates the
Stray Affix Filter as: *X if X is a lexical item whose morphological subcategorisation
frame is not satisfied at S-structure - emphasis mine). Chomsky (1995b) refers to the
Morphological component, which he says is a system that deals ‘only with word-like
elements’ (p.405). So it seems that the existence of a separate morphological component
is indeed assumed within a broadly GB / minimalist approach: representations from the
morphological component therefore can have an effect on operations in the syntactic

component.
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Chapter One

1.2.3 Language pathology

If there exists an isolable morphological component, it
follows that there should be some identifiable cases of pathology affecting that
subsystem of the human language faculty, either developmentally or as a result of
neurological trauma, in the presence of spared functioning of syntactic and lexical
components. De Bleser and Bayer (1986, 1988) claimed that they had identified sparing
of syntactic and semantic processing in the presence of impaired morphology, leading
them to suggest that morphology must be lexical. Smith and Tsimpli (1995) argue that
their extraordinary studies of Christopher, the polyglot savant, provide evidence of
comparatively poor syntactic abilities in the presence of (in some ways) enhanced
lexical and morphological processing (amongst other things - see Smith and Tsimpli
1991, 1993, 1995 and Tsimpli and Smith 1991, 1993). There are also studies of specific
language impairment which suggest a dissociation between morphological processes and
lexical representations. For instance, the KE family (Gopnik and Crago 1991) showed
difficulty using inflectional morphology appropriately to express tense and aspect on
verbs, and number on nouns. However, they could learn the appropriate forms, given
time and a good deal of effort, and they also appeared to understand the conceptual and
semantic notions involved - for instance, they could use adverbial elements to force a
tensed reading onto a sentence, or numerical quantifiers with singular nouns to get
across their intended plurality. This therefore suggests that inflectional morphology is
unlikely to be part of the lexicon, since the KE family appear to be using lexically-based
strategies (using different words, learning plural or tensed forms by rote like lexical
exceptions - e.g. Goad and Rebellati 1994; Gopnik 1994) to compensate for impaired
inflectional morphology (Ullman and Gopnik 1994; Kehayia 1994). If inflectional
morphology is not in the lexicon, and it is not part of the syntax (as discussed above),
then the next hypothesis to consider is the existence of a separate morphological
component. This proposal is central to my thesis.

Notice that I am not at present making any particular claims as to the localisation
(in a functional sense) of derivational morphology. Christopher, for instance, is better at
tasks involving derivational than inflectional morphology, suggesting that it may be part

of the lexicon, as standardly assumed in minimalist frameworks (and in approaches to
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Chapter One

aphasic deficits in morphology - see below). We have also seen independent evidence
that derivational morphological processes precede inflectional ones, ‘suggesting that
derivation is pre-syntactic. I therefore follow this assumption tacitly for now.

A ‘pure’ case of a morphological deficit, as opposed to the multiple and complex
problems manifested by Christopher, would provide perhaps clearer evidence for the
existence of an isolable morphological component. However, studies of acquired
language pathology that have taken a linguistic-theoretic view of the role of morphology
are rare. Morphological deficits are of course documented in the aphasiology literature,
and an overview of one particular such case (which turns out to be quite relevant to my

own analysis) follows.

1.3  Morphological deficits in aphasia

Badecker and Caramazza (1998) provide an overview of several cases of
morphological deficits in aphasia. They demonstrate convincingly that a problem in
identifying morphological deficits is the possibility that observed errors may have other
explanations - in particular, morphological errors tend to be both visually and
semantically related to their targets'. It is not in doubt that there is a level of processing
at which morphological decomposition (in input tasks) and composition (in output tasks)
occurs, and there is converging evidence for this from a number of sources, including
psycholinguistic investigation of normal subjects (e.g. Taft 1984) and their speech errors
(e.g. Garrett 1982), as well as research with brain-damaged subjects (e.g. Caramazza et
al 1985). What is less clear is whether so-called morphological errors can ever be
accounted for in terms of a deficit at a level of processing which is not strictly
morphological in nature. Badecker and Caramazza (1987) argue that they can, and
indeed usually those errors which are defined as morphological are more likely to reflect

a breakdown in some other area of processing.

! Morphological errors involve the omission, substitution or insertion of an affix, whilst production of the
stem remains accurate. For example (from Badecker and Caramazza 1998): halted 2 halts (affix
substitution); rustle = rustled (affix insertion); frequently = frequent (affix deletion).
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1.3.1 The cognitive neuropsychological approach

I do not intend to provide a fully comprehensive overview of the cognitive
neuropsychological approaches to the study of language breakdown here, since such a
huge undertaking is well beyond current limitations of scope and space. (For detailed
and authoritative discussion of these issues, see Ellis and Young 1988; Caplan 1987,
Shallice 1988.) However, a brief (and greatly oversimplified) overview of the general
theoretical perspective will be useful. For example, the unwillingness of Badecker and
Caramazza (1998) to assume that morphological errors must have their origin in a
damaged level of morphological representation is in part the result of applying to the
study of language deficits a neuropsychological model of language processing with a
multiplicity of components, each of which is hypothesised to be organised according to
different criteria. A visual input lexicon, for instance, is the level at which words in the
written modality are recognised as such, and it is likely to be organised according to the
visual characteristics of words. The semantic system is the location of meaning
representations of words, and is organised according to their meaning characteristics.
The phonological output lexicon is the level at which phonological representations are
allocated to words in preparation for spoken output, and it is likely to be organised
according to phonological characteristics of words. On standard neuropsychological
assumptions, deficits at each of these levels (and this is by no means an exhaustive list of
the different levels of representation that are available, nor of the complex interactions
of their organising characteristics) will result in typical patterns of errots in the aphasic

2 is assumed to have some

patient(s) concerned. So, a patient who makes semantic errors
problem at the level of the semantic system. A patient who makes visual errors® is
posited to have a deficit at the level of the visual input lexicon, and a deficit at the
phonological output lexicon will result in phonological errors*. Certain deficits cannot

be observed directly, but their effects on other modalities can - for instance, a deficit at

? Producing a word that is related in meaning to the target - e.g. producing ‘motor’ for car.
3 Producing a word that is visually related to the target - e.g. reading gravity as ‘gravy’.

* Production of a word which is phonologically related to the target - e.g. ‘feel’ for fiend.
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the phonological input lexicon may result in misinterpretation of a target word (at the
level of the semantic system) as a close phonological neighbour - an error which will be
manifest to the observer only when processing reaches the output stages. Other variables
(such as word frequency, imageability, grammatical class) also play a part, and the
results of these are observed in the responses of aphasic patients to input with varying
psycholinguistic profiles. Some patients are good at processing high frequency words,
for instance, while others are better at low frequency words; this is a double dissociation
which is taken as evidence that word frequency is a parameter along which some level of
linguistic representation (usually thought to be one of the input or output lexica) must be
organised (e.g. Warrington and Shallice, 1979, assume that the presence of frequency
effects is characteristic of storage rather than access deficits in aphasia, because the
lexica where word representations are stored are supposed to be organised by word
frequency, whereas access routes are not). Some patients perform better at tasks in one
modality (such as sentence comprehension) than another (such as spontaneous speech),
or vice versa (e.g. the case of EB, who could not match pictures to spoken sentences but
whose spoken output was comparatively normal - Caramazza and Miceli 1991); and this
is taken to be evidence for representation of the same (or similar) information about
linguistic representations in multiple modular systems, each of which is specific to a
particular modality of input or output. This kind of approach has certain advantages,
because it can capture subtle distinctions between patients and provide a functional
localisation of a deficit which can very often provide a useful insight into the workings
of the normal human language processor. Frequency effects, for instance, are not only
noted in aphasic patients; low frequency words take longer to be recognised in lexical
decision tasks than high frequency words for normal subjects as well as aphasics (e.g.
Bradley, Garrett and Zurif 1980), and cognitive neuropsychological models of language
processing provide a simple and intuitively appealing way to describe such organising
principles of linguistic representations. ,

However, because the internal workings of individual components on such multi-
component models are not well understood, and because the interactions and effects of
deficits at different levels are difficult to anticipate, it becomes extremely complicated to
try and account for certain patterns of error with any certainty. Morphological errors are
one such area of unclarity, because they are not only morphologically related but also

semantically, phonologically and visually related to the target word. So it is not clear at
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which level such errors could originate; they may not be morphological errors at all, but
a special case of whole-word substitution errors, in which the produced word is related
to the target (accidentally) in more ways than one. Badecker and Caramazza (1998)
suggest that one way to be certain that errors are really morphological (i.e. that they
involve a recognition on the part of the patient, at some preconscious level of
processing, that the target word can be decomposed into a stem and affix(es)) is to look
for illegal stem + affix combinations in the responses of aphasic patients. They mention
some examples from a corpus of errors produced by patient SID, including poorest =
‘poorless’, youthful > ‘youthly’ and sinking > ‘sinkly’. To Badecker and Caramazza,
the presence of such errors is confirmation of a deficit affecting compositional
processes; whereas responses which are erroneous but still wellformed are less clear
evidence for a compositional deficit, as the errors in such a case may be whole word
substitutions based on phonological, semantic or visual similarity to the target. A crucial
point in this argument is whether or not we assume principles of UG to remain intact in
cases of aphasic language deficits. If the patient with a morphological deficit still has
intact representation of principles of UG, then responses like those instantiated by SJID
would be ruled out by a wellformedness metric, such as the Stray Affix Filter. This does
not mean that such a patient is less likely to have a compositional deficit, as Badecker
and Caramazza argue; only that the erroneous responses are nevertheless governed by
principles of UG in the same way as a normally functioning language faculty. SID does
appear to have a compositional deficit, but because his responses are not constrained by
UG principles (hence his production of illegal stem-affix combinations), it is more
difficult to interpret his performance in terms of a deficit at one particular level of
representation. )

As well as relationships of meaning, phonological similarity and visual features,
it is also claimed to be the case that psycholinguistic variables like word frequency and
imageability can interact with morphological errors. For instance, if an affixed item is
produced in response to a bare stem (an affix insertion error), and the affixed item has a
higher frequency or imageability rating than the target, then it is not clear whether the
patient has made an error of affixation or whether they simply have a tendency to
produce words of higher frequency or imageability. Given the complexity of the possible
interactions between morphology and these various combinations of linguistic and

psycholinguistic variables, Badecker and Caramazza cite just one case which they view
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as unambiguously demonstrating damage at a morphological level of representation: that

of FS, an Italian patient, reported by Miceli and Caramazza (1988).

1.3.2 A case study

FS made morphological errors in spontaneous speech and repetition. Nearly all
of his morphological errors were substitutions of inflectional affixes. His responses
demonstrated an absence of frequency effects or effects of phonological complexity, and
a dissociation between derivational and inflectional morphology was observed (the
former was relatively spared, though not perfect). FS produced very few semantic errors.
Because the deficit was manifest in multiple modalities, but FS was comparatively good
at matching morphologically complex written words to spoken words, Miceli and
Caramazza argued that his deficit is located at an output level. They further argue that,
because FS made morphological errors in tasks involving single words as well as
sentences, his problems were unlikely to be purely syntactic. They propose a model of

the (phonological output) lexicon with a certain amount of internal structure specified:

@)) Split morphology in the lexicon (Miceli & Caramazza 1988, fig.1)

t
morl;)l:)emes >{ DrC
IPC
LEXICON

On Miceli and Caramazza’s view, FS had a deficit affecting)the inflectional
processes component (IPC), with minimal impairment (if any) of the derivational
processes component (DPC). Miceli and Caramazza claim that their patient provides the
‘strongest yet experimental evidence’ (p.60) in support of the derivational / inflectional
distinction, and that their results are consistent with lexicalist approaches to morphology.

They modify lexicalist approaches, however, by locating both derivational and

24



Chapter One

inflectional components of the morphology within the lexicon yet maintaining a
functional distinction between the two.

Miceli and Caramazza’s presentation of FS’s deficits is detailed, and his pattern
of performance shares certain features with the aphasic patient presented in this thesis,
MC. However, the analysis of FS’s deficits is unsatisfactory on several points. Firstly, it
is not clear what is to be gained by locating morphology wholly within the lexicon and
then claiming that the two components are nevertheless isolable. Notice that FS does not
demonstrate a lexical access impairment - his deficit is limited to the sub-lexical IPC;
and in any case his performance on a lexical decision task was very good, suggesting a
relatively unimpaired ability to access lexical representations. Notice also that, although
Miceli and Caramazza refer to developments in morphology from linguistic theory, they
nevertheless assume a neuropsychological perspective in locating FS)’s deficit at an
output level - presumably meaning that there is an output lexicon as well as an input
lexicon with the same kind of internal structure and with the same kind of information
(redundantly) represented. What is quite telling in the case of FS is that he also made
function word errors, and had difficulties with sentence comprehension, especially the
comprehension of verbal morphology. These additional deficits cannot be accounted for
in the same terms as Miceli and Caramazza use when interpreting his morphological
deficits. If FS’s deficit is limited to the IPC of an output lexicon, then it would not be
expected for his interpretation of inflectional morphology to be affected, since
interpretive processes are assumed to occur prior to the level of the output lexica in
neuropsychological models of language processing. Another difficulty with the data
obtained from FS is that his repetition of words was affected by the psycholinguistic
variables of word length and frequency. The former is assumed to reflect effects of
phonological complexity, whilst the latter reflects a lexical defic;t. Because the
investigations of FS consisted largely of repetition tasks, it is clear that a deficit in the
phonological processing component at least compounds errors which may be due to
more fine-grained deficits in the morphology (as Miceli and Caramazza themselves
point out: p. 48). But equally clear is that FS’s deficits are not reducible to a
phonological impairment, and that there is an effect of deficient morphological
processing. I return to the case of FS in the final chapter of this thesis; for now, note that
this case is considered a very strong candidate for a patient with uncontroversially

morphological deficits.
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In the next section, I will clarify some of the assumptions I ha;we so far made
tacitly. In order to examine a deficit at some level of representation in the language
system, it iS necessary to have a reasonably clear picture of what that level of
representation does and how it works, both in isolation and in relation to other
processing components. This is not to say that subsequent investigations cannot in turn
inform the nature of the level of representation; but in order to formulate hypotheses and
make predictions about expected patterns of performance given a certain kind of deficit,

an initial theoretical framework is required.

1.4  Linguistic investigations of (disordered) language acquisition

This thesis is produced within the broad framework of generative approaches to
grammar, especially versions of Principles and Parameters Theory including
Government and Binding Theory (Chomsky 1986) and the Mini;nalist Program
(Chomsky 1993, 1995a); though it should be noted that my overall approach is not tied
to one particular version of syntactic theory. Such generative approaches assume that
knowledge of language is a component of the human mind/brain, resulting from the
interaction of certain innately specified systems (Universal Grammar or UG) with
linguistic input during the critical period. The end state of the language faculty embodies
what native speakers of a language ‘know’ (unconsciously) about that language. The
generative enterprise consists in discovering (a) which systems of language are innately
pre-specified - i.e. what is the content of UG?; and (b) what it is we know when we
know a language. Since knowledge of language is tacit, implicit, it cannot be
investigated directly or by introspection; rather, we must use indirect means to gather
information about it. Linguists make great use of the intuitions of native speakers about
the grammaticality (or otherwise) of utterances in their language, since this is taken to be
one way of examining the effects of unconscious linguistic knowledge. lAnother fruitful
area of research has been the study of normal first language acquisition, in particular
recently, since it has been argued that (in common with other biological systems)
language follows a maturational path which has specific effects on the availability of
syntactic representations - effects which can be observed crosslinguistically in children

at early stages of language acquisition. For example, Tsimpli (1996) argues convincingly
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that functional categories are represented in an innate system of the language faculty, but
they only gradually become available for syntactic processing; the availability of
functional categories is maturationally determined. The investigation of disordered
language acquisition has also, in recent years, provided some valuable insights into the
nature of the human language faculty, including the studies of the KE family discussed
above (e.g. Gopnik and Crago 1991). For instance, it seemed that the members of the
family affected by the language impairment all had difficulty with the morphosyntactic
realisation of tense (Gopnik 1994) and number (Goad and Rebellati 1994) - functional
categories with mainly syntactic roles. The epidemiological evidence obtained from
studies of the K family is suggestive that there may be some kind of genetic
underpinning to human speech and language abilities (though such conclusions must be
treated very cautiously - see Vargha-Khadem, Watkins, Alcock, Fletcher and
Passingham 1995, Gopnik 1997 and Gopnik and Goad 1997 for detailed discussion).
Other investigations of individual cases of specific language impairment (SLI)® have
also begun to yield interesting insights into aspects of language functioning and
language acquisition. It is difficult to interpret patterns of performance from
developmental language disorders like SLI, even more so than from acquired language
deficits. If a deficit is acquired after the language faculty reaches its steady state, it is
reasonable to assume that some identifiable component of the language system may
have been differentially damaged, leaving other normally functioning parts of the system
to compensate. The nature of the damaged component can then be inferred via
observation and analysis of patterns of performance on various language-oriented tasks
(but see, for example, Shallice 1988 for caveats about this approach, which is
nevertheless standard in cognitive neuropsychology). But examination of a language
system which functions differently to normal from birth (or even beforehand) makes it
even more difficult to extrapolate conclusions about the nature of the normal language
faculty, if we assume (as seems reasonable) that such a language faculty has never been
‘normal’. Nevertheless, with extreme caution and careful analysis, it is possible to gain
valuable insights into the representation of language through investigation of SLI, and
recent developments have demonstrated the potential fruitfulness of such research. One

example is van der Lely’s (1994) comparison of the linking rules between semantic and

> Defined as ‘a deficit in one or more component of core grammar that is independent from general
cognitive processes’ - van der Lely 1998: 162.
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syntactic representations which have been argued to be crucial in children’s acquisition
of verb argument structure (Pinker 1989). Children are hypothesised te be able to use
forward and reverse linking rules: forward linking involves using existing knowledge of
semantics (theta roles) to infer the grammatical function of verb arguments - for
instance, Agent is likely to equal Subject. Reverse linking works from syntax to
semantics - i.e. inferring that the subject of a verb is likely to be its Agent. Van der Lely
demonstrates that SLI children are impaired at using ‘reverse’ linking rules, compared to
a group of carefully matched younger children. This suggests that reverse linking
requires the specification of more detailed syntactic representations than forward
linking; namely, c-selection must be intact, not just s-selection. Van der Lely’s tentative
proposal was that s-selection requires a degree of semantic knowledge that may not be
available to children during language acquisition; whereas normally developing children
can make use of a default (lexical) mechanism for c-selection, SLI children cannot.
More recently, there have been further attempts to identify the underlying causal
mechanism in SLI, and van der Lely (1996) showed that children.with SLI have
difficulties with the interpretation of reversible verbal passives and of reflexives,
suggesting that the underlying deficit in SLI is really syntactic in nature; in fact, she later
presented evidence which suggests that the underlying deficit may primarily affect
inflectional morphosyntax (van der Lely 1998). Rice, Wexler and Cleave (1995), by
contrast, have proposed that SLI could be the manifestation of an extended delay in
otherwise normal language acquisition, with SLI children being ‘stuck’ at a stage in
which tense need not be manifest in the grammar (the so-called ‘optional infinitive’
stage - Wexler 1994); the optional availability of tensed and non-finite verbs has
implications for other syntactic processes, such as head movement (which in some
languages - e.g. French - is forced by a tensed I but not by non-finite I: Pollock 1989).
So a child who remains in the optional infinitive stage of language acquisition will have
difficulties in the morphological realisation of tense, but also with head movement
processes, which will be manifest in word order deficits. Clahsen, Bartke and Gollner
(1997) and Clahsen and Dalalakis (1999) have argued that tense cannot be the locus of
the underlying deficit in SLI, because many children (especially older ones) who show
difficulties with subject-verb agreement do not show equivalent problems with tense; the
opposite pattern, in which tense is impaired but subject-verb agreement is intact, is not

attested. Clahsen and Dalalakis also hold that SLI is not an instance of severe language
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delay, but is in fact disordered language; SLI children do not have a normal (albeit
delayed) language faculty, but rather one which is developing in an unusual way. In
Clahsen et al (1997) it is argued that SLI may result from deficient lexical learning:
representations of formal features are lexically underspecified, so that the computational
system (which is hypothesised to be relatively intact) cannot process them effectively
and is unable to realise agreement relations which depend upon the presence of such
features. This is a disorder, not a delay, of language processing, and unlike previous
accounts it locates the underlying deficit at a pre-syntactic level. Whether one
underlying causal deficit for SLI can be identified (any more than one for agrammatism
can - see section 1.5.2 below for some further discussion), then, remains to be seen; the
inconclusive nature of this discussion reflects the multiplicity of factors which may have
an effect, and the complexity of the task ahead of investigators in this field. What is
becoming apparent, however, as this field develops, is that valuable insights into normal
language functions can be derived by examining disordered language acquisition and
interpreting the results of such investigations within a linguistic theoretic framework. In
this sense the relatively new study of SLI is some way ahead of the much older tradition
of aphasiology, which has only just begun to accept the requirement for a theoretical

framework within which observations of morphosyntactic deficits can be interpreted.

)

1.5 Linguistic investigations of language breakdown

1.5.1 Agrammatism and GB

Having shown how the study of normal and disordered language acquisition has
begun to shed light on syntactic, lexical, morphological, semantic and other language-
related processes, despite the well-recognised difficulties of extrapolating from such
cases to the normal adult language faculty, I shall move on to discuss how investigations
of acquired language deficits have also begun to make real inroads in this direction.
Famously, agrammatism has provided a unique source of insights into the functioning of
the syntactic component of the language faculty, ever since it was recognised to
constitute more fine-grained deficits than the total loss of the syntactic parser which was

its characterisation in the 1970s (Caramazza and Zurif 1976). In fact, agrammatism has
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been overused as a diagnostic category, in common with the rest of the traditional
Boston School syndrome labels (Goodglass and Kaplan 1972), so that almost every
patient diagnosed as agrammatic presents with a distinct pattern of sparing and
impairment. The traditional characterisation of agrammatism was as primarily a disorder
of spoken language production, consisting of markedly non-fluent, slow and effortful
speech, omission of function words, and a reduced length and complexity of utterances,
accompanied by relatively intact comprehension (Goodglass and Kaplan 1972; Howard
1985). However, it has since been noted that agrammatism can also be manifested as a
comprehension disorder, and as a comparative difficulty in oral reading and in writing
(Goodglass 1993). There is also wide variation in the performance of individual patients
who are subsumed under this syndrome category - this led to a wide-ranging debate in
the 1980s as to the validity of calling anyone agrammatic at all (e.g. Caplan 1986,
Badecker and Caramazza 1985, 1986). In view of this continuing controversy, I do not
accord the term ‘agrammatism’ any central theoretical importance, and I therefore tend
to use the term in a descriptive and theoretically-neutral manner to refer simply to an
acquired (morpho)syntactic deficit. This point is discussed further below; first, let us
consider some other approaches to agrammatic language disorders within a syntactic
framework.

No other aphasic syndrome has attracted so much attention within linguistic
frameworks (notwithstanding the recent resurgence of interest in paragrammatism6 and
Wernicke’s aphasia - e.g. Grodzinsky and Finkel 1998). For completeness, I shall briefly
outline some of the major investigations into the underlying cause of agrammatism
which were carried out under a Government and Binding framework; this background
information will contribute to ease of exposition later on, and will give a flavour of
previous investigations of aphasic deficits within linguistic frameworks.

Ouhalla (1993) proposes that, in agrammatism, functional categories are
differentially damaged so that they do not project. This results in a far-reaching deficit in
which the predicate phrase (the lexical VP) is the only part of the sentence available to
the agrammatic. All relations determined by agreement, movement and Case are

therefore lost, and word order within the VP is not fixed. In addition, no functional

® Paragrammatism is the term applied to a variant of expressive aphasia in which neologisms and
inappropriately chosen words predominate, with apparently intact production of grammatical morphemes.
It contrasts with the traditional definitions of agrammatism. (See Goodglass 1993.)
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categories are realised in agrammatic representations of the sentence. The retention of
some inflectional morphology in agrammatism is readily accounted for by invoking (as
mentioned above) the UG requirement for morphological well-formedness; Ouhalla
locates affixation in the lexicon, rather than the syntax, and points out that the absence of
functional categories in the phrase marker would mean that no checking of features
associated with affixes (tense, agreement and so on) can occur in the syntactic
derivation, accounting for the observed inappropriate inflection in agrammatic
production (which may reflect a markedness hierarchy). One problem with Ouhalla’s
account is that it entails that active and passive sentences should be treated in exactly the
same way by agrammatic aphasics, whereas it is well-documented that passive
constructions tend to cause more difficulties (e.g. Caramazza and Zurif 1976; Caplan
and Futter 1986; Grodzinsky 1990); this could be easily solved, howev?r, by proposing
the application by agrammatics of some cognitive strategy such as linearity to assist in
thematic role assignment (cf. Caplan and Futter 1986). Druks and Marshall (1995)
demonstrate a dissociation between active and passive sentence comprehension in two
agrammatic patients: MH performed below chance when interpreting passive sentences
but remained quite good at interpreting active sentences, whilst BM was at chance
interpreting active sentences but significantly above chance with passives. Druks and
Marshall proposed that agrammatics all have a Case deficit, which may be generalised to
all types of Case assignment (inherent and structural), or selectively affecting either
inherent or structural Case assignment. MH was described as having a generalised Case
assignment deficit which, together with the application of a linear order strategy for
theta role assignment, led him to interpret active (canonical) sentences well, but to
consistently misinterpret passives. BM, on the other hand, was proposed to suffer from a
structural Case assignment deficit. On the assumption that the complem,ent of a passive
by-phrase receives inherent (Dative) Case at D-structure, this resulted in normal
performance on passives, but a failure to assign any Case in an active sentence, where
only structural Case is relevant. Druks and Marshall’s account economically captures
certain kinds of variation between patients who are all classified as agrammatic; but they
cannot explain why inherent Case should be so much more vulnerable than structural in
a selective Case deficit (assuming this to be the reason that agrammatic patients with a
difficulty interpreting active sentences are very much rarer than those with a difficulty
on passives).
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Grodzinsky (1990) famously hypothesised that traces of movement are deleted
from s-structure representations in agrammatism. This prevents indirect assignment of
thematic roles to moved arguments, in particular the raised object in a péssive, and theta
role assignment must then proceed according to a default mechanism which assigns
theta roles to canonically associated positions. Grodzinsky describes the Default
Principle as non-linguistic, purely cognitive, and based on the linguistic experience of
the agrammatic. On this view there is presumably nothing to prevent the agrammatic
aphasic from inferring the correct 6-role for the ‘dangling’ pre-verbal DP in a passive
construction, since the syntax is able to assign the role of Agent perfectly accurately to
the DP in the by-phrase (assuming that this does not move). It seems likely that the same
linguistic experiences which tell the agrammatic that the first pre-verbal DP tends to be
an Agent, should also tell the agrammatic that one verb never has two Agents. There are
other problems with Grodzinsky’s account, which I will not discuss here (see Druks and
Marshall 1991, 1992, 1995, for some examples). Grodzinsky (1995) modified the trace
deletion hypothesis to restrict trace deletion to theta positions, to account for the
observed preservation of verb movement in agrammatism (e.g. Lineb)arger, Schwartz
and Saffran 1983); and he restricts the operation of his Default Principle so that it
applies only to referring expressions, accounting for differentially good performance of
agrammatics when passives have quantified subjects (Saddy 1995). He has continued to
make amendments to the basic idea ever since, and increasingly applies his insights to
paragrammatism too. I shall not follow the trace deletion hypothesis in my analysis of a
patient with a morphosyntactic disorder in this thesis, since Grodzinsky has nothing to
say about syntactic deficits which can also be manifest at the single word level.

Despite the problems with each of these analyses, it can be seen that the
application of syntactic theory to the investigation of acquired language disorders has
been a fruitful area of research. In each case it is illustrated that taking seriously a
theoretical proposal that is independently motivated and which has well-articulated
consequences for normal language also has implications for the ways in which language
is likely to break down. As Grodzinsky and Finkel (1998) point out, ‘If linguists take
their theory to be about the human linguistic capacity, then it implicitly contains a theory
of language loss: any linguistic theory has certain predictions for the way language may

or may not be lost’ (p. 284).
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1.5.2 (Re-)defining agrammatism

A frustrating difficulty experienced by researchers attempting to account for
agrammatic disorders within a syntactic framework has been the variability in patterns
of performance between patients who have the same syndrome classification. One of the
problems of maintaining diagnostic categories like ‘agrammatism’ in )their traditional
sense is that each patient who falls within these categories nevertheless presents with
subtly (and not so subtly) different problems. Clearly deficits like trace deletion predict
reasonably uniform performance between the patients suffering from that particular
disorder. When the predicted uniformity is not manifest, such hypotheses run into
problems.

There are several ways to approach such a situation. One is that taken by
Grodzinsky: whenever apparently contradictory evidence is presented, the hypothesis is
modified and altered to account for this (e.g. Grodzinsky 1995). Another possibility is to
build variation into the hypothesis in the first place; this approach is taken (as far as I
know, almost uniquely) by Druks and Marshall (1995). A third possibility, and the
approach I shall take here, is to contend that diagnostic categories probably should not
be taken as having theoretical significance in this way. I do not wish to suggest that there
exist no agrammatic patients who have trace deletion deficits; on the C(;ntrary, there do
seem to be such patients, and trace deletion is clearly a syntactic deficit. There may also
be patients with inherent and / or structural Case deficits, and patients with no functional
projections beyond the VP, and patients with a difficulty in mapping thematic roles onto
arguments (as proposed by Schwartz, Saffran and Marin 1980; and Caramazza and
Miceli 1991), and any number of other variants. What we refer to as syntax, in this
context, is a complex and multi-component system; and for each hypothesised sub-
module there is predicted to be a possible (functional) locus for an aphasic deficit. This
is the basis of my use of ‘agrammatism’ as a broad descriptive term, which embraces all
these possibilities and, very probably, others which have not yet been articulated. The
possibility which I put forward in this thesis is different to those so far presented, and I
adduce considerable empirical evidence in its favour. I would anticipate that my
hypothesis has explanatory power for more than just the single case study of MC which

comprises later chapters, and I have already mentioned the case of FSZ who may be a
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patient who is very similar to MC. This does not mean that I believe all agrammatic
deficits can be captured in terms of this one proposal, nor that there is no room for
alternative hypotheses. In fact, it will become apparent that MC’s language difficulties
probably cannot be captured in terms of traditional syndrome classifications; although he
evidences a morphosyntactic deficit in speech and language comprehension, he also
shows particular difficulties in reading (a major focus of this study) which suggest that
he may be similar to a phonological dyslexic (see 2.10.3 below). Ultimately the question
as to whether MC falls into one of the neuropsychological categories of aphasia or
dyslexia is of only secondary interest to the concerns of this thesis; my intention is to
provide not a neuropsychological diagnostic categorisation, but rather a linguistic

account of the observed language impairment.

1.5.3 Agrammatism and the Minimalist Program

There are difficulties inherent in the application of strongly competence-oriented
theories like Minimalism to our understanding of aphasic deficits, and it is not clear that
Minimalist approaches really lend themselves to this kind of work. For instance,
Chomsky (1995a:18) says that investigations of the realisation of language properties by
mechanisms of the brain are ‘beyond serious enquiry for the time being’. Nevertheless,
some functional application of recent theoretical developments in syntax to our
understanding of aphasic disorder has been attempted, and I shall outline one such
approach here, before moving on to my own attempt. '

Hagiwara (1995) states her aims as being to propose ‘a unified account of the
status of functional categories’ in agrammatism (p. 93) - and we have already seen that
unified accounts of heterogeneous disorders like agrammatism are unlikely to be
available. However, Hagiwara uses some constructs of the Minimalist Program to derive
predictions about agrammatic production which she then tests by obtaining controlled
grammaticality judgement data from a small group of Japanese agrammatic aphasics.
Her prediction is concerned with the hierarchy of functional categories in clause and
phrase structure. Having observed that Japanese agrammatics seem to make many errors
of omission of complementisers and case marking on nouns, but apparently very few

such errors involving negation, postpositions, and marking of tense on verbs, she shows
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that in the structure of the Japanese clause there is a hierarchy of functional categories,
and predicts that categories higher up in the hierarchy will be more difficult for
agrammatics to access. The same holds of functional categories in the NP, too. So, she
predicts Neg > TNS > C in clauses, and P > D in the NP. Her grammaticality judgement
experiment (carried out on six patients) yields results which appear to show that two of
the patients were better at judging grammaticality (and its violation) at the level of Neg,
TNS and P, but they accepted many ungrammatical sentences as correct when the
violations involved Wh words (assumed to involve the C projection) and Case marking
(above P in the NP). So these results appear to support her proposal. The performance of
the other four patients is less useful: three of them performed poorly on the whole
grammaticality judgement task (and this is not surprising, when you consider that
agrammatism is by any definition a grammatical deficit; grammaticality judgement tasks
are difficult for anyone, but especially so for someone with a damaged grammar). The
other patient responded accurately across the whole test, showing no distinction between
the stimulus types.

Hagiwara interprets these data as support for her hypothesis, claiming that more
severe agrammatic deficits will result in a reduced availability of functional projections,
which accounts for poor performance across the board; less severe agrammatism means
that more functional categories are available, accounting for good performance across
the board. It is interesting (in the light of my comments above) that some limited
between-patient variability is built into this hypothesis, but the crucial cases are, of
course, the two who show a dissociation between functional categories higher in the
clause structure and those lower down. Hagiwara invokes an Economy principle to help
explain why higher functional categories should be more vulnerable in agrammatism;
assuming that agrammatism represents a reduction in the availability of computational
resources for linguistic processing (cf. Caplan and Hildebrandt 1988), then the fewer
instances of Merge which must be applied, the more economical the derivation and the
more likely that an agrammatic patient can process it. The invocation of an economy of
effort account for agrammatism is very reminiscent of early approaches to the disorder,
and certainly the idea has proved resilient over the years (e.g. Isserlin 1922, Lenneberg
1973, Kolk, van Grunsven and Keyser, 1985). However, note that Hagiwara’s economy-
based account assumes Merge to be a costly operation, contra Chomsky 1995a and

1995b, where it is assumed to have little if any computational cost. There is also a
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problem with the assumption that the presence of inflectional morphology on Japanese
verbs reflects the availability of the functional head TNS as a landing site for V; we have
already seen (with regard to data from language acquisition - Tsimpli 1996) that the
presence of inflectional morphology does not necessarily reflect the availability of the
corresponding head to the syntactic component. Rather, these subjects’ production of
inflected verbs may be the result of some well-formedness metric which is part of UG,
and which remains intact. Hagiwara looks at some cross-linguistic evidence which is
suggestive (but far from conclusive, as she admits) that there may be some universal
hierarchy of functional categories whose order is reflected in agrammatic breakdown;
she also briefly considers whether the patterns of breakdown she predicts may reflect
patterns of language acquisition. So, if C is the highest functional head i;I the clause, and
the first to break down, then it should also be one of the last to be acquired (this is a
reflection of Jakobson’s influential 1941/1968 ‘Regression Hypothesis’). Unfortunately
for this contention, the data are again inconclusive; Hagiwara cites evidence that V2 in
Swedish does appear to develop somewhat later than syntactic reflexes of lower
functional heads; but she also cites evidence that V2 in German is available very early.
Hagiwara’s conclusions are necessarily tentative, and her experimental approach
and the data it yields are not without their problems. As Reznik (1995) points out, a
major problem with Hagiwara’s approach is that it takes no account of problems in
inflectional morphology which seem to be a ubiquitous feature of agrammatic aphasia,
and which certainly are a dominant characteristic of the case of FS, discussed above, and
of MC, to be discussed below. However, Hagiwara’s basic idea is simple and has a
certain intuitive appeal, and the ideas behind it have been reflected in other studies with
similar proposals to make, though these are not explicitly minimalist (e.é. Friedman and
Grodzinsky 1997). It seems to me that there is a need for neuropsychological
observations of patients with the kind of syntactic and morphological disorders that I
have been discussing to be related to recent developments in a well-articulated and
independently motivated syntactic theoretic framework, both to provide additional
support for the recent radical changes in linguistics, and to enhance understanding of the
underlying nature of such deficits. As de Bleser and Bayer put it (1988:66-7):
‘The beneficial influence between two fields of research like linguistics and

aphasiology does not have to be one way such that linguistic concepts feed into
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aphasiology. In principle it is possible that linguistic aphasiology will lead to results

which can be decisive for the evaluation of competing linguistic theories.’

1.6  Some assumptions

I shall shortly move on to my own attempt to execute such a linguistic case study
of acquired language pathology. First, though, I must outline the theoretical and

background assumptions which the rest of my account draws upon.

1.6.1 Functional categories

The nature of functional categories is not clearly defined in current linguistic
theory. There are many definitions available, and each one seems to pick out a distinct
subset of those morphemes which have specifically syntactic representations. There is
more detailed discussion below concerning the difficulties raised by such unclarity, in
the context of an investigation of prepositions - a category which typically seems to be
neither functional nor lexical, at least on existing definitions (chapter 4). Up to now I
have been using such terms as lexical / functional classes, lexical / functional categories,
function words, substantives, closed and open class items and so on in a rather vague
and intuitive way. In my exposition of the aphasic deficit here under investigation,
however, I make use of some such terms in rather specific senses.

‘Function words’ I take to be those functional categories with a free
morphological, phonological and / or orthographic representation; function words can be
heard, and are not bound to a substantive. This term therefore includes overt pronouns,
though it excludes pro and PRO (assuming that these have any theoretical value under
minimalist approaches - e.g. Manzini and Roussou 2000 argue that PRO and control can
be reduced to properties of the operation Merge); it includes auxiliary verbs, though it
excludes the realisation of tense and agreement on substantive verbs. ‘Function words’ is
a useful term because it delimits the set of functional categories which can be used in

single word reading tasks, which have formed an important part of the investigation
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presented here (and also of other investigations of aphasic deficits). ‘Functional
categories’, on the other hand, is a much broader term, and includes all those categories
(pronounced or not, free or bound) which are directly relevant to the syntax. So this term
includes AGR, TNS and C as well as auxiliary verbs, pronouns, conjunctions, negation,
quantifiers and so on. It will be seen later that this term also includes some categories
not always thought of as functional, including the argument-structure-changing
morphemes PASS (associated with passive verbs) and UNACC (associated with
unaccusatives - chapter 3), as well as prepositions (see chapter 4), and functional items
often assumed to be modifiers rather than heads of functional projections - adverbs being
a case in point (chapter 5). ‘Functional heads’ are again a subset of functional
categories, and this term includes all those items (overt or covert) which head a
projection in the functional domain. Functional categories generally have certain
features in common with each other: they are the locus of parametric variation (Ouhalla
1991; Wexler & Manzini 1987), and they often have zero alternations. ‘Substantives’ is
the term I shall use to cover the major lexical classes: nouns, (most) verbs and

adjectives.

1.6.2 Language faculty organisation ,

I also follow certain assumptions about the organisation of the conceptual system
and the language faculty. I accept Fodorian modularity (Fodor 1983), inasmuch as
modular systems must of necessity be informationally encapsulated, domain specific,
fast and mandatory in their operations, and follow a distinct ontogenetic path. I also
assume that modular systems have specific neural substrates, which seems to me to be a
necessary assumption in the discussion of differential breakdown of isolable systems
within a particular cognitive faculty (such as language), when focal brain injury is the
causal factor. However, 1 also accept that some systems with apparently modular
organisation may be diffusely represented in the brain.

The lexicon is a case in point. Given Sperber and Wilson’s (1995) account of
lexical entries as tripartite conceptual addresses, it seems very likely that a lexical entry
for a single word may be represented in different ways and in more, than one brain

system. To simplify, Sperber and Wilson view concepts as abstract psychological
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objects which have ‘addresses’ in the central system. Under each conceptual address,
three kinds of information are stored. The logical entry of a conceptual address is its
meaning postulate (in the Fodorian sense) - a deductive rule which af)plies to logical
forms in which that concept participates. For example, the logical entry under the
concept CAT would be along the lines of a CAT-elimination rule, which permits the
concept to form part of a basic inferential process along the lines of ‘if X is a CAT then
X is an ANIMAL’. The encyclopaedic entry is a store of general and idiosyncratic
information about the concept’s denotation - for example, under the concept CAT is
represented information about different breeds, your own cat, and so on. Encyclopaedic
entries by definition vary between individuals and can be changed or altered by
experiences or reasoning processes; they therefore also form part of the central system.
The lexical entry is a listing of the linguistic properties of the lexical item which encodes
the concept. I view this as a kind of interface between the central system representations
associated with a particular concept, and the mental lexicon which is internal to the
language faculty. In a sense, then, the language faculty is not entirely modular, because
the lexical entries of substantives interface with central system repre)sentations. This
view is similar to that put forward by Smith and Tsimpli (1995).

Substantives, then, are those items with a direct mapping between their lexical
representation and their conceptual representation, the latter being located in a
‘conceptual lexicon’ (to borrow a term from Smith and Tsimpli 1995) outside the
language faculty. Functional categories do not have such a 1:1 relationship with their
conceptual representations. Although I do not accept the view that functional categories
are somehow ‘deficient’ with respect to meaning (e.g. Friedman 1995), it is clear that the
mapping between functional categories and concepts is not as straightforward as I have
assumed for substantives; there is no 1:1 mapping between functional categories and
concepts. Tsimpli gives the realisation of Tense as an example of this mismatch: Tense
certainly has an interpretive effect, so must map onto some conceptual representation(s).
But it is well-known that Tense can be syntactically realised in many different ways - as
bound morphology on V, as aspectual features, as adverbials, as auxiliary verbs - and
therefore the correspondence between the interpretation of this category and its syntactic
reflexes is a many-to-many relation, unlike that of a substantive with its meaning

postulate.
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