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Abstract
The amorphous form can offer a solution to poor solubility of BCS Class II drugs thanks to its higher apparent solubility compared with the crystalline form. However, this advantage is severely compromised by the inherent instability of the amorphous state. The understanding and prediction of the behaviour of this solid form can offer a good strategy towards the rational development of stable amorphous formulations. The work undertaken in this thesis aimed at exploring certain aspects of amorphous form stability using mainly isothermal microcalorimetry (IMC).

The first area explored was the feasibility of using IMC to assess enthalpy relaxation of amorphous pharmaceutical materials. In the first study, relaxation profiles for amorphous indomethacin obtained by differential scanning calorimetry (DSC) and IMC were compared. The results showed that the two techniques measure the same molecular mobility as similar relaxation profiles were obtained.

In the second study, IMC was used to assess the enthalpy relaxation of two-component amorphous pharmaceutical systems. Simulated and real calorimetric data for pre-characterised 2-phase systems were fitted to 2- Kohlrausch-Williams-Watts (KWW) and 2- modified stretched exponential (MSE) models. The 2- KWW model was able to recover the correct relaxation parameters for simulated data but not for real calorimetric data due to inherent noise. The sensitivity of the MSE model seemed less prone to the effect of noise and any failings of this model to recover the expected values was taken as a sign of the two consisting components behaving differently from when they were aged individually.

In the second section of the thesis, the dynamic behaviours of amorphous α and β lactose were compared. Enthalpy relaxation of the two milled anomers was assessed by IMC. Glass transition (Tg) width measurements were conducted using DSC. Moisture-solid interactions were also assessed using dynamic vapour sorption (DVS). The two anomers showed different enthalpy relaxation profiles. Tg width was the same for both anomers and this could be due to significant mutarotation during DSC measurements. Water sorption isotherms revealed that the anomic configuration can only affect the physical stability of amorphous lactose above the Tg.

In the last section, crystallisation from the amorphous state was explored using IMC. In the first study, the use of calculation methods based on the universal Sestak-Berggren equation to extract crystallisation parameters was examined. Calculation results were compared to those obtained by model-fitting approach. Simulated data revealed that a minimum of 15% data coverage is needed to recover the correct crystallisation parameters. Real data were obtained for crystallisation of indomethacin below its Tg; no trend was observed in terms of the success of the calculation method. This could be attributed to inherent noise in real calorimetric data.

The second study of the last section examined the use of IMC to extract crystallisation kinetics of indomethacin above its Tg (60°C). Amorphous indomethacin was prepared either as film-like (API) or bulk (ABI) samples. Power-time profiles for two sample types were different reflecting differences in the crystallisation behaviours. This was speculated to be partly due to differences in the free surface areas between the two sample-types. API samples crystallisation at 60°C was also assessed with X-ray powder diffraction (XRPD) and polarised light microscopy (PLM). Quantitative analysis carried out with the Lorentzian model to deconvolute the calorimetric signal was reasonably consistent with the analysis undertaken with PLM and XRPD.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>% w/w</td>
<td>Percentage weight in weight</td>
</tr>
<tr>
<td>A</td>
<td>Pre-exponential factor</td>
</tr>
<tr>
<td>ABI</td>
<td>Amorphous Bulk Indomethacin</td>
</tr>
<tr>
<td>AFI</td>
<td>Amorphous Film Indomethacin</td>
</tr>
<tr>
<td>α</td>
<td>Fraction of material crystallised at time = t</td>
</tr>
<tr>
<td>API</td>
<td>Active Pharmaceutical Ingredient</td>
</tr>
<tr>
<td>B</td>
<td>A material parameter related to its fragility</td>
</tr>
<tr>
<td>β</td>
<td>Stretch Power</td>
</tr>
<tr>
<td>BCS</td>
<td>Biopharmaceutics Classification System</td>
</tr>
<tr>
<td>ΔCₚ</td>
<td>Change in Heat Capacity</td>
</tr>
<tr>
<td>ΔH</td>
<td>Relaxation Enthalpy</td>
</tr>
<tr>
<td>ΔrecH</td>
<td>Recovery Enthalpy</td>
</tr>
<tr>
<td>Δμ</td>
<td>Difference in the chemical potential</td>
</tr>
<tr>
<td>DSC</td>
<td>Differential Scanning Calorimetry</td>
</tr>
<tr>
<td>DVS</td>
<td>Dynamic Vapour Sorption</td>
</tr>
<tr>
<td>Eₐ</td>
<td>Activation Energy</td>
</tr>
<tr>
<td>G</td>
<td>Gibbs Free Energy</td>
</tr>
<tr>
<td>gi</td>
<td>Weighting Factor</td>
</tr>
<tr>
<td>H</td>
<td>Enthalpy</td>
</tr>
<tr>
<td>HPLC</td>
<td>High Performance Liquid Chromatography</td>
</tr>
<tr>
<td>IMC</td>
<td>Isothermal Microcalorimetry</td>
</tr>
<tr>
<td>kₜw</td>
<td>Henry’s Law constant</td>
</tr>
<tr>
<td>KWW</td>
<td>Kohlrausch-Williams-Watts</td>
</tr>
<tr>
<td>MTDSC</td>
<td>Modulated Temperature DSC</td>
</tr>
<tr>
<td>MSE</td>
<td>Modified Stretched Exponential</td>
</tr>
<tr>
<td>NMR</td>
<td>Nuclear Magnetic Resonance</td>
</tr>
<tr>
<td>P</td>
<td>Power</td>
</tr>
<tr>
<td>PLM</td>
<td>Polarised Light Microscopy</td>
</tr>
</tbody>
</table>
q  Total heat evolved or absorbed at time t
Q  Total Heat evolved or absorbed by a process
R  Gas Constant
RH Relative Humidity
RSD Relative standard deviation
RSE Relative standard error
S  Entropy
τ  Time constant
τ_o Shortest possible relaxation time of VTF equation
t  Time
T  Temperature
T_a Annealing Temperature
TAM Thermal Activity Monitor
τ^β Relaxation time constant on the stretched time scale
T_g Glass Transition Temperature
TGA Thermal Gravimetric Analysis
T_m Melting Temperature
T_k Kauzmann Temperature
T_∞ Temperature of longest relaxation time
U  Internal Energy
V  Volume
VTF Vogel-Tammann-Fulcher
w  Work or weight fraction
XRPD X-ray Powder Diffraction
1) Chapter 1: Introduction
1.1. Background

The solid dosage form offers various advantages over other drug delivery systems such as stability and ease of manufacture, and hence it is the most widely used form for pharmaceutical products including tablets, capsules, powder inhalers and lyophilised products.

A solid material can exist in either the crystalline or amorphous state. From a stability perspective, the most stable crystalline form of the active pharmaceutical ingredient (API) and excipients should ideally be used. However, for other reasons, usually poor bioavailability, the amorphous form might be intentionally used to enhance product performance. If the molecular weight is very high, the pharmaceutical material may not be purified in the crystalline form and only exists in the amorphous form. In a third scenario, the amorphous form is introduced to crystalline pharmaceutical material unintentionally during processing, which can result in detrimental consequences in product performance.

A good understanding of the amorphous state focussing specifically on stability is therefore a crucial aspect of the pharmaceutical field. Research into amorphous pharmaceuticals is a relatively young field but it has witnessed great progress in the past three decades [1]. This thesis is another contribution to this field. Some major theoretical aspects of the amorphous state should therefore be introduced.
1.2. The crystalline state

A crystal can be defined as a solid consisting of elements arranged in a highly ordered manner. This order extends over a long-range three-dimensional structure. The highly ordered arrays of structural motifs (atoms, groups of atoms, ions or molecules) are held together by either ionic or non-covalent bonds to form what is referred to as the crystal lattice [2]. The latter consists of a collection of unit cells which represent the smallest three-dimensional volume elements. All unit cells have the same size and same arrangement of structural motifs and are held with the same binding energy [2]. This gives a crystal its unique thermal, mechanical and optical properties. Unit cells break and the material transforms to the liquid state at a defined energy level (or temperature). Structural motifs of a crystal can arrange or pack in different orders leading to the formation of different crystalline forms [3]. These are known as polymorphs and, in principle, have different physical properties (e.g., melting point, density and dissolution rate) [3].

Some materials, as they crystallise, entrap solvent or water molecules within the crystal lattice to form a solvate or hydrate. Solvates are referred to as pseudopolymorphs as they also have different properties from the non-solvated crystal forms [3]. Crystals are also characterised by their external shape known as the crystal habit [3]. Different polymorphs and pseudopolymorphs tend to show different crystal habits but crystals of the same internal packing can also have different crystal habits that can result in different properties [2, 3].
1.3. Amorphous state

Amorphous materials are characterised by the lack of three-dimensional long-range order in their internal structure (Fig. 1.1) [4]. The latter is similar to the liquid structure where the molecules are positioned in a random fashion, although short-range order held, for example, by hydrogen bonding may be encountered in an amorphous solid [4]. As a result, amorphous solids exhibit different properties from their crystalline counterparts. They lack a distinct melting point [4] and exhibit faster dissolution rates [5], enhanced chemical reactivity [6] and higher hygroscopicity [4].

1.4. Advantages and disadvantages of amorphous form from a pharmaceutical perspective

1.4.1. Advantages

The amorphous state provides some advantages over the crystalline state in pharmaceutical settings.

Figure 1.1: Schematic representation of the structure of amorphous (left) and crystalline (right) solids (reproduced from: http://math.ucr.edu/home/baez/physics/General/Glass/glass.html).
An important advantage of the amorphous state is that it can be an approach for manufacturing poorly water-soluble drugs. This is thanks to its higher apparent solubility compared with the crystalline state. For example, the amorphous state provides a solubility advantage of 1.4 fold for indomethacin, 2 fold for cefalexin and 10 fold for macrolide antibiotics [7]. As a result, amorphous drugs are supposed to show better biopharmaceutical performance [7]. Amorphous materials dissolve faster as they lack the strong intramolecular bonds that hold the crystal lattice. However, the apparent solubility of some materials might exceed the equilibrium solubility and as a result the solubilised molecules can recrystallise in the dissolution medium [7].

Several drugs are available that are formulated in the amorphous state in order to improve their water solubility and hence bioavailability. Examples include formulations for cefditoren pivoxil (Spectracef®), rosuvastatin (Crestor®) and cefuroxime axetil (Ceftin®).

Another advantage of the amorphous state is the improvement of tablet strength. The presence of amorphous lactose in a tablet was shown to result in a better tablet strength [8]. This was attributed to the absorption of moisture by the amorphous regions resulting in lowering the glass transition temperature ($T_g$) of lactose and hence crystallisation prior to compaction.

Amorphous sugars (eg. trehalose and sucrose) have been demonstrated to stabilise freeze-dried macromolecules (eg. proteins) [9]. There are different theories regarding the mechanism of this stabilisation ability that amorphous sugars acquire. One proposed mechanism is the formation of hydrogen bonds between the macromolecule and the sugar. Hydrogen bonding capacity is optimal when both components are in the amorphous state [10]. It is also believed that trapping the macromolecules within an
amorphous matrix makes them immobilised and protects them from degenerating effects [11].

1.4.2. Disadvantages

The main drawback of using the amorphous state in a pharmaceutical formulation is the inherent instability of the amorphous state and its tendency to crystallise [12]. This can have detrimental effects on the performance of a formulation since the amorphous and crystalline states have different properties. Even a very small amorphous content can lead to dramatic changes as is the case for micronised materials. The mechanical stress applied to powder during the micronisation process to reduce particle size results in the creation of amorphous regions on the surface of particles. These amorphous regions can subsequently crystallise creating bridges between particles and hence particle aggregation which is undesirable, in for example inhaled formulations [13]. Moreover, Mackin et al [14] speculated that the failure of blends manufactured using milled active to conform with blend content uniformity was attributed to the generation of amorphous regions on particle surfaces during the milling process.

Another disadvantage of the amorphous state is its lower chemical stability relative to the crystalline state [12]. For example, amorphous β-lactam antibiotics were chemically less stable than their crystalline counterparts [15]. Similar observations were made for amorphous cefoxitin sodium [16]. Pikal et al [15] reported that an increase in the temperature was accompanied by a decrease in the activation energy for chemical decomposition. As a result, the authors speculated that chemical processes are coupled to molecular mobility and relaxation behaviour. Guo et al [17] examined whether there is a relationship between the chemical instability and physical characteristics of amorphous quinapril hydrochloride. It was found that there was a close correlation
between the temperature dependence of chemical reactivity and temperature dependence of molecular mobility below $T_g$. On the other hand, as the temperature was raised above $T_g$ chemical degradation rate was noticeably lower than expected from molecular mobility.

High affinity to water can be a further undesired property of the amorphous state. Ahlqvist and Taylor [18] investigated exchange of D$_2$O vapour with both crystalline and amorphous sugars. They found that all the hydroxyl groups of the amorphous material exchanged their hydrogen with D$_2$O vapour. This suggested that water molecules have no restricted access to different parts of molecules for amorphous materials. On the other hand, crystalline sugars exchanged their hydrogen with D$_2$O vapour only at certain molecular sites. These results show why amorphous materials tend to take up more water compared with their crystalline counterparts. Water is a potent plasticiser and it can result in dropping the $T_g$ of the solid to, or below, storage temperature. This can have detrimental effects as the material transforms to the rubbery state (as will be explained later) and molecular mobility is increased resulting in enhancing chemical reactivity and physical transformations.

1.5. Basic concepts of thermodynamics relating to the crystalline and amorphous states

In thermodynamics, the energy transformation that occurs during physical and chemical reaction is studied [19]. The part of the world where the event of interest takes place is referred to as the system, while the part from which observations are made is called the surrounding. There are three types of systems. An open system can exchange matter with the surroundings. A closed system cannot exchange matter with the surroundings.
but can exchange energy. Finally, in an isolated system, neither matter nor energy can be exchanged with the surroundings.

There are certain properties that can be used in thermodynamics to describe a system. These include volume \((V)\), pressure \((P)\), temperature \((T)\), internal energy \((U)\), enthalpy \((H)\), entropy \((S)\) and Gibb’s free energy \((G)\). The following equations relate these properties:

\[
H = U + PV \quad \text{Eq.1.1}
\]

\[
G = H - TS \quad \text{Eq.1.2}
\]

According to the first law of thermodynamics, energy can neither be created nor destroyed; and it can only be transformed from one form to another.

The energy change of a system can be described as follows:

\[
\Delta U = q + w \quad \text{Eq.1.3}
\]

where:

- \(\Delta U\) is the change in internal energy
- \(q\) is the energy supplied to or lost from the system as heat
- \(w\) is the energy supplied to or lost from the system as work

Eq. 1.3 clearly indicates that changes in internal energy \((U)\) result from changes in heat \((q)\) and work \((w)\). At constant volume when no work can be done to, or by, the system, the change in internal energy is equal to the measured heat gain or loss. At constant pressure, however, work can be done to, or by, the system and the measured change in heat is equivalent in this case to the enthalpy change \((\Delta H)\) (Eq.1.4)
\( \Delta H = q \) at constant \( P \) \hspace{1cm} \text{Eq.1.4}

The direction of heat flow depends on the temperature \((T)\) of the system and the surroundings. Heat flows from the object of higher temperature to the object of lower temperature. As heat flows into a system, the motion of its atoms and molecules increases. As a result, the atoms and molecules become more disordered and the system is said to have increased in entropy \((S)\) as entropy is a measure of the degree of disorder.

The second law of thermodynamics states that entropy increases when a spontaneous change occurs in an isolated system. Since processes do not occur in isolation, entropy change, both in the system \((\Delta S_{\text{sys}})\), and the surroundings \((\Delta S_{\text{surr}})\) should be considered.

The two entropy changes are summed to obtain the total entropy change \((\Delta S_{\text{total}})\) as illustrated in the following equation:

\[
\Delta S_{\text{total}} = \Delta S_{\text{sys}} + \Delta S_{\text{surr}}
\]

\hspace{1cm} \text{Eq.1.5}

The second law of thermodynamics becomes crucial when considering processes that result in introducing more order to the system, such as crystallisation. The entropy of a system decreases after crystallisation. However, a significant amount of heat is released from the system to the surroundings during this process. This results in increasing the entropy of the surroundings and hence the change of the total entropy is positive and the process proceeds spontaneously.

1.6. Properties of the amorphous state

1.6.1. The glass transition temperature \((T_g)\)

The glass transition temperature represents a significant descriptor of an amorphous material. It usually occurs at approximately \(2/3\) to \(4/5\) of the crystalline melting point.
(T_m) measured in Kelvin [20]. It can be defined as the temperature at which a material transforms from a glassy mechanical solid to a rubbery supercooled liquid or vice versa. This transition is accompanied by a change in several of the material’s properties (e.g. heat capacity, volume and viscosity). Techniques used to measure the T_g rely on detecting these changes. DSC is the most widely used technique for this purpose and it takes into consideration the kinetic nature of the glass transition [20].

1.6.2. Fragility

As a supercooled liquid is cooled towards the T_g, a dramatic change in viscosity is noted [21]. Viscosity represents a macroscopic measure of a material’s resistance to flow. The dependence of viscosity or molecular mobility change on temperature near T_g is used to classify amorphous materials into fragile or strong. Strong liquids show an Arrhenius dependence whereas fragile liquids show non-Arrhenius dependence [21]. A material’s behaviour falls in between these two patterns of molecular mobility (or viscosity) dependence on temperature. The Vogel-Tammann-Fulcher equation (Eq.1.18) was proposed to describe this phenomenon [21];

\[
\tau = \tau_0 \exp \left( \frac{B}{T - T_m} \right)
\]

Eq.1.18

where

- \( \tau \) is the mean molecular relaxation time and could be replaced by viscosity,
- \( T \) is the temperature,
- \( \tau_0 \) is the shortest possible relaxation time,
- \( T_\infty \) is the temperature of longest relaxation time,
- \( B \) is a material parameter related to its fragility.
1.6.3. Thermodynamic properties

The amorphous state has a higher potential energy relative to the crystalline state [5]. This is attributed to the low packing efficiency and lack of long-range order in the amorphous state. As a result, the amorphous state is thermodynamically unstable and has a potential to revert to the more stable crystalline state.

1.7. Amorphous state formation

Solid material science still suffers from gaps in terms of the elucidation of amorphous structure and mechanism of its formation despite the extensive work conducted in this field. Nevertheless, there is a general consensus that solid amorphous state formation is a kinetic phenomenon as will be explained below [5, 22].

At a given high temperature range, a material exists in the liquid state (a melt) where there is no defined structure holding the molecules together. Upon cooling slowly, the specific volume and enthalpy of the system decrease linearly until a certain temperature, \( T_m \) (the melting or the crystallisation temperature) is reached, where the liquid crystallises (Fig. 1.2). However, if the cooling rate is very fast the molecules “will not have enough time” to arrange themselves in an ordered manner and organisation to a perfect crystal cannot occur and the liquid state persists, but now it is called a supercooled liquid [5]. The latter is thermodynamically unstable (as it has a higher internal energy than the most stable state of the system below \( T_m \)) but it is said to be in a pseudo-equilibrium state since it follows the same response pattern to temperature change as the liquid state [22]. This is thanks to the fast molecular movements that allow it to keep up with the aforementioned changes. If the supercooled liquid maintained this property, it would reach a temperature (known as the Kauzmann
temperature, $T_k$) at which it would have the same enthalpy as the crystal [22]. However, the molecular mobility in the supercooled liquid decreases gradually as the specific volume decreases (and viscosity increases) and the time needed to accommodate the molecules within the equilibrium volume keeps increasing until it dramatically exceeds the experimental time. At this point, the molecular structure is “frozen” for kinetic reasons and the supercooled liquid is turned into a brittle state known as a glass [21]. This happens at a specific temperature (and pressure) known as the glass transition temperature ($T_g$) (refer to Fig. 1.2).

Figure 1.2: Enthalpy or specific volume change with temperature for a solid material. $T_m$ is the melting point, $T_g$ is the glass transition temperature, $T_a$ is the annealing temperature and $T_k$ is the Kauzmann temperature. (a) corresponds to structural relaxation, (b) heating during a DSC scan and (c) the enthalpy recovery at $T_g$ (reproduced from Ref [23]).

This pattern of amorphous state formation is based on quench cooling. There are other methods used to produce the amorphous form. These are, namely, precipitation from
solution, application of mechanical stress and condensation from vapour [4]. These methods, except for mechanical stress, are also based on the kinetic phenomenon in terms of glass formation event [5]. Processes used for each method are summarised in Table 1.1.

**Table 1.1: Methods of manufacturing amorphous pharmaceutical materials (reproduced from Ref[24]).**

<table>
<thead>
<tr>
<th>From</th>
<th>Method</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystal</td>
<td>Disruption/ energy input</td>
<td>Grinding/ milling</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Compression/ decompression</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reaction</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dehydration</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irradiation</td>
</tr>
<tr>
<td>Solution</td>
<td>Solvent removal</td>
<td>Freeze-drying</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Spray-drying</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Precipitation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Polymerisation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reaction</td>
</tr>
<tr>
<td>Liquid</td>
<td>Cooling/ energy removal</td>
<td>Rapid cooling</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nucleation suppression</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Polymerisation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reaction</td>
</tr>
<tr>
<td>Vapour</td>
<td>Cooling/ energy removal</td>
<td>Sublimation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reaction</td>
</tr>
</tbody>
</table>
1.8. Relaxation phenomenon of amorphous state

As can be clearly seen in Fig. 1.2, the amorphous state has higher enthalpy than the hypothetical equilibrium state (referred to as equilibrium glass) that would have existed if there had been no vitrification (glass formation). What tends to happen is that the very slow molecular mobility retained in the glass below $T_g$ causes energy loss allowing the glass to attain equilibrium energy levels [5]. This phenomenon is what is often referred to as relaxation and is represented by the dashed arrow (a) in Fig. 1.2.

It is important to realise that there are different modes of relaxation and the two main ones are known as $\alpha$ and $\beta$ relaxations. The former is also referred to as structural relaxation since it is concerned with whole molecule movements, whereas $\beta$ (or Johari-Goldstein relaxation) is a secondary mode of relaxation as it represents intramolecular movements (e.g. independent rotation of polymer side chains) [23].

Assessing the rate at which an amorphous material relaxes is crucial to predict its stability. Relaxation can result in detrimental effects on pharmaceutical formulations in which case it is referred to as "aging" ("unwanted" natural relaxation) [4]. On the other hand, it can be exploited to induce favourable changes in a pharmaceutical component such as improving the mechanical strength by intentional "annealing" [21]. Recent studies have been carried out to correlate the rate of crystallisation [25] and chemical degradation [26] to the rate of relaxation since all these phenomena are somehow controlled by the extent of molecular mobility [23].

1.9. Assessment of relaxation rate

The rate of amorphous relaxation, i.e. the time-dependent changes in glass volume or enthalpy, can be primarily described by a multi-exponential function. This is due to the heterogeneous nature of the amorphous structure which can be regarded as being
composed of many molecular sub-states relaxing exponentially at different rates [27]. Mathematically, this can be represented by the following equation:

$$\phi(t, T) = \sum_i g_i \exp\left( -\frac{t}{\tau_i(T)} \right)$$

Eq.1.6

where $\phi(t, T)$ is the overall decay function at time $t$ and temperature $T$, and $g_i$ is the weighting factor. The latter essentially represents the probability of a certain molecular sub-state ($i$) having a defined relaxation time $\tau_i$ [23].

This multi-exponential decay function can be described by a simpler empirical equation known as the Kohlrausch-Williams-Watts (KWW) equation:

$$\phi(t, T) = \exp\left[ -\left( \frac{t}{\tau(T)} \right)^{\beta} \right]$$

Eq.1.7

Despite the empirical origin of this “stretched exponential” equation, researchers in the field tried to ascribe some physical meanings to its parameters [23]. $\tau$ is considered to represent the mean relaxation time. The distribution of relaxation times of the sub-states around $\tau$ is represented by the stretch parameter $\beta$. The value of $\beta$ should vary between 1 and 0 in order to have a physical meaning. Unity indicates that all sub-states are relaxing exponentially at the same rate and as the value of $\beta$ gets smaller, the distribution of sub-states gets wider [23]. Shamblin et al [28] have shown how these two parameters can be used to obtain crucial information about the shelf-life of an amorphous material.
Different analytical methods can be used to characterise aspects of amorphous relaxation. The KWW equation has been successfully applied to analyse the output data from many of these techniques including thermal methods [28]. Differential scanning calorimetry (DSC) has been the most popular method in this field and more recently the applicability of IMC has been explored [23]. A brief description on how relaxation parameters can be derived from these two techniques using the KWW equation will follow.

An important assumption reproduced when using the KWW equation to describe structural relaxation is that the relaxation time constant $\tau$ is time-independent. Simulation studies based on other non-empirical models showed the invalidity of this assumption [23]. As a material relaxes the decrease in its energy and volume as a function of time results also in a time-dependent decline in molecular mobility. This means that the relaxation time is not constant but gets longer as relaxation progresses [23]. In their study, Kawakami and Pikal [23] reported that the value of $\tau$ did vary with the annealing period. However, they found that $\tau$ and $\beta$ change with time in opposite directions, i.e. $\tau$ increases with time whereas $\beta$ decreases. It was found then that the value of the relaxation time constant “on the stretched time scale”, $\tau^0$, remains constant throughout the whole lifetime of the relaxation process and it was concluded that this value can be reliably used to compare data. Interestingly, Kawakami and Pikal [23] reported a method by which the “true” values of $\tau$ and $\beta$ can be found.

### 1.9.1. Enthalpy relaxation measurement with DSC

First of all, by enthalpy relaxation we mean the gradual decline in the enthalpy of the system (resulting in heat release) during structural relaxation in order to achieve equilibrium enthalpy [27]. The difference between the enthalpy of the fresh
unannealed glass and that of the same glass after a certain period of annealing is referred to as relaxation enthalpy (Δ_rH). The isothermal decay in relaxation enthalpy as a function of time (t) can be described by the following equation [23]:

$$\Delta_rH(t) = \Delta_rH(\infty) \phi(t)$$  \hspace{1cm} \text{Eq.1.8}

where \( \Delta_rH(t) \) and \( \Delta_rH(\infty) \) are relaxation enthalpy at time \( t \) and infinity, respectively. \( \phi(t) \) is the relaxation decay (Eq.1.6) that can be replaced by the KWW function (Eq.1.7) as was shown earlier.

In a standard DSC method, relaxation enthalpy, \( \Delta_rH \), for a material annealed at a particular temperature (below its \( T_g \)) for a certain period of time can be measured by heating the sample across its \( T_g \). At or near this temperature the sample recovers the enthalpy it has lost during relaxation. This recovered enthalpy is called recovery enthalpy (\( \Delta_{rec}H \)) and is assumed to be equal and opposite to \( \Delta_rH \) [29]. This recovery event is represented by the dashed line C in Fig.1.2.

The decay (relaxation) function can then be described by the following equation:

$$\phi(t) = 1 - \frac{\Delta_rH(t)}{\Delta_rH(\infty)}$$  \hspace{1cm} \text{Eq.1.9}

where \( \Delta_rH(t) \) and \( \Delta_rH(\infty) \) are relaxation enthalpy at times \( t \) and \( \infty \) (infinity), respectively. \( \Delta_rH(\infty) \) can be calculated from the \( T_g \), the annealing temperature (\( T_o \)) and heat capacity change (\( \Delta C_p \)) at \( T_g \) [23]:

$$\Delta_rH(\infty) = (T_g - T_o) \cdot \Delta C_p$$  \hspace{1cm} \text{Eq.1.10}
By conducting several measurements at different time points, $\phi(t)$ can be plotted against time and the resulting plot is then fitted to the KWW equation (Eq.1.7) by nonlinear regression analysis to obtain relaxation time constants $\tau$ and $\beta$.

In DSC studies, the samples are initially heated across their $T_g$ to standardise their thermal history which offers reliable measurement of $\Delta, H(t)$. However, a major drawback of this method is its insensitivity to small relaxation enthalpies which is a common issue since relaxation processes tend to be very slow. To get around this issue, samples are usually annealed for long periods, which renders such measurements lengthy and tedious.

### 1.9.2. Enthalpy relaxation measurement by IMC

When an amorphous material relaxes in an isothermal microcalorimeter, the change in enthalpy relaxation as a function of time (i.e. $d(\Delta, H)/dt$) is directly recorded. The calorimetric power-time data can then be described as follows [23]:

$$P = \frac{d\Delta, H}{dt} = \Delta, H(\infty) \cdot \frac{d\phi(t)}{dt}$$  \hspace{1cm} \text{Eq.1.11}

which can take the following final form if $d\phi(t)/dt$ is replaced by the time derivative of the KWW equation:

$$P = \Delta, H(\infty) \cdot \left( \frac{\beta}{\tau} \right) \cdot \left( \frac{t}{\tau} \right)^{\beta-1} \cdot \exp \left[ -\left( \frac{t}{\tau} \right) ^\beta \right]$$  \hspace{1cm} \text{Eq.1.12}

This equation is then used to fit the calorimetric data by least-squares minimisation in order to derive relaxation parameters [27].

However, one has to be aware of the shortcomings of Eq.1.12. At very short times (i.e. when $t$ approaches 0), a non-physical value of infinity is obtained for $P$ [27]. Another
mathematical expression, known as the modified stretched exponential equation (MSE, Eq.1.13), can then be reproduced in this case [27].

\[
\phi(t,T) = \exp \left[ - \left( \frac{t}{\tau_0(T)} \right) \left( 1 + \frac{t}{\tau_1(T)} \right)^{\beta-1} \right]
\]  

Eq. 1.13

In this equation β keeps the same meaning as in the KWW equation. \(\tau_0\) and \(\tau_1\) are relaxation time constants. \(\tau_1\) can be used to evaluate the time limit of the KWW equation, i.e. the time before which the KWW equation is not applicable as will be explained below:

- When \(t \ll \tau_1\), Eq. 1.13 becomes:

\[
\phi(t,T) = \exp \left( - \frac{t}{\tau_0(T)} \right)
\]  

Eq. 1.14

The time derivative of this (non-stretched) exponential equation is finite, and hence applicable to fit calorimetric data [27].

- At longer times, when \(t \gg \tau_1\), the MSE expression in fact becomes mathematically equivalent to the KWW equation, and it can be written as:

\[
\phi(t,T) = \exp \left[ - \left( \frac{t}{\tau_D(T)} \right)^\beta \right]
\]  

Eq. 1.15

where \(\tau_D\) is a time constant that can be considered equivalent to the \(\tau\) (time constant) expressed in the KWW equation. \(\tau_D\) can be obtained from both \(\tau_0\) and \(\tau_1\) and \(\beta\) as follows:

\[
\tau_D = \left( \tau_0 \tau_1 \right)^{\beta-1}
\]  

Eq. 1.16
When the MSE model is used to describe isothermal microcalorimetric data, the time derivative should be employed for data fitting:

\[ P = \frac{\Delta H}{\tau_0} \left( 1 + \frac{\beta t}{\tau_1} \right) \left( 1 + \frac{t}{\tau_1} \right)^{\beta-2} \exp \left[ -\left( \frac{t}{\tau_0(T)} \right) \left( 1 + \frac{t}{\tau_1(T)} \right)^{\beta-1} \right] \]  

Eq. 1.17

The high sensitivity of IMC offers the advantage of monitoring and assessing relaxation processes at low storage temperatures. Unlike DSC, IMC also provides extensive data points, which enhances the accuracy of the fitting process.

An important issue that can be encountered with IMC, but not with DSC, is controlling the thermal history of samples. This effect is greater as relaxation increases. This dictates very careful sample handling in order to obtain reproducible data [23].

1.10. Polyamorphism

Polyamorphism refers to the idea of the existence of more than one amorphous form of the same material. The real meaning of the phenomenon implies that one polyamorph can revert to another through a first order transition [20]. This phenomenon has not been shown to exist for organic materials [5]. However, the term polyamorphism has been used inappropriately to refer to amorphous states obtained via different preparation routes or of different thermal histories [20]. These states are still related through relaxation phenomenon and not separated with a first order transformation and hence are not real polyamorphs [20].

1.11. Water interaction with the amorphous state

The amorphous state is known to show greater affinity to water than the crystalline counterpart [30]. Ahlqvist and Taylor [18] have shown that water molecules have no
fixed interaction sites with the solid molecules. Unlike the crystalline materials which mainly adsorb water, amorphous materials absorb water and the amount of sorbed water is dependent on the total mass of the material [30]. Sorption is a term which encompasses both the adsorption (interaction on the surface) and absorption (interaction with the bulk) phenomena [31]. It is speculated that the disordered nature of the amorphous state allows it to dissolve water molecules within its bulk [30]. As a result, if a small amount of amorphous material is present in a predominantly crystalline matrix, water will be localised preferentially in the amorphous regions which will have greater water content than the total crystalline matrix. This can lead to detrimental effects on product performance since water is a potent plasticiser and can induce crystallisation of the amorphous regions or enhance chemical reactivity [30].

1.12. Water as a plasticiser

A plasticiser is an additive which results in lowering the $T_g$ of a material, whereas an additive that results in increasing the $T_g$ of material is referred to as an antiplasticiser [32].

Water is known to be a potent plasticiser for amorphous materials [32]. The water content of an amorphous pharmaceutical product should therefore be controlled since amorphous materials tend to absorb water vapour readily. The plasticising effect of water can be generally described by the Gordon-Taylor model (Eq.1.19) [32].
The Gordon-Taylor equation describes the relationship between the $T_g$ of a mixed amorphous system and its composition. This model is based on the assumption that there is a perfect additivity of the free volumes of the two components and the absence of specific interactions between the two components. An amorphous solid containing water can be considered as a mixed amorphous system. Fig. 1.4 represent a schematic illustration of the effect of water content on the $T_g$ of the wet solid, which is represented by the solid line that joins the $T_g$ of the solid with the $T_g$ of water. Water has a low $T_g$ (135K) and as its concentration increases within the solid, the more it depresses the $T_g$ of the wet solid material [30]. An important consequence of this is the depression of the $T_g$ to temperatures near, or below, the processing or storage temperature. In this case the material will transform from the glassy (solid) state to the rubbery state leading to changes in the physical properties of the material [30]. Moreover, the presence of water within an amorphous matrix can greatly increase molecular mobility to the extent that spontaneous crystallisation is induced [33]. This has been the basis for the use of

$$T_{gmix} = \frac{w_1 T_{g1} + K w_2 T_{g2}}{w_1 + K w_2} \quad \text{Eq.1.19}$$

where:

- $T_{gmix}$ is the $T_g$ of the water-solid mixture
- $T_{g1}$ is the $T_g$ of component 1 (water)
- $T_{g2}$ is the $T_g$ of the component 2 (solid)
- $w_1$ is the weight fraction of component 1 (water)
- $w_2$ is the weight fraction of component 2 (solid)
- $K$ is a constant measured from the free volume of component 1 and component 2
gravimetric and perfusion calorimetric techniques to measure the amorphous content in predominantly crystalline powders [34, 35].

Figure 1.3: Schematic illustration of the effect of water on the Tg of an amorphous material (reproduced from Ref [30]).

1.13. Crystallisation from the amorphous state

As mentioned earlier, the amorphous state is thermodynamically unstable and has high molecular mobility. As a result, an amorphous material is prone to spontaneous crystallisation to attain the thermodynamically stable (crystalline) state [12]. A good understanding of the crystallisation phenomenon is important since this process needs to be promoted (in the case of unintentionally introduced amorphisation during
processing) or inhibited (in the case of intentional production of amorphous state) in a controlled manner. This phenomenon still represents a subject for ongoing research since different factors contribute to it. Crystallisation from the amorphous state, like crystallisation from the melt, is the consequence of two independent phenomena, nucleation and crystal growth [4, 12].

Nucleation is the first step in the crystallisation process and it involves the formation of stable molecular assemblies known as nuclei from which crystals can grow [2]. In primary nucleation, nuclei are formed in the bulk (homogeneous nucleation) or they form around a foreign body present in the system (heterogeneous nucleation) [36]. Secondary nucleation takes place after primary nucleation and it involves the formation of nuclei from existing crystals [2]. An interface is formed between the amorphous (or liquid) region and the stable nuclei. Crystal growth then takes place by transporting the material to this interface and as the molecule is integrated into the crystal heat of crystallisation is taken away [36]. Nucleation and crystal growth are two separate phenomena and each is described by certain independent models. However, difficulties in characterising each process independently has resulted in most studies considering the effect of both processes [12].

The overall crystallisation process is usually described using solid-state mathematical models. Some of these models were developed based on certain mechanistic assumptions, whereas other models are empirical and only provide mathematical descriptions of solid-state reactions without mechanistic information [37]. The choice of a model that best describes a solid-state reaction should be supported by complementary techniques such as spectroscopy and x-ray powder diffraction [37].

The rate of a solid-state reaction (da/dt) can be described by the following equation:
\[
\frac{d\alpha}{dt} = Ae^{-(\frac{E_a}{RT})} f(\alpha) \quad \text{Eq.1.20}
\]

where \( A \) is the pre-exponential factor, \( E_a \) is the activation energy, \( T \) is absolute temperature, \( R \) is the gas constant, \( f(\alpha) \) is the reaction model and \( \alpha \) is the conversion fraction [37].

At isothermal conditions, \( Ae^{(E_aRT)} \) is constant and it will be replaced by the constant \( k \) and Eq.1.20 becomes [38]:

\[
\frac{d\alpha}{dt} = kf(\alpha) \quad \text{Eq.1.21}
\]

There are two different ways by which solid-state reaction models are classified. The first one depends on the graphical shape of their isothermal curves (\( \frac{d\alpha}{dt} \) versus \( \alpha \)); four different shapes can be observed: acceleratory, deceleratory, constant and sigmoidal (Fig.1.5) [37]. The second classification method is based on the mechanistic assumptions made to construct the model. There are four main types of mechanistic models. These are nucleation models, geometrical contraction models, diffusion models and reaction-order models. The mathematical expressions for these models are summarised in Table 1.2.
Figure 1.4: Isothermal $\frac{da}{dt}$ as a function of time for solid-state reactions: data simulated with a rate constant of 0.049 min$^{-1}$ (a) acceleratory; (b-d) deceleratory; (e) constant; (f) sigmoidal (reproduced from Ref[37]).
Table 1.2: Summary of solid-state reaction models (reproduced from Ref [37]).

<table>
<thead>
<tr>
<th>model</th>
<th>$f(\alpha)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Nucleation models</strong></td>
</tr>
<tr>
<td>power law (P2)</td>
<td>$2\alpha^{1/2}$</td>
</tr>
<tr>
<td>power law (P3)</td>
<td>$3\alpha^{2/3}$</td>
</tr>
<tr>
<td>power law (P4)</td>
<td>$4\alpha^{3/4}$</td>
</tr>
<tr>
<td>Avrami-Erofeyev (A2)</td>
<td>$2(1 - \alpha)[-\ln(1 - \alpha)]^{1/2}$</td>
</tr>
<tr>
<td>Avrami-Erofeyev (A3)</td>
<td>$3(1 - \alpha)[-\ln(1 - \alpha)]^{2/3}$</td>
</tr>
<tr>
<td>Avrami-Erofeyev (A4)</td>
<td>$4(1 - \alpha)[-\ln(1 - \alpha)]^{3/4}$</td>
</tr>
<tr>
<td>Prout-Tompkins (B1)</td>
<td>$\alpha (1 - \alpha)$</td>
</tr>
<tr>
<td></td>
<td><strong>geometrical contraction models</strong></td>
</tr>
<tr>
<td>contracting area (R2)</td>
<td>$2(1 - \alpha)^{1/2}$</td>
</tr>
<tr>
<td>contracting volume (R3)</td>
<td>$3(1 - \alpha)^{2/3}$</td>
</tr>
<tr>
<td></td>
<td><strong>diffusion models</strong></td>
</tr>
<tr>
<td>1-D diffusion (D1)</td>
<td>$1/(2\alpha)$</td>
</tr>
<tr>
<td>2-D diffusion (D2)</td>
<td>$-1/\ln(1 - \alpha)$</td>
</tr>
<tr>
<td>3-D diffusion-Jander (D3)</td>
<td>$[3(1 - \alpha)^{2/3}] / [2(1 - (1 - \alpha)^{1/3})]$</td>
</tr>
<tr>
<td>Ginstling-Brounshtein (D4)</td>
<td>$3/[2((1 - \alpha)^{-1/3} - 1)]$</td>
</tr>
<tr>
<td></td>
<td><strong>reaction-order models</strong></td>
</tr>
<tr>
<td>zero-order (F0/R1)</td>
<td>1</td>
</tr>
<tr>
<td>first-order (F1)</td>
<td>$(1 - \alpha)$</td>
</tr>
<tr>
<td>second-order (F2)</td>
<td>$(1 - \alpha)^2$</td>
</tr>
<tr>
<td>third-order (F3)</td>
<td>$(1 - \alpha)^3$</td>
</tr>
</tbody>
</table>
1.14. Factors affecting crystallisation from the amorphous state

Crystallisation from the amorphous state is a complex phenomenon and different factors play a role in determining the onset and rate of crystallisation and types of polymorphs that emerge as a result of the process. Bhugra and Pikal [12] carried out a survey of the different studies that examined this subject; the authors identified certain factors that control crystallisation from the amorphous state as summarised below:

1.14.1. Thermodynamic factors

The thermodynamic driving force for crystallisation is described by Eq.1.22 [12]:

\[ \Delta \mu(T) = \int_T^{T_m} \left[ \frac{\partial \Delta \mu(T)}{\partial T} \right] dT = - \int_T^{T_m} \Delta S(T) dT \]

where:

- \( \Delta \mu \) is the difference in the chemical potential between the crystalline and amorphous phase
- \( \Delta S \) is the difference in the molar entropies between the crystalline and amorphous (supercooled) phase
- \( T \) is the temperature
- \( T_m \) is the melting temperature

Eq.1.22 suggests that the free energy change between the crystalline and amorphous (supercooled) phases is a significant parameter in controlling the crystallisation process [12]. Studies regarding the effect of configurational entropy on crystallisation came to contradictory conclusions. Zhou et al [39] found that amorphous materials of lower configurational entropy showed a greater tendency to crystallise since their molecules are in a better position to re-pack. On the other hand, in their study on four different hexitols Siniti et al [40] found that compounds that have lower heat of melting (hence lower entropy) formed more stable glasses.
Carpentier et al [41] identified that the interfacial energy, which reflects molecular conformations, is an important thermodynamic factor in determining the crystallisation tendency of four different pentitols.

1.14.2. Effect of additives

The addition of an excipient to the amorphous matrix can influence the different factors that determine the crystallisation process. Excipients can affect the stability of an amorphous matrix through either physical or chemical interactions with the API [12]. Physical interactions include plasticisation or antiplasticisation effect where the excipient impacts upon the Tg of the system and hence its molecular mobility [12]. The excipient may also act as a diluent or accumulate at the crystal-glass interface. Chemical interactions are mainly represented in the formation of hydrogen bonds between the excipient and the API and hence affecting the intermolecular interactions between the API molecules that can be important in initiating nucleation [12].

1.14.3. Kinetic factors (molecular mobility)

Several research studies have focused on determining the correlation between molecular mobility of the amorphous pharmaceuticals and crystallisation. It was demonstrated that some pharmaceuticals show partial coupling between structural (or α) relaxation and crystallisation rate, whereas other amorphous drugs showed complete coupling [12, 42]. For example, in a study carried out by Masuda et al [43] the molecular mobility of amorphous indomethacin and salicin was assessed using $^{13}$C NMR spectroscopy; it was found that salicin had multiphasic and a shorter relaxation time compared with indomethacin. This was speculated to be the reason for greater tendency of salicin to crystallise.
\(\beta\)-relaxation is also speculated to correlate with crystallisation, particularly with nucleation since \(\beta\)-mobility is a measure of local and fast molecular motions and nucleation requires molecules in the proper orientation, which \(\beta\)-mobility can provide [12]. This was demonstrated experimentally for a drug denoted as SSR by correlating both modes of relaxation (\(\alpha\) and \(\beta\)) to crystallisation kinetics above \(T_g\) [44]. \(\beta\)-relaxation was found to provide a better correlation.

1.14.4. Effect of sample preparation method
The four different routes to prepare amorphous materials (quench cooling, condensation from the vapour state, precipitation from solution and mechanical disruption of the crystal lattice) result in exposing the glass to different thermal histories and different levels of mechanical stress [12]. Thermal history affects molecular mobility, whereas mechanical stress can result in the creation of nucleation sites. As a result, glasses of the same material prepared by different methods will have different crystallisation profiles [12].

1.15. Aims
The amorphous state has become part of pharmaceutical research as it can offer some advantages to product performance. A significant part of the research in this field has focused on the stability of this solid state. Relaxation and crystallisation represent the main manifestations of amorphous state instability. These two phenomena have been explored using different analytical techniques including thermal techniques. IMC is a thermal technique that has several advantages that can be exploited to assess the stability of amorphous pharmaceuticals. IMC has better sensitivity than the standard DSC technique. For example, a typical isothermal heat conduction microcalorimeter
such as the TAM (Thermal Activity Monitor, TA Instruments) is 10,000 fold more sensitive than a standard DSC [45]. IMC can be used to directly monitor any chemical or physical changes through continuous capturing of heat change during these processes. This is because heat change is a universal phenomenon that accompanies all chemical and physical processes (with very few exceptions) [22]. The technique does not provide any molecular information directly but this can be deduced by fitting the calorimetric output to mathematical models that describe the process. This requires prior knowledge about the process being monitored. However, as multiple processes occur simultaneously the calorimetric output will reflect the total heat change without distinguishing between the different processes. This renders calorimetric data analysis problematic. This thesis focuses on exploring some aspects of amorphous state stability using mainly IMC.

Structural relaxation is widely assessed through enthalpy relaxation using thermal techniques, namely DSC and IMC. There are, however, contradicting results in the literature regarding the enthalpy relaxation studies with DSC and IMC as will be explained in Chapter 3. The first section of Chapter 3 attempts to address this issue via carrying comparative enthalpy relaxation studies with both techniques using amorphous indomethacin as a model system.

Most enthalpy relaxation studies have focused on single-phase systems. However, amorphous pharmaceutical formulations may consist of more than one amorphous phase. The second section of Chapter 3 discusses the feasibility of using IMC to assess the relaxation of two-phase amorphous systems.
Physical properties, which determine physical stability, are dependent on different factors such as the preparation method and thermal history. Some pharmaceutical materials exist in more than one isomeric form. Whether such minor chemical differences can affect the physical properties in the amorphous state was investigated in Chapter 4. Amorphous lactose, which has two anomeric forms, was used as a model pharmaceutical material.

Crystallisation from the amorphous state is another major stability concern for pharmaceutical formulators. A good understanding of the crystallisation phenomenon is therefore required to better control and predict the behaviour of the amorphous form.

Crystallisation from the amorphous state can be described by solid-state reaction models including the universal Sestak-Berggren equation which is described in Chapter 5. The use of IMC to analyse solid-state reactions has been restricted as the parameters of the Sestak-Berggren equation are not usually integral and hence cannot be manipulated to describe calorimetric output directly [22]. Chapter 5 discusses a new calculation approach to analyse calorimetric data for a crystallising drug. The crystallisation of amorphous indomethacin below $T_g$ was used as a model system.

The calculation method described in Chapter 5 is only valid when the amorphous material crystallises to one polymorph. If more than one polymorph emerges, a different analysis approach should be adopted. This will be discussed in Chapter 6. This Chapter also explored the effect of preparation method on the crystallisation profile of amorphous indomethacin above its $T_g$. 
In summary, the overall aims of this thesis are to;

- compare enthalpy relaxation profiles for a hydrophobic drug using IMC and DSC.
- explore the feasibility of using IMC to assess enthalpy relaxation for two-phase amorphous systems.
- explore the effect of the anomeric composition of amorphous lactose on some aspects of its physical properties.
- develop a calculation method to determine the reaction parameters for solid-state reactions using IMC.
- assessment of complex crystallisation processes with IMC
- explore the effect of the preparation method on the crystallisation process of amorphous indomethacin above $T_g$ using IMC.
2) Chapter 2: *Materials and Methods*
2.1 Materials

All materials were used as received unless otherwise stated.

*Table 2.1: List of materials used with supplier and grade.*

<table>
<thead>
<tr>
<th>Material</th>
<th>Supplier</th>
<th>Purity/ Grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sucrose</td>
<td>Sigma, UK</td>
<td>HPLC grade, ≥ 99.5%</td>
</tr>
<tr>
<td>Anhydrous Lactose</td>
<td>Sigma, UK</td>
<td>Ph Eur grade</td>
</tr>
<tr>
<td>α-lactose monohydrate</td>
<td>Merck Sharp and Dohme, UK</td>
<td>-</td>
</tr>
<tr>
<td>Indomethacin</td>
<td>Molekula, UK</td>
<td>100.2%</td>
</tr>
<tr>
<td>Talc</td>
<td>VWR Internationals, UK</td>
<td>Extra Pure</td>
</tr>
<tr>
<td>Indium</td>
<td>Sigma, UK</td>
<td>99.999%</td>
</tr>
<tr>
<td>Acetone</td>
<td>Fisher Scientific, UK</td>
<td>99%</td>
</tr>
</tbody>
</table>

2.2. Methods

2.2.1. Preparation of amorphous lactose and sucrose using spray-drying

2.2.1.1. Introduction

Spray drying is a technique widely used to dry and form pharmaceutical particles. By controlling the spray drying conditions, one can optimise particle properties such as bulk density, moisture content and morphology [46].
In a spray drying process, a feed solution is introduced to an atomiser to form spray droplets. These are then introduced to a drying chamber where they come into contact with hot air. The drying process is monitored via controlling the temperature and the airflow. As the dried particles leave the drying chamber, they become separated from the drying gas using a cyclone to collect the main powder fraction. Very small particles are collected using a filter bag [46]. A schematic for the main parts of an open-mode spray dryer like the one used for this work is illustrated in Fig.2.1.

![Schematic for an open-mode spray dryer](image)

*Figure 2.1: Schematic for an open-mode spray dryer (adapted from [46]).*

### 2.2.1.2. Experimental

*Preparation of amorphous sucrose:*

A 12% w/w sucrose solution was prepared by dissolving the sugar in distilled water : acetone (3 : 2) solvent system. The solution was then spray-dried using an SD Niro (GEA Niro, Denmark) spray-dryer, employing the following spray-drying parameters:
- inlet temperature: 90°C,
- outlet temperature: 56 °C,
- chamber gas flow: 30 kg/h,
- atomising gas flow: 2.5 kg/h.

Preparation of amorphous lactose:

Lactose was dissolved in water and the resulting suspension was heated to 60°C and stirred to allow complete dissolution. After cooling the solution, a defined volume of acetone was added to the solution so that a solvent system of water: acetone (3:2) was obtained. The solution was then spray-dried using the same parameters used for sucrose as described above.

Spray-dried samples were collected from the collection bottle and cyclone then stored at -20°C until further use.

2.2.2. Preparation of amorphous lactose with ball milling

2.2.2.1. Introduction

Mechanical activation of a crystalline mass is one of the methods used to produce the amorphous state [4]. This could be achieved using ball milling. The ball mill used in this work was a planetary ball mill (Fritsch pulverisette 5). In this type of ball mill pots are installed on a rotating disc (Fig.2.2). The milling process is based on rotating the disc and the pots separately and simultaneously at a high speed [47]. Large ball impact energy is then created due to the strong and violent movement of the balls in the pots. This created energy results in fracturing the powder crystalline particles along natural fault lines leading to particle size reduction [48]. When these natural fault lines are
exhausted, the imparted mechanical energy results in creation of surface dislocations and eventually the amorphisation of the material [48].

Figure 2.2: Principle of a planetary ball mill (reproduced from manual of Pulverisette 5, Fritsch).

2.2.2.2. Experimental

Ball milling was performed using a Fritsch pulverisette 5 planetary mill. 2.5 g of crystalline lactose was loaded in a 250mL ZrO2 jar with 44 balls (Φ = 15mm). Amorphous β-lactose was prepared using crystalline anhydrous β-lactose. Amorphous α-lactose was prepared using thermally dehydrated α-lactose monohydrate. Thermal dehydration was carried out at 150°C for 30 min. Crystalline lactose was loaded in the jar which was then flushed with dry nitrogen gas and sealed with parafilm M inside the glove bag (at ≤5% RH) in order to minimise hydration of powder during the milling process. Milling was carried out at 300rpm for 8 hours. Milled samples were then
removed from the jar in the glove bag (at ≤5% RH) and passed through a 125µm sieve then stored at -20°C until further use.

2.2.3. Isothermal microcalorimetry

2.2.3.1. Introduction

Calorimetry refers to measurement of heat change during a process. Mostly all processes that occur in nature result in a proportional change in heat. This, in theory, has made calorimetric measurements applicable to any kind of chemical or physical reaction [22].

Isothermal calorimeters, as opposed to temperature scanning calorimeters, operate at a constant temperature [49]. These allow the monitoring of drug/formulation behaviour for a certain period of time at a certain temperature. The latter can be ambient temperature thanks to the development of highly sensitive calorimeters (known as microcalorimeters), which can detect thermal changes down to 0.1µW. The measurement of heat output (q in Joules, J) allows the derivation of thermodynamic data like enthalpy changes and Gibbs energies. Kinetic information can also be obtained as all isothermal calorimeters measure heat change as a function of time, known as heat flow (dq/dt in Js⁻¹ or Watts, W) [50].

Isothermal microcalorimeters can be divided into three main types based on the measurement method:

- **Power compensation calorimeters**: in these calorimeters the heat change that results from a process is compensated for by introducing electrical energy either to remove heat (in the case of exothermic output) or to add heat (for an endothermic output). This approach both ensures isothermal conditions in the calorimetric vessel
and allows the measurement of process power output since the latter is equal and opposite to the electrical power supplied [49].

- **Adiabatic calorimeters**: in the ideal scenario with these calorimeters, the calorimetric vessel is thermally isolated from the surroundings. Any change in its temperature will therefore result from changes occurring in the sample. The power output is the product of temperature change and the heat capacity of the vessel plus the sample. However, a more practical approach is to use semi-adiabatic calorimeters and any heat exchange with the surroundings is usually accounted for [50].

- **Heat conduction calorimeters**: these are the most commonly used of the three types [49] and this type was used for all the isothermal calorimetric measurements in all the studies described in this thesis.

### 2.2.3.2. Operating principle of heat conduction microcalorimetry

In a heat conduction calorimeter, the sample vessel is surrounded by a heat sink (usually a metal block). As a reaction takes place within the sample vessel, the heat absorbed (or evolved) results in temperature change within the vessel. A temperature gradient is then created between the vessel and the heat sink leading to heat transfer between the two media [22]. This heat transfer is detected by an array of thermocouples (a thermopile) positioned between the vessel and the heat sink. Thermocouples are characterised by their ability to generate an electrical voltage ($U$) when a temperature gradient exists between their endings. This voltage is proportional to the temperature gradient created [49]. The output power ($P$) recorded, which is also determined by the temperature gradient, can therefore be defined as:

$$ P = \frac{dq}{dt} = \varepsilon U \quad \text{Eq.2.1} $$
where $\varepsilon$ is a proportionality constant that can be identified by electrical calibration [22].

The time integral of Eq. 2.1 gives the heat output ($q$) from the calorimeter (Eq. 2.2).

$$q = \varepsilon \int U dt$$  \hspace{1cm} \text{Eq. 2.2}

With most heat conduction microcalorimeters, the twin (or differential) design is adopted. In this design the calorimeter consists of two identical vessels: one for reaction measurements (sample vessel) and the other contains an inert material which should match the sample in heat capacity, heat conductance and weight [49]. The thermopiles on the sides of the two vessels are placed in opposition. This ensures the cancellation (or minimisation) of any environmental noise affecting both vessels so that only the thermal output from the reaction is recorded [51].

From this brief description of the operating principle of isothermal heat conduction microcalorimetry, it appears that this highly sensitive technique is in fact fairly simple and unlike many other techniques there is no need for sample pre-treatment for analysis i.e. there is no loss of the sample’s physical or chemical characteristics prior to measurement. Sample analysis at controlled conditions (e.g. relative humidity and light intensity) can now be conducted thanks to recent developments in microcalorimeter design [22]. The non-specificity of the calorimetric measurements has attracted researchers from different fields in the recent era to characterise their systems by looking at their thermal behaviour at isothermal conditions. Most of these studies, however, remained qualitative rather than quantitative. The reason for this leads to pointing out the main limitation of IMC, which is the universal nature of heat [50]! In a typical pharmaceutical formulation, for instance, the drug and the excipients can be degrading both chemically and physically. There is also the potential for the different components to interact. All these events collectively contribute to the heat flow.
recorded in the microcalorimeter. Getting quantitative information from such a signal represents, in effect, a real challenge. Recent efforts in this field have focused on introducing different methods in an attempt to address this issue.

2.2.3.3. Quantitative analysis of calorimetric data

The main methods used to derive quantitative information from calorimetric data, briefly, are:

- **Empirical fitting:** this approach relies on finding an empirical equation that can simply fit the data without describing the actual process. The main information that such analysis can offer is how far a process has proceeded [52].

- **Kinetic modelling:** in many cases, the mechanism of the process is known and can be described by a mathematical model. This model can be manipulated to obtain an equation that can fit the calorimetric data for the process in question. The reaction parameters can be obtained by importing the data into a mathematical software which can conduct an iterative procedure to find the best fit. The application of this method was demonstrated to be successful for the analysis of relatively simple and well-defined processes [52, 53].

- **Direct calculation:** this method also requires prior knowledge about the reaction mechanism. Different calculations derived from both the calorimetric equation that describes the data and the heat flow curve are conducted to determine accurately the reaction parameters. This was first introduced by Beezer et al [54] to analyse solution phase reactions and later work was carried out to investigate its applicability to solid-state reactions [55].

- **Chemometrics:** this was recently introduced in response to the fact that all the previous methods fail when a certain degree of complexity is introduced to the data.
Preliminary work [56] using simulated data has shown that principal component analysis (PCA) can be used to identify the different events occurring simultaneously in a complex system and which all contribute to the calorimetric signal.

2.2.3.4. Experimental

A 2277 Thermal Activity Monitor (TAM, TA Instruments) was used for all isothermal microcalorimetric measurements at different temperatures as specified in the following relevant chapters.

Both the sample and reference ampoules were loaded into the TAM twin channels and were first kept at the equilibrium position for 30 minutes. At this position the ampoules were not in contact with the thermocouples but were well placed within the thermostatted water bath, which allowed the sample and reference ampoules to reach the desired experimental temperature. Afterwards, both ampoules were lowered slowly to the measuring position where they were in full contact with the thermocouples and heat flow data recording could be initiated. Power-time data generated in the TAM were recorded via the dedicated software package Digitam 4.1. A minimum of three measurements for each system were carried out.

Before starting the actual experiment, the TAM was first electrically calibrated. Both the sample and reference channels were loaded with a predefined amount of the reference material, which was talc in all the experiments. After adjusting the baseline to zero, an electrical current of certain magnitude was passed through heater resistors placed below the ampoules. This generated a well-defined heat flow and the full scale level was adjusted according to the magnitude of this heat flow.
2.2.4. Calorimetric data analysis

Power-time data corresponding to the first two hours were discarded from each data set to ensure all data used for analysis were free from disturbances that result from lowering the ampoules. The time axis was adjusted by adding the time period (30 minutes) during which the sample was held in the equilibration position. By doing this, it was assumed that the monitored process started when the sample was put in the TAM. Data fitting to relevant models was performed using the iterative non-linear curve fitting tool in Origin 7.0, Microcal Software Inc.

2.2.5 Differential scanning calorimetry (DSC)

2.2.5.1. Introduction:

Out of all the thermal techniques, DSC is the most widely used method to analyse pharmaceutical materials. Generally, the material is heated or cooled over a certain temperature range. As the material undergoes a thermal event, a change in temperature or energy is recorded. A wide range of thermal events can be detected with DSC including melting, crystallisation, glass transition and chemical degradation [57]. The technique is characterised by its simplicity and rapidity. Moreover, it requires a small size and provides a wide temperature range (-120 to 600°C) for sample characterisation.

DSC instrumentation can be divided into two types. In the first type, known as heat flux DSC (Fig.2.3), the sample crucible and the empty reference crucible are both placed in the same furnace (denoted as A in Fig.2.3). The crucibles are in a close contact with two thermocouples (denoted as B in Fig.2.3) connected in opposite directions. A temperature difference between the two crucibles results in the development of a voltage from the thermocouple pair.
Heat flow from the furnace to each crucible is described by the following equation:

\[ \frac{dQ}{dt} = \frac{\Delta T}{R} \]  

Eq. 2.3

where \( Q \) is heat, \( t \) is time, \( \Delta T \) is temperature difference between the furnace and the crucible and \( R \) is the thermal resistance of the heat path between the furnace and the crucible [57].

Differences in temperature between the sample crucible and reference crucible result in differences in heat flow and this reflects changes in the sample properties.

\[ \begin{array}{c}
\text{Sample} \\
A & \text{B} \\
\text{B} & \text{Reference}
\end{array} \]

Figure 2.3: A schematic diagram of a heat flux DSC. \( A = \text{furnace}, B = \text{thermocouple} \) (reproduced from Ref [57]).

The other instrumentation DSC type is referred to as power compensation DSC and is represented schematically in Fig.2.4. In this type the sample and reference crucibles (denoted as B in Fig.2.4) are heated by two separate furnaces (denoted as A in Fig.2.4). The furnaces are programmed to keep the two crucibles at the same temperature. As the sample goes through a thermal event, a difference in power supply from the furnaces to
the crucibles is recorded. This power difference then reflects changes in samples properties [57].

Figure 2.4: A schematic diagram for power compensation DSC. A = furnaces, B = sample and reference crucibles, C = sample and reference platinum resistance thermometers (reproduced from Ref [57]).

When the temperature programme used to heat or cool the sample is linear as shown in Fig. 2.5, the technique is referred to as conventional DSC.

2.2.5.2. Experimental

A Pyris 1 DSC (PerkinElmer Instruments, Beaconsfield, UK) connected to a cooling unit (Intracooler IIIP, PerkinElmer Instruments) was used for conventional DSC measurements. The DSC cell was purged with dry nitrogen at a flow rate of 20cm$^3$/min. Temperature and enthalpy calibration was performed using Indium standard. The specific heating programme used will be described in the experimental sections of results chapters.
2.2.6. Modulated temperature DSC (MTDSC)

2.2.6.1. Introduction

Modulated temperature DSC was introduced in the early 1990's. It is characterised by the use of a sinusoidal or modulated heating programme instead of the linear heating or cooling ramp used in conventional DSC [57] as illustrated in Fig.2.5. The temperature profile in the two types of DSC is illustrated in Fig.5. MTDSC allows deconvolution of total heat flow to two separate components. The first component is heat flow arising from contribution of sample heat capacity ($C_p$) and is referred to as *reversing* heat flow. The second component (*non-reversing* signal) results from any other kinetic event a sample undergoes [57].

Three different elements characterise the temperature profile in a MTDSC as described in following equation (Eq.2.4) [58]:

$$T = T_0 + at + A \sin \left(2\pi t/p\right)$$

Eq.2.4

where $T$ is temperature, $T_0$ is starting temperature, $a$ is underlying heating rate, $t$ is time and $p$ is the period of oscillation.

MTDSC offers some benefits over conventional DSC. For example, it allows accurate measurement of heat capacity, separation of overlapping events such as glass transition and accompanying relaxation endotherm. However, the technique also has some disadvantages such as the use of slow heating rates (typically $2^\circ$/min) and the need to optimise different parameters to obtain reliable data [57]. For examples, it should be ensured that there are at least six modulations through the event of interest in order to be able to deconvolute the signal.
Figure 2.5: Illustration of temperature as a function of time for conventional DSC and modulated temperature DSC (reproduced from Ref [57]).

2.2.6.2. Experimental

Modulated DSC (Q2000, TA Instruments, New Castle, DE) with a refrigerated cooling accessory (RCS) was used to measure glass transition temperature ($T_g$), heat capacity change ($\Delta C_p$) and apparent relaxation enthalpy ($\Delta \alpha H$) for amorphous indomethacin. The modulation parameters were optimised as will be described in Chapter 3. The DSC cell was purged with 50 cm$^3$/min dry nitrogen. The DSC cell was calibrated for temperature and enthalpy using Indium standard ($T_m = 156.61^\circ$C) and for heat capacity using Sapphire Standard. For the relaxation study, indomethacin samples were loaded in non-hermetically sealed pans (TA Instruments) inside the glove bag ($\leq 5\%$ RH) then immediately placed in the DSC cell at $25^\circ$C. The temperature programme was initially optimised as described in Chapter 3 then based on the optimisation results it was decided to use a heating rate of $2^\circ$C/min, amplitude of $0.5^\circ$C and frequency of 60s for the relaxation studies.
2.2.7. X-ray powder diffraction (XRPD)

2.2.7.1. Introduction

XRPD is widely used to distinguish substances of different internal structure. In principle, the powdered material scatters the applied x-rays. The pattern of the scattered x-rays, known as the diffraction pattern, is unique to the internal physical structure. Bragg’s law is used in order to interpret X-ray diffraction as follows:

\[ n\lambda = 2d \sin \theta \]  

Eq. 2.5

where \( n \) is an integer, \( \lambda \) is the wavelength of the x-rays, \( d \) is the interplanar spacing generating the diffraction and \( \theta \) is the diffraction angle [2]. A schematic diagram for an X-ray powder diffractometer is shown in Fig.2.6.

Figure 2.6: Schematic diagram for an X-ray powder diffractometer (reproduced from PANanalytical manual)
2.2.7.2. Experimental

An X-ray diffractometer (Philip PW3710, Holland) was used to carry out XRPD experiments using CuKα radiation with 45 kV voltage and 30 mA current. The powder sample was loaded and flattened on a copper plate then placed in the XRPD detection chamber.

For the characterisation of amorphicity, samples were scanned from 5° to 35° at a scanning speed of 0.50°/min.

For crystallisation kinetics of indomethacin, samples were scanned from 5° to 35° at a scanning speed of 0.25°/min.

2.2.8. Dynamic vapour sorption (DVS)

2.2.8.1. Introduction

In a dynamic vapour sorption instrument, the two pans of a microbalance are contained in two sealed chambers, the sample chamber and the reference chamber. An electronic mass flow controller is connected to each chamber and it allows the control of relative humidity (RH) by mixing dry gas (eg. nitrogen) with moisture-saturated gas in proportions according to the desired experimental RH [59]. A schematic diagram for a DVS instrument is shown in Fig.2.7.
2.2.8.2. Experimental

A humidity-controlled microbalance (DVS, Surface Measurement Systems, UK) was used to determine water sorption isotherms for ball-milled lactose samples at 25°C. The powder sample (about 20mg) was loaded in a quartz DVS flat bottom sample pan then placed in the humidity-controlled chamber. The sample was kept at 0% RH for 800min. Samples were considered to be totally dry when the signal became constant. The RH was then increased to the desired experimental RH for 2000min. The %RH range used was from 5% to 60% in 5% increments. The gas flow in the DVS was set to 200cm³/min.

Figure 2.7: Schematic diagram for a DVS instrument (reproduced from Ref [60]).
2.2.9. Other methods

2.2.9.1. Thermal gravimetric analysis (TGA)

Moisture content of samples was measured using a TGA (Perkin Elmer Instruments, Beaconfield, UK). 10-20 mg of sample was loaded in the measuring pan and scanned from 30-200°C at 20°C/min.

2.2.9.2. Polarised light microscopy

A Nikon light microscope (Macrophot-FXA) was used to examine indomethacin samples. Polarisation was achieved by using polarising filters. TAM ampoules containing indomethacin were placed directly on top of the microscope stage for examination. x4-x10 magnification range was used.

2.2.9.3. High performance liquid chromatography (HPLC)

An HPLC instrument (Agilent Technologies, 1200 Series, USA) was used to verify the purity of quench cooled indomethacin samples. The following method was used (as adapted from the United States Pharmacopeia)

*Mobile phase:* solutions of 0.01M monobasic sodium phosphate and 0.01M dibasic sodium phosphate in acetonitrile and water (approximately 1:1 v/v) were prepared.

*Standard preparation:* an accurately weighed quantity of indomethacin was dissolved in the mobile phase to obtain a solution having a known concentration of about 0.1mg/ml.

*Assay preparation:* 100mg of indomethacin was accurately weighed and transferred to a 100ml volumetric flask. Mobile phase was then used to dissolve the powder and dilute to volume with mixing. 10ml of this solution was transferred to a 100ml volumetric flask and diluted with mobile phase. The detector was set at 254-nm. The flow rate was about 1ml/min.
2.2.9.4. Nuclear magnetic resonance (NMR)

NMR was used to determine the anomeric composition of lactose samples. 10mg of lactose was dissolved in 1ml of deuterated dimethyl sulfoxide (DMSO). This solvent was used as it greatly reduces the rate of mutarotation [61]. Lactose solutions were analysed with NMR spectroscopy (¹H NMR). NMR spectra were obtained using a Bruker Advance 500MHz NMR spectrometer equipped with broadband and triple resonance (¹H, ¹³C and ¹⁵N) inverse probes.

α-lactose shows a doublet at 6.3, whereas β-lactose shows a doublet at 6.6. The anomeric composition was then identified from the ratio of integrated peaks at 6.3 and 6.6 ppm downfield to TMS reference that are due to α-lactose and β-lactose respectively [62].
3) Chapter 3: Isothermal microcalorimetry as a tool to study enthalpy relaxation of pharmaceuticals.
3.1. Introduction

Investigation of structural relaxation has been considered a significant aspect of stability studies of amorphous pharmaceuticals. A relaxing system undergoes continuous structural changes that can affect its physical properties and hence its pharmaceutical performance [4]. Relaxation dynamics are also considered as a direct reflection of molecular mobility which can be coupled to other phenomena (e.g., chemical stability and crystallisation) [27, 63].

Relaxation phenomenon can be studied using different techniques depending on which physical property is being investigated [23]. DSC is one of the most widely used techniques and it is employed in essence to study enthalpy relaxation [23, 27]. In recent years isothermal microcalorimetry (IMC) has been used for the same purpose [27]. Briefly, enthalpy relaxation results from the fact that the amorphous system is thermodynamically out of equilibrium and hence energy is lost in the form of heat in order to attain the equilibrium state. As explained previously in Chapter 1 (Introduction) IMC can measure this heat loss directly whereas DSC measures the energy recovered by a relaxed system as it is heated across its $T_g$ [23]. This difference in investigation principles between the two techniques has presented an incentive to investigate whether DSC and IMC are measuring the same property. The studies carried out for this purpose are not numerous and reveal some contradictory results. In a study by Liu et al [27] DSC and IMC provided reasonably similar enthalpy relaxation profiles for amorphous sucrose. In a different study by Bhugra et al [64] the enthalpy relaxation for two different hydrophobic drugs, indomethacin and ketoconazole, was assessed with IMC and DSC. In this case, the results obtained by the two techniques were significantly different. This was attributed to the possibility that IMC is recording additional modes of molecular motion which the less sensitive DSC cannot capture.
This caused a problem in deciding which data should be coupled to relaxation above $T_g$ obtained by dielectric spectroscopy [64]. Therefore, further research is needed to investigate the origin of this discrepancy between DSC and IMC relaxation results. The first section of this chapter aims at exploring some aspects of this research using amorphous quench cooled indomethacin as a model pharmaceutical material.

IMC being a sensitive and simple experimental technique has only been used, to the best of our knowledge, to study enthalpy relaxation of one-component amorphous systems. These include either pure amorphous APIs and excipients [23, 27, 65-67] or amorphous solid solutions (in which the API is molecularly dispersed within an inert matrix) [68-72]. A pharmaceutical formulation, however, can consist of more than one amorphous component (for instance, if an amorphous excipient is added to a formulation already containing an amorphous API). Two-component amorphous dispersions (or solid suspensions) are another good example. The second section of this chapter explores the feasibility of using IMC to quantify the relaxation of two-component amorphous systems using the model fitting approach.

Isothermal microcalorimetric data (represented as power-time data) resulting from enthalpy relaxation of a one-component amorphous system are usually fitted to a model that describes this process. The most commonly used equations for this particular purpose are the time-derivatives of the Kohlrausch-Williams-Watts (KWW) equation (Eq.1.12) and the modified stretched exponential equation (MSE, Eq.1.17) [23, 27]

In the KWW equation, structural relaxation is characterised by the relaxation time, $\tau$, and the stretch power, $\beta$ [27]. The MSE equation is a modified version of the KWW equation and has been employed for the analysis of microcalorimetric enthalpy relaxation data in order to overcome the inability of the KWW time-derivative to
describe such data as time approaches zero [27]. \( \beta \) holds the same meaning in the MSE equation as in the KWW equation, whereas the equivalent parameter to \( \tau \), known as \( \tau_0 \), is calculated from \( \beta \) and time constants \( \tau_0 \) and \( \tau_1 \) from Eq.1.16 described in Chapter 1.

When two co-existing amorphous components relax at different rates in an isothermal microcalorimeter, the resulting total heat flow should be the linear sum of the power-time data resulting from the two components as they relax separately under the same conditions. The calorimetric data for a two-component amorphous system can be then described by the sum of two relaxation models i.e. KWW\(_1\)+KWW\(_2\) (2-KWW, Eq.3.1) or MSE\(_1\)+MSE\(_2\) (2-MSE, Eq.3.2) (note that in this study all the equations are in the time differential form).

\[
P = m_i \cdot \Delta_r H_{\omega_i} \cdot \left( \frac{\beta_i}{\tau_i} \right) \cdot \left( \frac{t}{\tau_i} \right)^{\beta_i-1} \cdot \exp \left[ \left( \frac{t}{\tau_i} \right)^{\beta_i} \right] 
+ m_{ii} \cdot \Delta_r H_{\omega_{ii}} \cdot \left( \frac{\beta_{ii}}{\tau_{ii}} \right) \cdot \left( \frac{t}{\tau_{ii}} \right)^{\beta_{ii}-1} \cdot \exp \left[ \left( \frac{t}{\tau_{ii}} \right)^{\beta_{ii}} \right]
\]

Eq. 3.1

\[
P = m_i \cdot \frac{\Delta_r H_{\omega_i}}{\tau_{oi}} \cdot \left( 1 + \frac{\beta_i t}{\tau_i} \right) \cdot \left( 1 + \frac{t}{\tau_i} \right)^{\beta_i-2} \cdot \exp \left[ - \left( \frac{t}{\tau_{oi}} \right) \cdot \left( 1 + \frac{t}{\tau_i} \right)^{\beta_i-1} \right]
+ m_{ii} \cdot \frac{\Delta_r H_{\omega_{ii}}}{\tau_{oii}} \cdot \left( 1 + \frac{\beta_{ii} t}{\tau_{ii}} \right) \cdot \left( 1 + \frac{t}{\tau_{ii}} \right)^{\beta_{ii}-2} \cdot \exp \left[ - \left( \frac{t}{\tau_{oii}} \right) \left( 1 + \frac{t}{\tau_{ii}} \right)^{\beta_{ii}-1} \right]
\]

Eq. 3.2

where the subscripts \( i \) and \( ii \) correspond to the two relaxing components of the system.

It is clear that these two models are quite complex and contain many unknown variables. This can impose a great burden on the fitting process since this is usually carried out iteratively. As a result, the best starting point is to test the ability of these
models to recover the correct relaxation parameters for pre-characterised two-component systems. This was achieved initially using simulated calorimetric data. Positive results encouraged us to proceed with real model systems; co-blended amorphous lactose, amorphous sucrose and amorphous indomethacin.

3.2. Aims & Objectives

3.2.1. Section I: the general aim of this section is to compare the relaxation profile of amorphous indomethacin determined by IMC with that determined by DSC.

Objectives:

- Determination of the effect of the preparation method of amorphous indomethacin on its Tg.
- Optimisation of the modulated temperature-DSC parameters to be used to characterise the enthalpy relaxation of amorphous indomethacin at 25°C.
- Characterisation of the enthalpy relaxation profile of amorphous indomethacin with IMC and DSC.

3.2.2. Section II: this section aims at determining the feasibility of quantifying the relaxation behaviour of two-component amorphous systems using isothermal microcalorimetry.

Objectives:

- Assess the ability to recover the correct relaxation parameters for simulated calorimetric data for two-component systems using model fitting approach and explore the effect of varying the difference between the relaxation times of the two phases on the sensitivity of the model used.
• Characterise the relaxation profile of model amorphous pharmaceutical materials (sucrose, lactose and indomethacin) with IMC using the KWW and MSE functions.

• Monitor enthalpy relaxation of physical mixtures of the characterised materials in the isothermal microcalorimeter and assess the ability of the 2-KWW and 2-MSE models to recover the expected relaxation parameters for the two phases.

3.3. Experimental

3.3.1. Materials and methods

3.3.1.1. Section I

3.3.1.1.1. Preparation of amorphous indomethacin

In order to investigate the effect of the preparation method on the thermal history of amorphous indomethacin, the latter was prepared using three different methods:

1. Crystalline indomethacin (= 3mg) was loaded in a hermetic aluminium pan. The sample was heated in the DSC to 15°C above its melting point (175°C) then cooled to sub-ambient temperature (-30°C) at 20 or 100°C/min and eventually heated to 25°C (at 20°C/min) to be annealed inside the DSC for 24h. This sample will be referred to as DSC in-situ sample.

2. Crystalline indomethacin (= 3mg) was loaded in a hermetic aluminium pan. The sample was then melted on a hot plate set at 175°C for 20s then quench cooled with liquid nitrogen. The pan was then annealed at 25°C inside the DSC for 24h. This sample will be referred to as DSC ex-situ sample.
3. Crystalline indomethacin (20mg) was loaded into a 3ml glass ampoule. The ampoule was then sealed and melted in an oven at 175°C for 5min. The melted drug was then quench cooled with liquid nitrogen and the ampoule was then loaded in a TAM channel at 25°C and left there for 24h. This sample will be referred to as TAM sample.

After 24h of annealing, all samples were heated across their Tg in the DSC at 20°C/min. All drug loading and sealing of DSC pans and Thermal Activity Monitor (TAM) ampoules (TA Instruments Ltd.) was carried out in a glove bag flushed with nitrogen to maintain the RH below 5%. All samples were prepared at least in duplicate. Samples prepared on hot plate and in TAM ampoules were analysed with HPLC as described in section 2.2.9.3 to assess their chemical stability after quench cooling.

DSC and TAM studies were carried out using the same batch of amorphous indomethacin. This was prepared by melting crystalline indomethacin on hot plate using aluminium foil boats then quench cooling with liquid nitrogen. After being dried in a desiccator for 1h, the formed glass was ground gently with a mortar and pestle then dried in a desiccator for 1h then stored at -80°C until further use.

3.3.1.2 Section II

3.3.1.2.1. Data simulation:

Microcalorimetric data for enthalpy relaxation were simulated using Mathcad software (Mathsoft Inc). Data for single systems were generated using the time derivative for the KWW model. All data sets for single-component systems were produced using the same values for \( \Delta H \) (1J/g) and \( \beta \) (0.8) and only \( \tau \) values were varied between \( 10^5 \)s and \( 10^8 \)s.
Data sets for two-component systems were produced by summing two data sets for single-component systems generated as described above. A range of two-component system data sets was generated in which the difference between the relaxation time constants for the two phases varied in an increased manner.

3.3.1.2.2. Preparation of binary amorphous systems:

Two different binary (two-component) amorphous systems were prepared. The first one consisted of amorphous sucrose and amorphous lactose. The second one was made of melt-cooled indomethacin and oven-dried spray-dried sucrose.

- Sucrose-lactose binary system:

Amorphous samples used for this system were prepared with spray drying as was described in section 2.2.1.2.

The amorphicity of spray-dried sucrose and spray-dried lactose samples was confirmed with X-ray powder diffraction (XRPD). Gravimetric analysis revealed that spray-dried sucrose and lactose samples had 1.7 (± 0.1) % and 2.5 (± 0.1) % moisture content, respectively. Spray-dried samples were sieved and stored at -20°C until further use for calorimetric measurements.

Sucrose-lactose binary systems were prepared by directly loading 300 mg of each sugar in standard glass ampoule for the Thermal Activity Monitor (TAM, TA Instruments Ltd) system (3 mL volume). Some level of mixing was achieved with the aid of a small spatula.
Sucrose-indomethacin system:

Amorphous sucrose used for sucrose-indomethacin system was spray dried as described in section 2.2.1.2, then vacuum dried at 72°C and 1000 mBar for two hours. The dried sample was confirmed to remain amorphous with XRPD analysis and was found to contain 0.7 (± 0.1) % moisture.

Amorphous indomethacin was prepared by melt-cooling. Crystalline indomethacin, pre-weighed and sealed in air-tight glass ampoules, was melted in an oven at 175°C for 5 min. The molten material was then spread around the inner walls of the ampoule and immediately cooled under tap water. This method was proved with XRPD analysis to result in the production amorphous indomethacin. The advantage of adopting this preparation method was that the sample was not exposed to any mechanical stress (usually exerted by liquid nitrogen in quench cooled samples) that can affect sample behaviour [73]. Amorphous indomethacin samples were analysed gravimetrically and were found to contain less than 0.2% moisture.

The sucrose-indomethacin system was prepared by directly adding amorphous sucrose (500mg) to TAM glass ampoules (3 ml volume) which already contained amorphous indomethacin (200mg). Mixing the two components was not possible because amorphous indomethacin formed a thin layer around the ampoule and any attempt to scratch the solid could introduce some mechanical stress which was originally intentionally avoided.
3.3.1.2.3. Data analysis:

Simulated data analysis

Each simulated data set for two-component systems was imported into Origin 7.0 (Microcal Software Inc., USA) and fitted to the 2-KWW equation (Eq. 3.1). The fitting was conducted by least-squares regression carried out by iteration. This method requires entering initial estimations for all the unknown parameters. The same input values were entered for all systems as summarised in Table 3.1. Values for \( m_i \) and \( m_{ii} \) were fixed to 1(g) as these would be known in real experimental settings.

Table 3.1: Estimated values for relaxation parameters used for iteration process to fit simulated data to the 2-KWW model.

<table>
<thead>
<tr>
<th>Component 1</th>
<th>Component 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta H(\infty) ) (J/g)</td>
<td>7</td>
</tr>
<tr>
<td>B</td>
<td>0.4</td>
</tr>
<tr>
<td>( \tau ) (s)</td>
<td>( 7 \times 10^5 )</td>
</tr>
</tbody>
</table>

Microcalorimetric data analysis

Power-time data for single-component components were fitted to the KWW (Eq. 1.12) and MSE (Eq. 1.17) equations to obtain “true” relaxation parameters. Power-time data for two-component amorphous systems were fitted to 2-KWW (Eq. 3.1) and 2-MSE (Eq. 3.2) models. The mean values of relaxation parameters for individual components were used for the iteration process.
3.4. Results & Discussion

3.4.1 Section I: Comparison of enthalpy relaxation studies of one-component amorphous systems by IMC and DSC.

3.4.1.1. Effect of preparation method on thermal history

When comparing the results from different techniques for some material property, one has to ensure that the same material is being used. This is particularly important when investigating enthalpy relaxation of amorphous materials since the relaxation profile is greatly dependent on the thermal history of the material, which is in turn partly determined by the preparation method [27]. Although in this study both samples were prepared by quench cooling, the use of different heating and cooling settings can affect the properties of the resulting glass. This is demonstrated by the simple annealing study of quench cooled indomethacin. Fig. 3.1 shows the DSC scan of the three annealed samples prepared as described in the experimental section (DSC in-situ, DSC ex-situ, TAM sample). It is clear that preparing the sample inside or outside the DSC did not affect the thermal history of the material (solid and dash-dotted lines). This suggests that a cooling rate of 20°C/min employed to produce the DSC in-situ sample resulted in the same glass as cooling with liquid nitrogen. This was confirmed by increasing the cooling rate in the DSC to 100°C/min, which resulted in the formation of a glass behaving the same as that formed by cooling at 20°C/min (Fig. 3.2). Quantitatively, in-situ DSC samples had a slightly higher $T_g$ ($52.43 \pm 0.52^\circ C$) than ex-situ DSC sample ($51.42 \pm 0.14^\circ C$). When comparing the samples prepared in the DSC pan with that prepared in the TAM ampoule, it can be seen that the TAM sample had a lower $T_g$ ($50.59 \pm 0.31^\circ C$) and a broader glass transition (Fig. 3.1).

Percent recovery from HPLC analysis was 100.96 ± 0.57 % for samples prepared on the hot plate (equivalent to samples prepared in DSC pan) and 98.33 ± 0.10 % for TAM
samples. This indicates that TAM samples underwent some chemical degradation, whereas DSC samples did not. The presence of degradation products might have acted as plasticisers and resulted in lowering and broadening the T_g of the TAM samples.

![Figure 3.1: DSC scans for annealed DSC in-situ (solid line), DSC ex-situ (dash-dotted line) and TAM samples (dashed line).](image)

![Figure 3.2: DSC scans for DSC in-situ samples: one cooled at 20°C/min (solid line) and the other at 100°C/min (dashed line).](image)

The main advantage of preparing amorphous samples inside the measuring container (DSC pans or TAM ampoules) is that it minimises the mechanical stress that can result in the creation of nuclei which precedes crystallisation [73]. However, based on the
results discussed above it appears that the quench cooling settings affect the properties and thermal history of the resulting glass. Therefore, if data from DSC and TAM for a relaxing glass were to be compared, the ideal scenario would be to use the same batch of amorphous material.

3.4.1.2. Enthalpy relaxation with IMC

Fig.3.3 shows typical power-time data for relaxing amorphous indomethacin in an isothermal microcalorimeter. Only data for up to 27h are shown. As the system relaxes over time, the power signal decays until it reaches 0 µW, when the system has totally relaxed.

![Power-time data for three different samples of the same batch of amorphous indomethacin.](image)

**Figure 3.3:** Power-time data for three different samples of the same batch of amorphous indomethacin.

All data sets for 24h relaxation period were well fitted by both KWW and MSE equations. Relaxation parameters are summarised in Table 3.2. As can be concluded from Fig.3.3 and Table 3.2 (from RSD), there is some scatter in the data. This was
expected since IMC is a very sensitive technique and slight variations in the thermal history can be captured and will be reflected in the fitting process.

Both MSE and KWW equations provided equivalent relaxation parameters ($t$-test for $\Delta H (\infty)$: $p = 0.630$, $t$-test for $\beta$: $p = 0.186$, $t$-test for $\tau^0$: $p = 0.606$), although results obtained by KWW equation were less variable. It is worth noting that when comparing relaxation time constants, one should compare the combined time constant $\tau^0$ since it is a more robust parameter than the independent parameters $\tau$ and $\beta$ which are more sensitive to experimental errors [27]. This can be confirmed from the lower value of RSD for $\tau^0$ compared with that for $\tau$.

Table 3.2: Relaxation parameters obtained by fitting IMC data for amorphous indomethacin at 25°C to MSE and KWW equations. SD and RSD refer to standard deviation and relative standard deviation.

<table>
<thead>
<tr>
<th></th>
<th>$\tau$ (h)</th>
<th>$\beta$</th>
<th>$\tau^0$</th>
<th>$\Delta H (\infty)$ (J/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>51.76</td>
<td>0.529</td>
<td>7.57</td>
<td>3.53</td>
</tr>
<tr>
<td>SD</td>
<td>36.52</td>
<td>0.039</td>
<td>2.25</td>
<td>1.04</td>
</tr>
<tr>
<td>RSD (%)</td>
<td>70.57</td>
<td>7.437</td>
<td>29.77</td>
<td>29.46</td>
</tr>
<tr>
<td>KWW</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>27.88</td>
<td>0.569</td>
<td>6.67</td>
<td>3.19</td>
</tr>
<tr>
<td>SD</td>
<td>9.28</td>
<td>0.018</td>
<td>1.63</td>
<td>0.45</td>
</tr>
<tr>
<td>RSD (%)</td>
<td>33.29</td>
<td>3.301</td>
<td>24.47</td>
<td>14.28</td>
</tr>
</tbody>
</table>
3.4.1.3. Enthalpy relaxation by DSC

DSC was used in the modulated mode as this mode facilitates the separation of heat flow due to enthalpy recovery from that due to heat capacity change at glass transition [74].

3.4.1.2.1. Optimisation of modulation parameters

In order to ensure that the modulation parameters will not introduce any artefacts in the measured glass properties, different modulation parameters were employed to measure the \( \text{T}_g \); the change in heat capacity at glass transition (\( \Delta \text{Cp} \)) and apparent recovery enthalpy (without annealing) using amorphous indomethacin prepared in-situ. All heating rates and frequency combinations employed allowed at least six modulations over the glass transition (data not shown). Results are summarised in Table 3.3. It appeared that the modulation parameters used provided similar results and were equivalent with literature values. \( \Delta \text{Cp} \) was reported to be 0.46 J/g.\(^0\text{C} \) in Ref [64]. The \( \text{T}_g \) was not compared to literature values as this parameter is dependent on the heating rate. A heating rate of 2\(^0\text{C/min}, \) amplitude of 0.5\(^0\text{C} \) and frequency of 60s were then chosen to carry out our enthalpy relaxation study with modulated temperature DSC.

Table 3.3: Effect of modulation parameters on glass properties of amorphous indomethacin.

<table>
<thead>
<tr>
<th>Modulation Parameters (heating rate, amplitude, frequency)</th>
<th>( \text{T}_{g \text{onset}}(\text{°C}) )</th>
<th>( \Delta \text{Cp} \text{ (J/g.}^0\text{C)} )</th>
<th>( \Delta_r \text{H (J/g)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1(^0\text{C/min, 1C, 100s} )</td>
<td>40.71</td>
<td>0.455</td>
<td>2.33</td>
</tr>
<tr>
<td>1(^0\text{C/min, 0.5C, 60s} )</td>
<td>41.69</td>
<td>0.475</td>
<td>3.15</td>
</tr>
<tr>
<td>2(^0\text{C/min, 1C, 60s} )</td>
<td>41.84</td>
<td>0.459</td>
<td>2.62</td>
</tr>
<tr>
<td>2(^0\text{C/min, 0.5C, 60s} )</td>
<td>42.59</td>
<td>0.440</td>
<td>2.45</td>
</tr>
</tbody>
</table>
3.4.1.2.2. Estimation of $\Delta H(t)$

Apparent $\Delta H(t)$ was calculated by integrating the non-reversing heat flow signal for a sample annealed for time t. This $\Delta H(t)$ is described as apparent as it consists of several contributing factors. The first factor is known as the “frequency effect” [23, 27]. This is an artefact that results from difference in $T_g$ values obtained from the total and reversing signals. The $T_g$ obtained from the reversing signal represents the sample response to the oscillating heating programme and not to the underlying (linear) heating programme. This results in a slightly higher $T_g$ from the reversing signal. Consequently, upon subtracting the reversing signal from the total signal an apparent enthalpy contribution to the non-reversing signal is obtained [74]. Another contributing factor is relaxation during sample preparation for DSC measurement. This can be significant since our samples were prepared externally, and hence relaxation during sample preparation and handling should be accounted for. The final contributing factor is relaxation during DSC heating from the annealing temperature ($25^\circ C$) to a temperature above the $T_g$. This factor is particularly pertinent with MTDSC since slow heating rates are required for this technique to ensure that there is adequate number of oscillations across the glass transition [74]. The best strategy to account for all these factors in the calculations was to subtract the apparent recovery enthalpy for unannealed samples, $\Delta H(0)$ from subsequently measured apparent recovery enthalpy for annealed samples, $\Delta H(t)$ [23].

3.4.1.2.3. Estimation of $\Delta H(\infty)$

$\Delta H(\infty)$ is usually estimated based on the following equation (Eq.1.10) as described earlier in section 1.8.1: $\Delta H(\infty) = ACp (T_g - T_a)$

$ACp$ was taken as the mean value for heat capacity change at $T_g$ for all samples. A figure of 0.41 J/g was found. $T_a$ is the annealing temperature and was kept at $25^\circ C$. The
calculated value for $\Delta H (\infty)$ needs to be normalised like the calculated $\Delta H (t)$ by subtracting the apparent recovery enthalpy for unannealed samples, $\Delta H (0)$, from the calculated $\Delta H (\infty)$ based on Eq.1.10. However, it should be remembered that $\Delta H (0)$ also has contribution from “frequency effect”. This contribution should not be accounted for in $\Delta H (\infty)$. Apparent $\Delta H$ due to frequency effect only was measured from the cooling cycle and was found to be $1.72 \pm 0.23$ J/g.

It remains to determine the value of $T_g$ that should be used in the calculation. The glass transition is a broad transition and can be represented either by the onset of the inflection ($T_g$ onset) or the temperature at which the heat capacity change is half the total value ($T_g$ mid). Kawakami et al [23] suggested that if the annealing temperature is $30^\circ$C below $T_g$, using either $T_g$ (onset) or $T_g$ (mid) will not have a significant impact on the calculated $\Delta H (\infty)$. In our case, $T_g$ (onset) and $T_g$ (mid) were determined to be $42.63 \pm 0.37 \, \text{C}$ and $43.89 \pm 0.21 \, \text{C}$, respectively. Given that $T_a$ was $25^\circ$C, when the normalised $\Delta H (\infty)$ was calculated using $T_g$ (onset) a value of $4.53$ J/g was recorded. This value was $0.51$ J/g lower than the value calculated using $T_g$ (mid). Both values were used to calculate the relaxation decay function and the results are discussed in the section below. Another possible value of $T_g$ can be used, this is the $T_g$ at zero heating rate. $T_g$ is dependent on the heating rate used and hence it would be reasonable to use a value for $T_g$ which is not affected by the heating rate. This was determined by measuring the $T_g$ as a function of heating rate and extrapolation to zero heating rate as it is illustrated in Fig.3.4. $T_g$ at zero heating rate, $T_g(0)$, was found to be $41.22^\circ$C and the calculated $\Delta H (\infty)$ based on this figure was $3.95$ J/g.
3.4.1.2.4. Relaxation parameters from DSC data

The decay function was determined as from Eq.3.3 derived from Eq.1.8 described in Chapter 1.

\[
\phi(t) = 1 - \frac{\Delta_r H(t)}{\Delta_r H(\infty)} \quad \text{Eq.3.3}
\]

Three different relaxation functions were determined for indomethacin at 25°C using three different values for \(T_g\) (onset), \(T_g\) (mid) and \(T_g\) (0). Data were then fitted to the KWW equation to obtain relaxation parameters \(\tau\) and \(\beta\). Data and the resulting fit lines are illustrated in Fig.3.5. For the three different cases, a reasonable fit was obtained with the KWW model; the resulting relaxation parameters along with the \(T_g\) and calculated \(\Delta_r H(\infty)\) used to determine the relaxation functions are summarised in Table 3.4.

As was suggested by Kawakami and Pikal [23], using \(T_g\) (onset) or \(T_g\) (mid) did not result in a significant change in the determined relaxation profile (Table 3.4). When \(T_g(0)\) was used, slightly different relaxation parameters were obtained. When relaxation
profiles determined using DSC (Table 3.4) were compared with those obtained using IMC (Table 3.2), it can be concluded that the DSC results obtained with $T_g(0)$ agreed very closely with IMC results (paired t-test: $p = 0.248$), although results obtained with $T_g(\text{onset})$ and $T_g(\text{mid})$ still reasonably agreed with IMC results (paired t-test: $T_g(\text{onset}): p = 0.156$, $T_g(\text{mid}): p = 0.225$). This includes both time constants ($\tau$ and $\beta$) and $\Delta_h (\infty)$. This conclusion is not consistent with what was reported by Bhugra et al [64] as they showed that values for $\tau^\beta$ determined with DSC are three times higher than that determined with IMC for amorphous indomethacin (see Table 3.5).

<table>
<thead>
<tr>
<th>$T_g (\degree C)$</th>
<th>$\Delta_h (\infty) (\text{J/g})$</th>
<th>$\tau$ (h)</th>
<th>$\beta$</th>
<th>$\tau^\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_g(\text{onset}) = 42.63$</td>
<td>4.53</td>
<td>36.02</td>
<td>0.655</td>
<td>10.47</td>
</tr>
<tr>
<td>$T_g (\text{mid}) = 43.89$</td>
<td>5.04</td>
<td>46.01</td>
<td>0.639</td>
<td>11.55</td>
</tr>
<tr>
<td>$T_g (0) = 41.22$</td>
<td>3.95</td>
<td>33.76</td>
<td>0.579</td>
<td>7.69</td>
</tr>
</tbody>
</table>

Table 3.4: $T_g$, $\Delta H_r (\infty)$ (J/g) and relaxation parameters obtained for indomethacin at 25$^\circ$C using DSC.
Figure 3.5: The relaxation functions $\Phi$ and their fit to the KWW equation for indomethacin at $25^\circ C$ determined using A) $T_g$ (onset), B) $T_g$ (mid) and C) $T_g$ (0). Solid lines represent best fit to the KWW equation.
Table 3.5: Comparison between calorimetric relaxation times obtained from isothermal microcalorimetry and modulated DSC (in hours) along with enthalpic relaxation and recovery obtained at two temperatures for indomethacin for the study reported by Bhugra et al (adapted from Ref [64]).

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Isothermal microcalorimetry MSE</th>
<th>Modulated DSC KWW</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Enthalpy Relaxed (J/g)</td>
<td>Relaxation Time, $\tau^0$ (h$^0$)</td>
</tr>
<tr>
<td>25 (16h)</td>
<td>3.1 ± 0.1</td>
<td>3.4 ± 0.3</td>
</tr>
<tr>
<td>30 (16h)</td>
<td>3.5 ± 0.2</td>
<td>1.5 ± 0.5</td>
</tr>
</tbody>
</table>

The time in parenthesis is the longest time point for the experiment in modulated DSC and also the time point for comparison between the enthalpic relaxation and recovery. Data are means of three replicates.

As mentioned previously, Bhugra et al [64] used samples prepared in the measuring container for both DSC and IMC assuming that a material of the same physical properties was being studied. Our results demonstrate that the difference between DSC and IMC results in Bhugra et al’s work is very likely to be attributed to differences in the physical properties of the material rather than differences in the nature of the property being measured by the two techniques. This is also confirmed by a study carried out by Liu et al [27] in which DSC and TAM provided similar results for the relaxation of amorphous sucrose. In this study sucrose samples used for DSC and IMC measurements were prepared externally in the same way i.e. a material of the same thermal history was used.
3.4.2. Section II: Quantitative assessment of enthalpy relaxation of two-component amorphous systems with IMC.

3.4.2.1. Simulated data

Simulated power-time data for two-component amorphous systems were fitted to a 2-KWW model and the resulting fit values are summarised in Table 3.6. Values of relaxation time constants used to construct each data set are also shown in Table 3.6. All data were well fitted by the model as seen from the very small values of $\chi^2$ and by visual observation of the fit lines (data not shown). The fit values agreed reasonably with the true values when the two relaxation time constants of the two phases were of the same order of magnitude. The fit values started to deviate from the true values as the difference between the two time constants increased. As this difference increased to three orders of magnitude, non-physical values for $\Delta H(\infty)$ and $\beta$ were obtained for one component, whereas the true values for the component with smaller $\tau$ value were fully recovered. Fig.3.6 illustrates simulated power-time data for 2-component amorphous systems. It illustrates that as the difference between the two time constants of the constituting phases increased, one component dominated the ‘overall’ signal. As a result, the fitting model lost the resolution to detect the contribution from the minor component.

Table 3.6: Fit values for relaxation parameters obtained by fitting simulated data to 2-KWW model.

<table>
<thead>
<tr>
<th>$\tau_1 = 2 \times \tau_2 = 2E+05s^6$</th>
<th>$\tau_1 = 10 \times \tau_2 = 1E+06s^6$</th>
<th>$\tau_1 = 100 \times \tau_2 = 1E+07s^6$</th>
<th>$\tau_1 = 1000 \times \tau_2 = 1E+08s^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comp. 1</td>
<td>Comp. 2</td>
<td>Comp. 1</td>
<td>Comp. 2</td>
</tr>
<tr>
<td>$\Delta H(\infty)$</td>
<td>0.63</td>
<td>1.30</td>
<td>0.84</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.82</td>
<td>0.79</td>
<td>0.96</td>
</tr>
<tr>
<td>$\tau$ (s)</td>
<td>2.6E+05</td>
<td>1.0E+05</td>
<td>1.1E+06</td>
</tr>
</tbody>
</table>
Figure 3.6: Simulated calorimetric data for relaxation of a 2-componentsystem produced by summing data for two single-component systems having time constants A) of the same order of magnitude and B) different by one order of magnitude.

3.4.2.2. Experimental calorimetric data

3.4.2.2.1. Amorphous sucrose-lactose binary system

Amorphous sucrose and lactose batches used to prepare the binary system were annealed separately in the TAM to characterise their relaxation rates. Typical power-time traces for the two sugars are shown in Fig.3.7. Both the KWW and MSE models resulted in a good fit for the resulting power-time data as can be seen from the fit lines in Fig.3.7. The fit values for relaxation parameters are summarised in Table 3.7. In Table 3.7, $\tau$ and $\beta$ are combined in one parameter, $\tau^\beta$, since this parameter is supposed to give a better representation of the relaxation rate [27] and can be used as a more comprehensive tool to compare the relaxation behaviour of different materials [23].
Figure 3.7: Power-time traces resulting from relaxation of sucrose (●), lactose (○), experimental sucrose-lactose binary system (▲) and theoretical sucrose-lactose binary system (△). Solid line for sucrose and lactose data represents fit to KWW equation.

Table 3.7: Relaxation parameters for individual sucrose and lactose samples obtained by fitting power-time data to KWW and MSE equations. (Standard deviation values in parentheses, n = 3).

<table>
<thead>
<tr>
<th></th>
<th>KWW</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>τ (h)</td>
<td>β</td>
</tr>
<tr>
<td>Sucrose</td>
<td>25.03</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>(2.37)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Lactose</td>
<td>36.08</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>(3.24)</td>
<td>(0.01)</td>
</tr>
</tbody>
</table>

Fig.3.7 also shows the power-time data resulting from the relaxation of the binary mixture of amorphous sucrose and lactose (denoted as experimental binary system). The expected heat flow trace of the binary mixture is also depicted in the same figure (referred to as theoretical binary system). The latter was obtained by summing the
power-time data for sucrose and for lactose as they relaxed individually in the TAM. It can be seen that the trace for summed data does not totally superimpose on the experimental trace.

The experimental power-time data for the sucrose-lactose binary mixtures were fitted to the double form of KWW and MSE equations (i.e. 2-KWW and 2-MSE). As mentioned earlier, the iteration process requires the provision of preliminary estimates of the parameters. In this case, the mean relaxation parameters identified earlier for individual components (summarised in Table 3.7) were employed for this purpose. The resulting fit values are summarised in Table 3.8.

**Table 3.8: Fit values for relaxation parameters returned by 2-KWW and 2-MSE models for binary sucrose-lactose samples. Standard deviation values in parentheses, n = 3.**

<table>
<thead>
<tr>
<th>Comp.</th>
<th>τ (h)</th>
<th>β</th>
<th>τ^G</th>
<th>ΔH_m(J/g)</th>
<th>τ_0 (h)</th>
<th>β</th>
<th>τ_0^G</th>
<th>ΔH_m(J/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20.27</td>
<td>0.683</td>
<td>7.79</td>
<td>1.22</td>
<td>37.82</td>
<td>0.717</td>
<td>13.48</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>(2.70)</td>
<td>(0.020)</td>
<td>(0.34)</td>
<td>(0.02)</td>
<td>(20.28)</td>
<td>(0.166)</td>
<td>(7.87)</td>
<td>(0.23)</td>
</tr>
<tr>
<td>2</td>
<td>116.67</td>
<td>0.907</td>
<td>106.97</td>
<td>1.11</td>
<td>130.97</td>
<td>0.517</td>
<td>14.53</td>
<td>1.59</td>
</tr>
<tr>
<td></td>
<td>(43.33)</td>
<td>(0.163)</td>
<td>(96.12)</td>
<td>(0.23)</td>
<td>(26.59)</td>
<td>(0.131)</td>
<td>(10.20)</td>
<td>(0.22)</td>
</tr>
</tbody>
</table>

The data in Table 3.8 were derived from three independent measurements. The choice of component 1 and component 2 to calculate the mean parameters was based on the values of τ, i.e. the component with larger τ value was considered as component 1 and the one with the smaller τ value was taken as component 2.

By comparing the relaxation parameters for sucrose and lactose (as demonstrated in Table 3.7) with the fit values summarised in Table 3.8, it can be seen that the KWW
model reasonably recovered the expected relaxation parameters for sucrose (component 1), whereas the fit values for the second component, besides their great variability, clearly differed from those of lactose.

The fit values obtained from the MSE equation seemed to be more variable and the parameters for the two components did not match any of those for sucrose or lactose.

3.4.2.2.2. Sucrose-Indomethacin binary system

Power-time data for the individual components (sucrose and indomethacin) and for experimental and theoretical binary sucrose-indomethacin systems are shown in Fig.3.8. Similar to the sucrose-lactose system, the trace for the theoretical sucrose-indomethacin system does not superimpose on that for the experimental system.

![Figure 3.8: Power-time traces resulting from relaxation of sucrose (○), indomethacin (●), experimental sucrose-indomethacin binary system (Δ) and theoretical sucrose-indomethacin binary system (▲). Solid line for sucrose and lactose data represents fit to KWW equation.](image)

The relaxation behaviour of the constituting materials of this system was characterised as they relaxed individually in the TAM. The mean relaxation parameters obtained by
fitting the power-time data for each material to the KWW and MSE models are listed in Table 3.9.

Table 3.9: Relaxation parameters for individual sucrose and indomethacin samples obtained by fitting power-time data to KWW and MSE equations. Standard deviation values in parentheses, n = 3.

<table>
<thead>
<tr>
<th>Material</th>
<th>KWW</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tau$ (h)</td>
<td>$\beta$</td>
</tr>
<tr>
<td>Sucrose</td>
<td>35.91</td>
<td>0.483</td>
</tr>
<tr>
<td>Indomethacin</td>
<td>5.31</td>
<td>0.352</td>
</tr>
</tbody>
</table>

Both the KWW and MSE models fitted the data for the two materials very well as can be seen from the fit lines in Fig.3.8.

Isothermal microcalorimetric data for the experimental binary system were then fitted to 2-KWW and 2-MSE equations using the identified mean relaxation parameters for each material to carry out the iteration process. Results are illustrated in Table 3.10.

Unlike the sucrose-lactose binary system, the MSE model reasonably recovered the expected values of $\tau^\beta$ and $\Delta H_{\infty}$ for both components (compare Table 3.9) and with tight variability.

On the other hand, a similar outcome was obtained with the KWW model, which only recovered the expected relaxation time constant $\tau^\beta$ for one component (indomethacin, referred to as component 2 in Table 3.10) but not for the other component (sucrose). Only values for $\Delta H_{\infty}$ were reasonably recovered for both components.
Table 3.10: Fit values for relaxation parameters returned by 2-KWW and 2-MSE models for binary sucrose-indomethacin samples. Standard deviation values in parentheses, n = 3.

<table>
<thead>
<tr>
<th></th>
<th>KWW</th>
<th></th>
<th></th>
<th></th>
<th>MSE</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>τ (h)</td>
<td>β</td>
<td>τθ</td>
<td>ΔH−(J/g)</td>
<td>τ₀ (h)</td>
<td>β</td>
<td>τ₀θ</td>
</tr>
<tr>
<td>Comp.</td>
<td>111.86</td>
<td>0.529</td>
<td>14.85</td>
<td>2.10</td>
<td>90.83</td>
<td>0.436</td>
<td>7.16</td>
</tr>
<tr>
<td></td>
<td>(30.60)</td>
<td>(0.126)</td>
<td>(11.64)</td>
<td>(0.13)</td>
<td>(6.68)</td>
<td>(0.032)</td>
<td>(0.80)</td>
</tr>
<tr>
<td>Comp.</td>
<td>9.48</td>
<td>0.426</td>
<td>2.53</td>
<td>5.34</td>
<td>25.50</td>
<td>0.354</td>
<td>3.11</td>
</tr>
<tr>
<td></td>
<td>(3.73)</td>
<td>(0.026)</td>
<td>(0.31)</td>
<td>(0.16)</td>
<td>(9.28)</td>
<td>(0.026)</td>
<td>(0.49)</td>
</tr>
</tbody>
</table>

3.4.2.3. General discussion

3.4.2.3.1. Reliability of the 2-KWW model based on simulated data

The use of isothermal microcalorimetry in the pharmaceutical field has been compromised by the lack of robust methods for quantitative analysis. The model fitting approach is one of the methods employed to overcome this problem. There are two main requirements for this method to be successful. First, there should exist prior knowledge about the processes being recorded by the calorimeter. Second, these processes should be describable by a model which can be manipulated to fit microcalorimetric data. The fitting process is usually carried out iteratively; as the complexity of the model increases, which is the case with the 2-KWW and 2-MSE models, the more time-consuming the fitting process becomes and the more likely it is that the model will reasonably describe the data. The reliability of at least one of these two models (which was the 2-KWW) was evaluated on simulated data for which the real values for all the parameters are known. Simulated data are also free from any random noise that can affect the fitting process.
Based on the results in Table 3.6., the 2-KWW model appeared to be able to recover reasonably the correct parameters for both components as long as the relaxation time constants differed by less than three orders of magnitude. This in effect reflects the influence of the ratio between the two components in terms of contributing to the total signal. This becomes clear when the data are plotted as shown for illustration in Fig.3.6, which shows how this ratio increases in favour of the component with lower relaxation time constant until this latter predominates and the 2-KWW model fails to “see” the minor component. These results demonstrated proof of concept and gave confidence in carrying the study using real calorimetric data.

3.4.2.3.2. Factors affecting model resolution with experimental data

In both the binary amorphous systems used in this study, the two components contributed significantly to the total calorimetric system (Figs.3.8 and 3.7). By mere visual examination of the experimental and expected power-time traces for both binary systems, it can be seen that the experimental heat flow for the mixture is not simply the linear summation of the heat flow of each component. The only source of possible artefacts that was suspected was differences in sample weight between individual and binary systems. The expected data were constructed by summing data for the two components as they relaxed individually in the TAM. The weight of each component was the same as that used for the mixture. During the TAM measurements, the mixture therefore had higher weight than the individual components and this could have affected the way the data is conveyed by the calorimeter. The effect of sample weight changes was examined by a simple experiment in which the summed data for relaxation of two amorphous indomethacin samples each weighing 200mg were compared to the data for relaxation of an indomethacin sample weighing 400mg. As figure 3.9 shows, the experimental power-time trace superimposed the expected data. This confirms that the
observed difference between the experimental and expected data for the binary systems was not caused by sample weight differences.

Figure 3.9: Calorimetric signal for relaxation of indomethacin. Closed circle (●) represent experimental signal of 400mg indomethacin sample, whereas open circles (○) represent summation of two 200mg experimental data.

When the experimental data were analysed quantitatively, the two binary systems behaved differently based on which model was employed to fit the data. For both systems, the 2-KWW model recovered the expected $\tau^\beta$ value for the component with lower $\tau^\beta$ value (see Tables 3.8 and 3.10). Simulating the data based on the fit values obtained for each measurement provides a better comprehension of the results. The fit values for a representative sucrose–lactose binary sample were used for this purpose; the plots are depicted in Fig.3.10 along with the average experimental traces for the two sugars as they relaxed individually. It is clear that the component with higher $\tau^\beta$, which contributes less to the total signal (i.e. lactose), suffers from severe deviation from the expected behaviour. Similar observations were recorded with the sucrose-indomethacin system (data not shown).
Figure 3.10: Deconvoluted calorimetric signal for a representative sucrose-lactose system as obtained from 2-KWW fit (●: component 1, ○: component 2) as compared to experimental calorimetric signal for relaxation of individual sucrose (▲) and lactose (Δ) samples.

When the same analysis was carried out on the results obtained with the 2-MSE model (Tables 3.8 and 3.10), the traces obtained for the sucrose-lactose system were scattered and no correlation could be observed between the simulated and experimental traces (data not shown). On the other hand, the simulated traces for the sucrose-indomethacin system were in very good agreement with expected (experimental) traces (Fig. 3.11).
When summed data for sucrose and lactose were fitted to the 2-MSE model, the extent of correct relaxation parameters recovery was greatly dependent on how closely the iteration parameters related to the correct ones. This implies that the failure of the 2-MSE model to recover the expected parameters for real sucrose-lactose systems is most likely resulting from the two components (or one of them) not behaving as expected for different possible reasons. The first possibility can simply arise from variability in relaxation behaviour between different samples from the same batch. The variability in $\tau^p$ value within individual sucrose and lactose batches used to construct the binary system is clearly greater than those for sucrose and indomethacin batches constituting the sucrose-indomethacin system (see Tables 3.7 and 3.9). Another source for change of behaviour in the sucrose-lactose system can be attributed to possible interaction between the two constituting sugars. The most potential type of interaction between
sucrose and lactose, which both had at least 1.5% moisture content, is moisture redistribution within the solid mixture. When materials are mixed together in a closed container, the total moisture content is likely to redistribute between the different components via the vapour phase [30, 75]. Water is a potent plasticizer for amorphous materials [32] and changing the moisture content can greatly affect the molecular mobility and hence the structural relaxation [27]. Any water exchange between the two sugars can also result in the creation of heat output, which can affect the fitting process. In the sucrose-indomethacin system such interaction is very unlikely since both components were in a practically dry state as indomethacin contained less than 0.2% of moisture and sucrose was in the collapsed state, in which moisture is usually trapped firmly. Any of these two different factors can explain why the MSE model reasonably returned the expected outcome for the sucrose-indomethacin system but not for the sucrose-lactose system.

When comparing the outcomes obtained from the two different models (2-KWW model versus 2-MSE model) based on the previous discussion, the 2-MSE model seems to be superior to the 2-KWW model. This is based on the outcome for the sucrose-indomethacin system since none of the two models offered satisfactory results for the sucrose-lactose system. A similar observation was made by Liu et al [27] regarding the difference between the two models but in the single form; and it was speculated that the superiority of the MSE equation might stem from the fact that it contains more parameters that appear to be less interdependent. This makes the 2-MSE model less sensitive to the inherent noise in the data unlike the 2-KWW model, which explains the contradiction between the outcome from the latter model with simulated and real calorimetric data. This was confirmed by the fact that the 2-KWW model was found to recover the correct parameters for simulated sucrose-lactose relaxation data. Inherent
noise in microcalorimetric data has been reported previously to affect the analysis using iterative least squares regression [76].

3.5. Summary

Enthalpy relaxation studies are often carried out to determine the stability of amorphous materials. IMC has been adopted as a sensitive and simple method to study relaxation. In the first section of this work, relaxation studies with DSC and IMC for a model pharmaceutical drug, indomethacin, were compared to investigate the origin of the contradictory evidence present in the literature. It was shown that the preparation method (either in the DSC pan or in TAM ampoule) affects the physical properties of the resulting glass. It was therefore decided that a fair and accurate comparison between the two techniques requires the use of the same material batch. It was found that with DSC measurements the value of $T_g$ used to calculate $\Delta_r H(\infty)$ affects the relaxation function; $T_g$ at zero heating rate provided relaxation parameters in agreement with that obtained with IMC. It should be stressed that care should be taken when normalising the calculated $\Delta_r H(\infty)$ and $\Delta_r H(t)$. This work has demonstrated that disagreement between DSC and IMC data for relaxation might arise from comparing materials of different thermal histories and not accounting for relaxation enthalpy that occurs during preparation when calculating $\Delta_r H(\infty)$. It was therefore concluded that DSC and IMC measure the same physical property.

Most enthalpy relaxation studies were restricted to one-component amorphous systems. In the second section of this work the feasibility of using isothermal microcalorimetry to assess the relaxation of two-component amorphous systems was explored using the model fitting approach. It was found using simulated data that the 2-KWW model has the resolution to deconvolute the total signal into its constituting components. This resolution was, however, weakened when the signal from one component dominated the
total calorimetric signal. Inherent noise in real calorimetric data was another factor that led to compromising the resolution of the 2-KWW equation. The 2-MSE model, on the other hand, was found to be less sensitive to the effect of noise and successfully recovered the expected relaxation parameters for the individual components of an amorphous sucrose-indomethacin system. The failure of the 2-MSE model to recover the expected relaxation parameters of the constituting components of an amorphous sucrose-lactose system could be considered as a sign of change in the behaviour of the components. This shows that isothermal microcalorimetric data can be used to detect the effect of co-existence of two amorphous pharmaceuticals on their relaxation behaviour given that the individual components are well characterised.
4) **Chapter 4: Effect of the anomeric form on the physical stability of amorphous lactose.**
4.1. Introduction

Lactose is a widely used pharmaceutical excipient both in the crystalline and amorphous states and is most commonly used in the (partially) amorphous state [77]. Crystalline lactose exists in different crystal forms including α-monohydrate, anhydrous α and β, and several α/β compounds. This diversity in lactose crystalline form is exerted by differences in its chemical form [78]. This excipient exists in two anomic forms α or β which show a chemical difference at the conformation of the anomic C₁ carbon of the glucopyranose ring [78] as illustrated in Fig.4.1. One anomer can convert to the other in a phenomenon called mutarotation.

![Chemical structure of α and β lactose anomers.](image)

*Figure 4.1: Chemical structure of α and β lactose anomers.*

Amorphous lactose can exist as a mixture of both anomers as is the case with spray-dried lactose for example. The ratio of the two anomers can vary according to the processing conditions such as the spray-drying feed temperature [79] or milling conditions [62, 80]. The effect of the anomic composition of amorphous lactose on physical properties such as moisture-induced crystallisation has been studied using isothermal microcalorimetry [79]. However, there have been no studies in the literature that have investigated whether the anomic form of lactose can affect its vitreous properties. Investigation of the effect of isomeric conformation on the physical properties was carried out on some pharmaceutical isomers [41, 81, 82]. For example,
Diogo et al [81] found that 2-biphenylmethanol has good vitrification properties whereas its isomer, 4-biphenylmethanol has a strong tendency to crystallise upon cooling from the melt. Carpentier et al [41] investigated the glass properties of four different pentitol isomers and their work revealed that all the four isomers vitrified upon quench cooling. It was found that the isomers can be classified into two groups in terms of their glass properties including the $T_g$, $\Delta C_p$ and fragility index. It was presumed that although these isomers have the same molecular mass, molecular conformational differences have led to these variations in their dynamic behaviour. On the other hand, this conclusion was contradicted by Diogo’s study [82] which investigated the properties of the same pentitols and found that all these isomers share the same dynamic behaviour based on results from primary and secondary relaxation studies.

These studies represent a good platform for the first aim of the study reported in this chapter which focuses on determining whether the two anomers $\alpha$-lactose and $\beta$-lactose have similar dynamic properties when present in the amorphous form based on structural relaxation and $T_g$ width studies.

The other aim of this study is to compare the interaction of the two anomers in the amorphous state with moisture. Such comparison is very important since water is a potent plasticizer [32] and can greatly affect the stability of amorphous sugars in pharmaceutical settings by lowering the $T_g$ to, or below, storage temperatures, hence inducing crystallisation. Equilibrium moisture sorption isotherms and moisture-induced crystallisation have been investigated for amorphous spray-dried and freeze-dried lactose using dynamic vapour sorption [59]. This work will focus on determining whether the starting crystalline material in the milling process will have an impact on the nature of moisture interaction with the resulting amorphous sample.
4.2. **Aims and objectives**

As stated above, the main aim of this study is to determine the effect of the anomeric form of lactose on its dynamic behaviour and its interaction with moisture. This will be achieved through the following objectives:

- Preparation of predominantly α or β amorphous lactose.
- Determine structural relaxation profiles for amorphous α-lactose and β-lactose with isothermal microcalorimetry.
- Determine the $T_g$ width of amorphous α-lactose and β-lactose with DSC.
- Construction of equilibrium water sorption isotherms for amorphous α-lactose and β-lactose with DVS.

4.3. **Experimental**

4.3.1. **Preparation of amorphous lactose**

Amorphous α-lactose was prepared by ball milling thermally dehydrated crystalline α-lactose monohydrate. Dehydration of α-lactose monohydrate was carried out by leaving the sample at 150°C for 30 min. No sample browning (a sign of sample degradation) was observed. TGA analysis proved all the crystal water was removed. Amorphous β-lactose was prepared by ball-milling anhydrous β-lactose. Ball milling conditions employed were as described in section 2.2.2.2. Ball milled samples were then passed through a 125μm sieve. Ball milled samples were handled inside a glove bag ($\leq 5\%$ RH) to prevent moisture absorption.
4.3.2. Characterisation of lactose samples

- XRPD was used to verify the amorphocity of the ball-milled lactose samples. Traces for scanning angle (2θ) from 5° to 35° were obtained at a scanning speed of 0.5°/min.
- ¹H NMR was used to determine the anomeric composition of crystalline and amorphous lactose samples as described in section 2.2.9.4.
- TGA was used to determine the water content of ball-milled samples. Samples (~15mg) were heated from 30°C to 200°C at 20°C/min. Water content was taken as the percentage of weight loss.

4.3.3. Structural relaxation with IMC

Milled samples (200 mg) were loaded in 3 ml glass ampoules and crimped whilst in a glove bag (< 5% RH). Samples were then annealed in TAM at 25°C for 24h. The resulting power time data were then fitted to the KWW equation (Eq.1.12) to obtain relaxation parameters. At least three different batches were prepared for each anomer and from each batch three different samples were analysed.

4.3.4. Tg width measurement with DSC

Samples (~ 10 mg) were loaded in non-hermetically sealed aluminium DSC pans. Samples were then heated above their Tg to 145°C to remove moisture and standardise their thermal history, cooled below Tg to 80°C and then heated again above Tg to 250°C. Lactose is known to mutarotate during DSC scans. The effect of heating rate on the extent of mutarotation was investigated to choose the optimal heating rate which provides reasonable mutarotation and stable baseline. Samples were removed from the DSC pan after being heated using the temperature programme described above at
different heating rates (10, 25, 30, 50, 100 and 200 °C/min) and then analysed for their anomeric composition with H\textsuperscript{1}NMR.

### 4.3.5. Dynamic Vapour Sorption

Water sorption isotherms for ball milled samples were generated using a dynamic vapour sorption apparatus (SMS, UK). Samples (~20mg) were first dried at 0% RH for 800 min then exposed to a certain %RH for 2000 min. The %RH values used ranged from 5% to 60% in 5% increments.

### 4.3.6. Statistical analysis

The ANOVA test was used to verify reproducibility of data between different batches of the same anomer. An unpaired two-sampled Student t test was used to compare results for the two anomers. \( p \) values smaller than 0.05 were taken as significant.

### 4.4. Results and discussion

#### 4.4.1. Characterisation of ball milled samples

##### 4.4.1.1. Amorphocity

The ball-milling conditions used resulted in “X-ray” amorphous samples. This was confirmed by the X-ray diffractograms for ball-milled \( \alpha \)-lactose and \( \beta \)-lactose. Both diffractograms showed a broad hump characteristic of amorphous materials as is illustrated in Fig.4.2. Therefore, in the subsequent text ball-milled lactose will be referred to as amorphous lactose.
Anomeric composition

The anomeric compositions for ball-milled (amorphous) lactose samples are summarised in Table 4.1. The data revealed that ball milled samples contained one of the two anomers in a major percentage (≥ 70%). Milling is suggested as the only method that can result in the preparation of amorphous lactose of predominant anomeric composition [78]. All other methods (i.e. spray-drying, freeze-drying and quench cooling) result in significant mutarotation. Mutarotation during milling was also reported in the literature but to a lesser extent compared to the other methods [80]. In their study, Willart and co-workers [62] presumed that mutarotation during the milling process is most likely caused by the presence of residual moisture.
Table 4.1: Anomeric composition of lactose samples after ball-milling. \( n = 4 \) for each anomer.

<table>
<thead>
<tr>
<th></th>
<th>( \alpha % )</th>
<th>( \beta % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystalline ( \alpha )-lactose monohydrate</td>
<td>86.5 (± 3.0)</td>
<td>13.5 (± 3)</td>
</tr>
<tr>
<td>Anhydrous ( \beta )-lactose</td>
<td>27.2 (± 5.6)</td>
<td>72.8 (± 5.6)</td>
</tr>
</tbody>
</table>

These results indicated that the ball milled samples satisfied the requirements to carry out our study as the samples were "X-ray" amorphous and were present in a predominant anomeric form.

4.4.2. Structural relaxation with IMC

Fig. 4.3 shows representative power-time data for amorphous \( \alpha \)-lactose and \( \beta \)-lactose as they relaxed in the TAM. As the two anomers relaxed in the TAM, the heat flow output decayed gradually. Power-time data for 17h relaxation period were fitted to the KWW equation (Eq.1.12) to obtain relaxation parameters for each anomer. The KWW equation provided a good fit for all data and results are summarised in Table 4.2. The first observation from Table 4.2 is the variability of the data. However, statistical analysis using ANOVA test revealed that the relaxation parameters for different batches of the same anomer are the same \( (p > 0.05) \). This gave confidence in comparing data between the two anomers. Interestingly, the two anomers had the same excess relaxation enthalpy \( \Delta_{\text{H}}(\infty) \) \( (t\text{-test}, p = 0.79) \). This is the total excess enthalpy a glass loses to attain an equilibrium state when it is annealed below its \( T_g \). The fact that the two anomers had the same \( \Delta_{\text{H}}(\infty) \) suggests that they need to get rid of the same amount of energy to reach the equilibrium state. However, the two anomers had statistically different \( \tau \) and \( \beta \) values. \( \beta \)-lactose had a lower combined time constant \( \tau^\beta \) than \( \alpha \)-lactose.
which indicates that β-lactose relaxes faster. This was proved when the fraction relaxed after 24h, \( \Phi(24h) \), was calculated based on the KWW equation. It appeared that a higher fraction of β-lactose has relaxed than α-lactose (Table 4.2). However, TGA analysis revealed that α-lactose contained a statistically higher amount of water ([2.06 ± 0.63] %, \( n = 15 \)) than β-lactose ([1.61 ± 0.23] %, \( n = 11 \)) (t-test: \( p \leq 0.05 \)). Water is a potent plasticizer for amorphous materials [32] and higher water content is usually associated with higher molecular mobility and hence lower relaxation time constant (\( \tau^d \)) [27]. This difference in water content could have made interpretation of relaxation data problematic. However, it appeared that the anomer (β) which had lower water content also had, paradoxically, a lower \( \tau^d \) value (Table 4.2). This lack of correlation between water content and the value of \( \tau^d \) emphasises the conclusion that β-lactose had a higher molecular mobility than α-lactose.

\[ \text{Figure 4.3: Representative power-time data for relaxing amorphous } \alpha\text{-lactose and } \beta\text{-lactose.} \]
Table 4.2: Relaxation parameters for amorphous α-lactose and β-lactose as obtained by fitting power-time data to KWW equation. Standard deviation is shown between parentheses.

<table>
<thead>
<tr>
<th></th>
<th>α-lactose(^a)</th>
<th>β-lactose(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta_h H(\infty) ) (J/g)</td>
<td>3.1 (1.1)</td>
<td>3.2 (1.4)</td>
</tr>
<tr>
<td>(\beta)</td>
<td>0.64 (0.04)</td>
<td>0.54 (0.08)</td>
</tr>
<tr>
<td>(\tau) (h)</td>
<td>68.9 (51.5)</td>
<td>37.0 (18.7)</td>
</tr>
<tr>
<td>(\tau^b) (h(^b))</td>
<td>13.5 (3.7)</td>
<td>6.7 (1.5)</td>
</tr>
<tr>
<td>(\Phi) (24h)</td>
<td>0.45 (0.10)</td>
<td>0.57 (0.09)</td>
</tr>
</tbody>
</table>

\(^a\) n = 15, \(^b\) n = 11.

4.4.3. \(T_g\) width study

The aim of this study was to use a simple method to compare the fragility of the anomers. Fragility is an important property of a glass. It is a measure of molecular mobility dependence on temperature changes in the glass transition region. Generally, if the viscosity, \(\eta\), of a supercooled liquid shows an Arrhenius-like relationship with temperature the material is referred to as a “strong” glass. Deviation from the Arrhenius behaviour is a sign of the fragile nature of a glass [83]. Fragility is usually represented by the fragility index “m” which is calculated using the following equation [84]:

\[
m = \frac{\Delta H}{2.203 R T_g}
\]

Eq.4.1

where \(\Delta H\) is the activation energy for molecular motions at \(T_g\) and \(R\) is the gas constant. The fragility of a material can be assessed using different methods. The simplest
method depends on the measurement of glass transition width. Theoretically, when a glass is being formed it possesses a distribution of molecular motions. Hence the glass transition occurs across a temperature range. The width of this range depends on the fragility of the material. A “fragile” glass former will exhibit a quicker change in molecular mobility as compared to a “strong” glass former and as a result the former will have a narrower $T_g$ width [83].

Fragility determination from the $T_g$ width relies on the calculation of the activation energy $\Delta H$ using the following formula:

$$\Delta H = C R / [(1/T_g^{\text{onset}}) - (1/T_g^{\text{end}})]$$

$$= C R T_g^{\text{onset}} T_g^{\text{end}} / \Delta T_g$$

Eq.4.2

where $C$ is a constant, $T_g^{\text{onset}}$ and $T_g^{\text{end}}$ represent the onset and end of glass transition and $\Delta T_g$ is the width of glass transition. Eq.4.2 was developed empirically based on analysis of several inorganic “strong” glass formers [83, 84]. Hancock and co-workers [84] carried an investigation to test the validity of this equation to determine the fragility of typical pharmaceutical materials including lactose. The authors reported results for a DSC scanning rate of 10°C/min and they developed a revised version of Eq.4.2 for small molecule pharmaceutical glasses (Eq.4.3).

$$\Delta H = 87 + 1.12R / [(1/T_g^{\text{onset}}) - (1/T_g^{\text{offset}})]$$

Eq.4.3

Based on this discussion, the ideal heating rate to measure the $T_g$ width of amorphous $\alpha$-lactose and $\beta$-lactose is 10°C/min since there is a formula available to calculate $\Delta H$ from Ref [84]. However, when the extent of mutarotation as a function of heating rate was measured using the $\beta$ anomer, it appeared that at 10°C/min more than 45% of the sample is in the $\alpha$ form (Fig.4.4) i.e. only 55% remains in the $\beta$ form. DSC might not be sufficiently sensitive to pick up a difference in $T_g$ width for $\alpha$-lactose and $\beta$-lactose at
$10^\circ C/min$ since the remaining difference range between the two anomers samples is only $10\%$. The effect of heating rate on the extent of mutarotation was therefore investigated in order to determine if mutarotation can be minimised at higher heating rates. As can be seen from Fig.4.4, as the heating rate was increased from $10^\circ C/min$ to $50^\circ C/min$ the extent of mutarotation decreased as it was indicated by the decrease of $\alpha\%$. Interestingly, a linear relationship was observed between heating rate and $\alpha\%$ up to $50^\circ C/min$ $(R^2 = 0.999)$ (Fig.4.4). However, heating rates higher than $50^\circ C/min$ did not result in a noticeable minimisation of mutarotation. Lefort et al [78] have argued that the mutarotation kinetics of lactose are closely related to its molecular mobility in the glassy state. Based on this, when slow heating rates are used the molecules have enough time to reside at temperatures where molecular mobility is high (i.e. temperatures around the $T_g$). As the heating rate increases the molecules spend less time at these temperatures and hence mutarotate less. However, beyond a certain heating rate the extent of mutarotation becomes relatively constant and does not decrease with increased heating rates. This implies that the mutarotation phenomenon is also governed by thermodynamic factors which are not affected by the speed of heating. This explains the trend seen in Fig.4.4.

However, the use of a heating rate higher than $30^\circ C/min$ resulted in perturbation of the baseline rendering accurate measurement of $T_g$ width unachievable (Fig 4.5). Samples heated at $30^\circ C/min$ were found to contain about $41\% \alpha$ form. This means that the difference range between the two amorphous forms of lactose is about $19\%$. Moreover, a stable baseline could be obtained at this heating rate. It was therefore feasible to measure the $T_g$ width at this heating rate and restrict our comparison to $T_g$ width without measuring the fragility index since no formula has been developed for this heating rate.
Figure 4.4: Percentage of α anomer in ball-milled β-lactose as it is heated in the DSC at different heating rates. Solid line and equation represent linear fit.

Figure 4.5: Glass transition for amorphous β-lactose measured at 30°C/min (dashed line) and 50°C/min (solid line).
The Tg width (ΔTg) for amorphous α-lactose and β-lactose was obtained by measuring the difference between Tg\textsuperscript{onset} and Tg\textsuperscript{end}. These latter were determined according to the Moynihan method [85, 86] as illustrated in Fig.4.6.

![Diagram](image)

**Figure 4.6**: Clarification of the method used to determine Tg\textsuperscript{onset} and Tg\textsuperscript{end} to measure ΔTg.

Tg width measurements for amorphous α-lactose and β-lactose are summarised in Table 4.3. Student t-test analysis revealed that ΔTg’s for the two anomers are analogous. This finding can be interpreted in two ways. One possible scenario is the incapacity of the DSC to pick up the difference between the two anomers because of significant mutarotation. Alternatively, the results suggest that the anomeric form of lactose does not effectively influence its fragility. In this case, the Tg width study results might seem inconsistent with those of the structural relaxation study in which the two anomers were found to have different relaxation profiles. However, it is worth noting that the two studies investigated two different glass properties. The Tg width is a measure of the
glass fragility which represents the dependence of molecular mobility on temperature, whereas structural relaxation study measures the rate at which the glass relaxes to attain the equilibrium state. However, significant mutarotation during DSC run seem to be a more likely reason for this discrepancy.

Table 4.3: Glass transition temperature width (ΔTg) for amorphous α-lactose and β-lactose as measured by DSC at 30°C/min.

<table>
<thead>
<tr>
<th>ΔTg (°C/min)</th>
<th>α-lactose&lt;sup&gt;a&lt;/sup&gt;</th>
<th>β-lactose&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10.0 (± 0.9)</td>
<td>10.5 (± 0.6)</td>
</tr>
</tbody>
</table>

<sup>a</sup> n = 15 (from two different batches).

<sup>b</sup> n = 21 (from three different batches).

4.4.4. Other thermal characteristics of amorphous lactose anomers

After determining the Tg width of ball-milled lactose samples, further heating was carried out above the Tg. All samples (both α and β anomers) re-crystallised upon heating then melting endotherms were observed. α-lactose showed two distinctive melting peaks whereas β-lactose showed only one melting peak. Table 4.4 summarises the temperatures at which these events occurred together with the measured Tg and ΔCp for both anomers.

Table 4.4: Thermal characteristics (Tg, ΔCp, Tc: crystallisation temperature, Tm: melting temperature) of amorphous α-lactose and β-lactose based on DSC scans at 30°C/min.

<table>
<thead>
<tr>
<th></th>
<th>Tg(mid) (°C)</th>
<th>ΔCp (J/g. °C)</th>
<th>Tc (°C)</th>
<th>Tm1 (°C)</th>
<th>Tm2 (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>α-lactose&lt;sup&gt;a&lt;/sup&gt;</td>
<td>115.7 (±1.01)</td>
<td>0.41 (±0.04)</td>
<td>167.49 (±2.76)</td>
<td>208.08 (±0.38)</td>
<td>223.31 (±0.98)</td>
</tr>
<tr>
<td>β-lactose&lt;sup&gt;b&lt;/sup&gt;</td>
<td>114.80 (±1.03)</td>
<td>0.38 (±0.03)</td>
<td>166.42 (±1.55)</td>
<td>235.03 (±0.71)</td>
<td>-</td>
</tr>
</tbody>
</table>

<sup>a</sup> n = 6

<sup>b</sup> n = 11
Analysis of Table 4.4 reveals that the two anomers have comparable thermal characteristics and the only difference lies in the number and type of polymorphs that re-crystallised from the amorphous state (Fig. 4.7). Amorphous α-lactose crystallised to two different polymorphs. The first polymorph which melted at 208°C is likely to be crystalline α-lactose monohydrate, whereas the second polymorph (T_m = 223°C) can be a complex mixture of α- and β- lactose anhydrous as was proposed elsewhere [87]. Amorphous β-lactose crystallised to anhydrous β- lactose (T_m= 235°C) as its melting point compares to the melting point that has been reported in the literature (232°C) [87] for reference anhydrous β- lactose. It is interesting that α-lactose crystallised to a complex mixture of α- and β- lactose anhydrous, whereas β-lactose did not. It has been reported that α-lactose mutarotates to β-lactose upon heating [88] and this can explain the presence of the β anomer in recrystallised milled α-lactose.

![Figure 4.7: Melting endotherms for recrystallised amorphous α-lactose (solid line) and recrystallised amorphous β-lactose (dashed line).](image-url)
4.4.5. **Pre-T$_g$ exothermic event**

Both anomers showed an unexpected exotherm at temperatures below T$_g$ in addition to the crystallisation exotherm at around 167°C. This exotherm always appeared at temperatures below the dry T$_g$ (115°C) and hence it will be referred to as the pre-T$_g$ exotherm. Fig.4.8 illustrates two DSC scan for two β-lactose samples. The top (red) DSC scan represents a typical DSC scan for an amorphous material where a glass transition (which is not clear in the figure as it is being superimposed by the water evaporation endotherm) is followed by a re-crystallisation exotherm which is in turn followed by a melting endotherm. The bottom (blue) DSC scan represents that for an amorphous β-lactose showing the extra pre-T$_g$ exotherm besides the other events.

![Figure 4.8](image)

**Figure 4.8:** DSC scans for amorphous β-lactose samples: top (red) shows a typical thermal events for an amorphous material, bottom (blue) shows an extra pre-T$_g$ exotherm.

The pre-T$_g$ exotherm was erratic both in frequency and magnitude of its occurrence. This has prevented the proper characterisation of this event. However, the presence of this exotherm was accompanied with a decrease in the magnitude of enthalpy of crystallisation and a negative linear correlation was observed between the two events.
(R^2 > 0.95) (Fig. 4.9.A). Moreover, when samples that showed the pre-T_g exotherm were heated across the T_g, there was a drop in the value of ΔC_p although a linear correlation was not noted (Fig.4.9.B). These two observations are indicative of a drop in the amorphocity of the samples as they went through the pre-T_g exotherm, which implies that this event is very likely to be a crystallisation event that occurs at a lower energy level than the usual high temperature re-crystallisation event.

**Figure 4.9:** Illustration of correlation of pre-T_g exotherm enthalpy with re-crystallisation enthalpy (A) and ΔC_p (B). Lines represent best linear fits.
Another similarity between the two exotherms is the increase in the content of the predominant anomer after the exothermic event as it can be concluded from results in Table 4.5. As shown in Table 4.5, amorphous β-lactose samples that showed no pre-\( T_g \) event reproducibly underwent some mutarotation upon crystallisation. The same observation was made after the pre-\( T_g \) event but only one example is shown in Table 4.5 since the phenomenon was erratic and the extent of mutarotation was dependent on the enthalpy of the pre-Tg exotherm as can be concluded from Fig.4.10 which shows that there is a trend between the extent of mutarotation (represented in \%\( \beta \)) and enthalpy of pre-Tg exotherm. However, statistical testing showed that this trend was not linear \((R^2 < 0.95)\). This suggests that there might be a different type of relationship between the two events but most importantly is that the pre-Tg event is accompanied by mutarotation like the crystallisation event.

**Table 4.5: Anomeric composition for β-lactose before and after exothermic events (re-crystallisation at 167°C and pre-Tg event).**

<table>
<thead>
<tr>
<th></th>
<th>Pre-recrystallisation(^a)</th>
<th>Post-recrystallisation(^a)</th>
<th>Pre(pre-Tg) exotherm</th>
<th>Post(pre-Tg) exotherm</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\beta)%</td>
<td>53.4 (±0.1)</td>
<td>67.2 (±0.5)</td>
<td>75.4</td>
<td>84.0</td>
</tr>
</tbody>
</table>

\(^a\) \(n = 3\).
One possible scenario to explain the emergence of the pre-Tg exotherm is that this exotherm represents the re-crystallisation of a metastable polymorph, whereas in the high temperature exotherm a more stable polymorph is formed. However, in the case of β-lactose samples that was a pre-Tg exotherm there showed an increase in the melting temperature (Tm) but not the emergence of a new polymorph as it can be seen from Fig.4.8. This shift in Tm can be attributed to the increase in the content of the β form after pre-Tg exotherm and hence the formation of a polymorph that is predominantly in the β form. Lactose crystallisation from the amorphous state into different polymorphs has been reported in the literature. Possible evidence via DSC measurements was proposed in a study where freeze-dried lactose containing 4.4% moisture showed a shoulder in the crystallisation exotherm [89]. The shoulder was speculated to be due to the emergence of more than one polymorph. Burnett et al [77] also presented DVS data that suggested the co-occurrence of multiple crystallisation mechanisms for spray-dried lactose at low temperatures and relative humidity. However, to the best of our
knowledge, it has never been reported in the literature that amorphous lactose exhibits two distinctive re-crystallisation exotherms [80, 90].

Another possible interpretation of the pre-$T_g$ exotherm was recently described by Feng and co-workers [91] who investigated the effect of milling on disturbing the order of crystalline griseofulvin. In this study, cryogenically milled crystalline griseofulvin showed an exotherm at a low temperature (50°C) that extended to the $T_g$ (90°C). This event was clearly distinct from the usual recrystallisation that occurred above the $T_g$ (120°C). The authors argued that cryogenic milling resulted in the creation of molecular dislocations referred to as crystal defects. This phenomenon is distinct from amorphisation as the latter results when the long-range order is totally lost. It was hypothesised that defective crystals reside at an intermediate energy level between the crystalline and amorphous states and hence they are thermodynamically unstable and favour reversion to the perfect crystal state. As a result, molecular rearrangement of defective crystals can happen at lower temperatures than that required for recrystallisation from the amorphous state [91]. Defective crystals rearrangement is well investigated with inorganic materials, whereas with pharmaceutical materials it is claimed that Feng et al’s work is the first in this field [91]. Our results for milled lactose can be another example of such phenomenon in the pharmaceutical field. The erratic nature of our pre-$T_g$ exotherm can be attributed to the harshness of the ball-milling conditions used which were necessary to produce “X-ray” amorphous lactose samples. This might have resulted in only a small portion of the crystals that underwent local molecular dislocations rather than complete amorphisation.

The implications of the pre-$T_g$ exotherm phenomenon described in our work lie in supporting the crystal defect hypothesis introduced by Feng and co-workers for pharmaceutical materials. This hypothesis represents a further step towards the better
understanding of the effects of the milling process in particular, and mechanical stress in general, on the properties of pharmaceutical products and their performance.

4.4.6. Moisture-solid interactions

Water sorption profiles for amorphous α-lactose and β-lactose were obtained at 25°C. As can be seen from Fig.4.11, which shows a typical net percent change in mass versus time, amorphous lactose loses its residual moisture upon drying at 0% RH. As the %RH is raised, the mass in reference to the dry state increases as water vapour is sorbed by the amorphous sample. The mass then levels off (throughout the 2000 min duration of the experiment) at a certain value depending on the %RH when equilibrium is established between the amorphous sample and the wet environment. This was observed for both lactose anomers up to 25% RH as is illustrated in Fig.4.12 (A and B).

![Figure 4.11: Typical water sorption profile for amorphous lactose.](image)

However, between 30% and 50% RH for α-lactose and between 30% and 45% RH for β-lactose, a different behaviour is noticed in which a mass loss is recorded for both
anomers after a short period of established equilibrium as the RH is raised from 0%. This phenomenon is well documented for amorphous sugars, including lactose, and is attributed to water-induced crystallisation [34, 59, 77]. Amorphous materials absorb water vapour [18] which then acts as a plasticiser. If a sufficient amount of water is absorbed, the T_g can be dropped to storage or experimental temperature and the sample transforms to the rubbery state. At this stage the material possesses high molecular mobility and further water absorption results in the induction of crystallisation. This latter event leads to expulsion of previously absorbed water as the crystalline structure has lower water sorption capacity [92].
The initiation of water-induced crystallisation from 30% RH has prevented the construction of equilibrium water sorption isotherms throughout the whole experimental %RH range. In such a case, pseudo-equilibrium isotherms can be obtained instead [59]. These represent the water content just before the induction of crystallisation. Fig. 4.13
illustrates pseudo-equilibrium isotherms for amorphous α-lactose and β-lactose. It is clear that as the %RH increases the amount of sorbed water increases for both anomers. When paired t-test analysis was applied to the data in Fig.4.13 it appeared that the two anomers absorb a similar amount of water vapour throughout the experimental %RH range ($p \gg 0.05$).

![Graph showing pseudo-equilibrium isotherms for amorphous α-lactose and β-lactose.](image)

**Figure 4.13:** Pseudo-equilibrium water sorption isotherms for amorphous α-lactose and β-lactose.

However, there is a noticeable difference between the two anomer’s responses above 35% RH. As can be seen from Fig.4.12 (A), at 40% RH α-lactose shows little or no mass loss after attaining equilibrium, whereas β-lactose shows noticeable mass loss (Fig.4.12, B) as an indication of crystallisation. At 45% RH, β-lactose undergoes significant crystallisation after a short period of constant mass gain ($\approx 9\%$) then it retains $0.97 \pm 0.17\%$ of its sorbed water. α-lactose shows a similar response at a higher %RH (50%) after absorbing about 11% w/w of water vapour and then it retains $4.56 \pm 0.03\%$ of it after crystallisation. In both anomers, the retained water after
crystallisation is very likely to be incorporated into the crystalline structure of α-lactose monohydrate. Water constitutes 5% w/w of α-lactose monohydrate. This suggests that 20% of the ball-milled β-lactose converted to α-lactose monohydrate, whereas nearly 90% of ball-milled α-lactose converts to the hydrate form. Interestingly, these percentages of the formed α-lactose monohydrate are in good agreement with the percentages of the "α" anomer in the amorphous samples (Table 4.1). This can suggest that the initial anomeric composition is an important factor in determining the types of the crystal forms as was previously proposed in the literature [93].

Both anomers were also exposed to higher %RH (60%). Both anomers showed a rapid mass increase followed by an immediate mass loss when certain amount of water was absorbed. It was noted that α-lactose absorbed an extra 1% of water higher than β-lactose (Fig.4.12). Both anomers retained similar water content as was described above after crystallisation at 50% RH (α-lactose) and 45% RH (β-lactose) indicating that α-lactose crystallises predominantly to the hydrate form whereas β-lactose crystallises to the anhydrous form. Furthermore, the sorption and desorption response was noticeably faster for β-lactose compared to α-lactose. This indicates that the characteristics of this response are dependent on the type of the crystals formed which is in turn dependent on the initial anomeric composition.

Based on the discussion above, it appears that the anomeric composition only affects apparent water-lactose interactions above a certain %RH (40% RH). Ambarkhane et al [94] argued that above 35% RH, amorphous lactose is present in the rubbery state since the amount of absorbed water at this %RH plasticises the T_g to the experimental temperature (25°C) based on calculations using the Gordon-Taylor equation (Eq.1.19) described in Section 1.9 of Chapter 1.
The Gordon-Taylor equation was used to calculate the theoretical amount of sorbed water to drop the $T_g$ of our amorphous lactose samples to $25^\circ C$ and it was found to be 7.9% when $T_g$ for amorphous lactose was taken as $115^\circ C$ (387.15 K) as was measured by DSC at $10^\circ C$/min and $T_g$ for water and $k$ were taken from the literature as -135$^\circ C$ and 6.56, respectively [94]. For both anomers, this water content corresponds to the amount absorbed at approximately 40%RH (Fig.4.13). This confirms that the anomeric form of amorphous lactose affects its interaction with moisture only when amorphous lactose is present in the rubbery state.

To explore further the effect of anomeric form on water-lactose interaction below $T_g$ (i.e. below 40% RH at $25^\circ C$) the calculation of the Henry’s Law constant, $k_w$, from the low vapour pressure region of moisture sorption isotherms was attempted based on the following relationship [95]:

$$P_w = k_w X_w$$

Eq.4.1

where $P_w$ is vapour pressure and $X_w$ is the mole fraction of sorbed water at $P_w$. $k_w$ values for amorphous $\alpha$-lactose and $\beta$-lactose were then obtained from the slope of $P_w$ versus $X_w$ at low %RH ($\leq$10%RH), where infinite dilution of sorbed water into the amorphous solid was assumed. Plots are illustrated in Fig.4.14 and Fig.4.15 for $\alpha$-lactose and $\beta$-lactose respectively. A good linear relationship was observed between the vapour pressure and water mole fraction for $\beta$-lactose ($R^2 > 0.95$) but not for $\alpha$-lactose. This indicates that Henry’s law does not hold for amorphous $\alpha$-lactose. It is presumed that the sorbed water might have triggered some physical changes in the material (e.g. increasing the molecular mobility) resulting in disturbing the solubilisation equilibrium established between amorphous $\alpha$-lactose and the moisture. These changes are likely to have happened with $\beta$-lactose but in a subtle way preventing their observation.
These results have prevented the determination of Henry’s law constant that could have enabled the comparison of solid-moisture interactions between the anomers on the chemical level since lower values for Henry’s law constant indicate higher polarity [96].

The observation that amorphous α-lactose crystallises at a higher water content compared with β-lactose can be attributed to the fact that α-lactose crystallisation involves the incorporation of water into the crystal lattice, whereas β-lactose crystallises to an anhydrous form. As a result, the formation of α-lactose monohydrate might require higher kinetic energy and hence higher molecular mobility.

![Figure 4.14: Water sorption isotherm for amorphous α-lactose. Line and equation represent linear fit.](image-url)
4.4.7. Summary

The effect of the anomeric form composition on certain dynamic properties of amorphous ball-milled lactose was investigated. Structural relaxation studies with isothermal microcalorimetry revealed that the two anomers displayed different relaxation profiles although they had the same excess relaxation enthalpies. Amorphous $\beta$-lactose was found to relax faster than $\alpha$-lactose even though the latter had higher water content. This might imply that $\beta$-lactose can crystallise earlier than $\alpha$-lactose if complete coupling between molecular mobility and onset of crystallisation is assumed. However, onset and rate of crystallisation can also be controlled by other factors including thermodynamic and processing factors [12, 63].

Structural relaxation results, however, were not consistent with the results obtained from $T_g$ width study as the two anomers had the same $T_g$ widths. This discrepancy might have originated from the incapability of the DSC measurements to pick up the difference between the two anomers due to significant mutarotation during the DSC.
scans. On the other hand, differences in the nature of the molecular mobility being assessed in the two studies might have caused this inconsistency in the results.

An interesting phenomenon was observed with both ball-milled lactose anomers. This was represented in the appearance of an exotherm below the Tg of lactose in addition to the usual high temperature recrystallisation exotherm. Preliminary investigation has revealed that it is more likely to be a crystal defect rearrangement rather than crystallisation from the amorphous state. Further work, nevertheless, is needed to explore this hypothesis which can have significant implications in improving the understanding of the milling process and subsequent product handling.

Water interaction with amorphous lactose anomers was also investigated. The two anomers interacted similarly with water up to 40% RH which was found to be the %RH at which the Tg of lactose is dropped to the experimental temperature. Above the Tg, β-lactose crystallised more readily than α-lactose. Furthermore, the anomic form played a significant role in determining the type of polymorphs formed. Amorphous α-lactose crystallised predominantly to the hydrate form whereas amorphous β-lactose crystallised to the anhydrous form. These results imply that amorphous ball-milled lactose handling and storage should be tailored according to the starting crystalline form and the anomic composition of the resulting product.
5) Chapter 5: Crystallisation Studies with IMC-Development of a Calculation Method
5.1. Introduction

As a significant portion of newly developed drug candidates are lipophilic and hence might suffer from solubility problems, the use of the amorphous solid formulations has been considered as an option for the better bioavailability of such drugs [12]. The amorphous state offers better dissolution properties thanks to its higher free energy compared with the crystalline state [7]. However, this advantage is compromised by the inherent instability of this form, which tends to convert to a more stable crystalline form [4]. Finite amounts of the amorphous form can also be introduced unintentionally during processing. Reversion of this amorphous form to the original crystal form has to be ensured in order to prevent any possible detrimental effects on product performance [4].

A good understanding of the crystallisation phenomenon can therefore help control and predict the behaviour of the amorphous form in either case. Generally speaking, research into crystallisation from the amorphous form can be divided into two aspects. The first aspect concerns the factors that control the onset of crystallisation [12], whereas the second aspect focuses on characterising the crystallisation process once it is initiated. Determination of crystallisation kinetics is a significant part of the second aspect and has been carried out using different techniques including XRPD [93, 97, 98], DSC [97, 99, 100] and polarised light microscopy [101, 102].

Variation of crystallisation mechanisms and types of polymorphs formed with temperature and relative humidity has been reported in the literature [73, 96, 97]. This renders the use of accelerated stability studies at elevated temperatures and relative humidity potentially problematic. Techniques capable of detecting and monitoring crystallisation at pharmaceutically relevant storage temperatures and relative humidity are therefore required. Isothermal microcalorimetry (IMC) has been proposed as a
potential method for this purpose [63, 97, 103]. This technique is highly sensitive to minute heat flow and hence should be ideal to monitor slow crystallisation processes. The limited number of research studies that employed IMC to determine crystallisation kinetics have used the model fitting approach which necessitates the determination of the total heat that evolves from the crystallisation process (denoted as $Q$) as will be explained later. This has been achieved by allowing the process to proceed to completion [97, 103-106]. However, if the crystallisation rates are very slow this approach becomes unfeasible and the sensitivity advantage of IMC becomes of no practical use. Moreover, the determination of $Q$ might also be a difficult task if the process initiates prior to data recording in the calorimeter during the equilibration period. For example, Schubert et al [107] reported that the calorimeter recorded only 20% of the total heat evolved from the crystallisation of lipid nanoparticles. An alternative method to determine crystallisation kinetics from calorimetric measurements is therefore needed.

Calculation methods have been developed to determine thermodynamic and kinetic parameters for solution phase reactions [22, 108]. O’Neill et al [55] reported the development of a calculation method to determine reaction parameters for solid-state reactions based on the Sestak-Berggren equation. Using simulated data, it was claimed that a fractional extent of reaction of only 0.01 can allow the determination of the target parameters. However, the success of the method was not demonstrated using real calorimetric data and detailed arithmetic of the method was not provided. This leaves a gap in the literature regarding the availability of a direct calculation method for solid state reactions using isothermal microcalorimetric data. This study, therefore, aims at developing such a method and verifying its applicability using both simulated and real calorimetric data. Crystallisation from the amorphous state was taken as an example for
solid-state reactions. This process is usually described by nucleation and growth models, specifically the Avrami models [37]. These and other solid-state models have been claimed to all reduce to a simplified version of the empirical Sestak-Berggren equation (Eq.5.1) (Table 5.1) [38]:

\[ f(\alpha) = c \cdot (1 - \alpha)^n \cdot \alpha^m \]  

Eq.5.1

where \( f(\alpha) \) is a function that describes the reacted fraction (\( \alpha \)) dependence, \( c \) is an empirical constant, \( m \) and \( n \) are fitting constants (and do not represent reaction orders).

The theoretical development of the calculation method will therefore be based on this equation.

**Table 5.1:** “Algebraic expressions for the \( f(\alpha) \) functions for the most common mechanisms in solid-state reactions and their corresponding equivalent reduced Sestak-Berggren equations”. Reproduced from Ref [38].

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Symbol</th>
<th>( f(\alpha) )</th>
<th>Equivalent reduced Sestak-Berggren Eq.</th>
</tr>
</thead>
<tbody>
<tr>
<td>phase boundary controlled reaction</td>
<td>R2</td>
<td>((1 - \alpha)^{1/2})</td>
<td>((1 - \alpha)^{1/2})</td>
</tr>
<tr>
<td>(contracting area, i.e., bidimensional shape)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>phase boundary controlled reaction</td>
<td>R3</td>
<td>((1 - \alpha)^{3/2})</td>
<td>((1 - \alpha)^{3/2})</td>
</tr>
<tr>
<td>(contracting volume, i.e., tridimensional shape)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>unimolecular decay law</td>
<td>F1</td>
<td>((1 - \alpha))</td>
<td>((1 - \alpha))</td>
</tr>
<tr>
<td>(instantaneous nucleation and unidimensional growth)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>random instant nucleation and two-dimensional growth of nuclei (Avrami-Erofeev)</td>
<td>A2</td>
<td>(2(1 - \alpha)[\ln(1 - \alpha)]^{1/2})</td>
<td>(2.079(1 - \alpha)^{0.806} \alpha^{0.515})</td>
</tr>
<tr>
<td>random instant nucleation and three-dimensional growth of nuclei (Avrami-Erofeev)</td>
<td>A3</td>
<td>(3(1 - \alpha)[\ln(1 - \alpha)]^{2/3})</td>
<td>(3.192(1 - \alpha)^{0.748} \alpha^{0.693})</td>
</tr>
<tr>
<td>two-dimensional diffusion</td>
<td>D2</td>
<td>(1/[\ln(1 - \alpha)])</td>
<td>(0.973(1 - \alpha)^{0.425} \alpha^{-1.008})</td>
</tr>
</tbody>
</table>
5.2. **Aims and objectives**

Development of a calculation method for the analysis of isothermal calorimetric data for solid-state reactions based on the Sestak-Berggren equation.

Objectives:

- Simulation of calorimetric data for solid-state reaction.
- Development of the arithmetic from the calorimetric form of Sestak-Berggren equation to determine the kinetic parameters.
- Application of the developed calculation method using simulated data.
- Application of the developed calculation method using real calorimetric data for indomethacin crystallisation below $T_g$.

5.3. **Materials and methods**

5.3.1. **Preparation of amorphous indomethacin**

Amorphous indomethacin was prepared by melting crystalline indomethacin in aluminium paper on a hot plate at 175°C. The melted drug was then quench cooled with liquid nitrogen then stored in a desiccator over $P_2O_5$ for 1h. The dried sample was then ground gently using a mortar and pestle then passed through a 90µm mesh sieve. The sieved sample was further dried over $P_2O_5$ for 1h and then stored at -80°C until further use.
5.3.2. Isothermal microcalorimetric measurements

Amorphous indomethacin (300mg) samples were loaded in glass TAM ampoules in the glove bag flashed with nitrogen (≤ 5% RH) and then sealed with a rubber closure. Ampoules were then placed in the calorimeter in the equilibrium position for 30min then lowered slowly to the measurement position. Measurements were conducted at 25°C, 30°C and 35°C. Each measurement was carried out in duplicate.

5.3.3. Simulation of calorimetric data for solid-state reactions

Simulation of calorimetric data for solid-state reactions requires the determination of the calorimetric form for Eq.5.1. Solid-state reaction rates are usually described in terms of temperature, T, and reaction fraction, α, by the following expression:

\[
\frac{dα}{dt} = A \exp\left(\frac{-E}{RT}\right) f(α) \tag{Eq.5.2}
\]

In the above expression A is the Arrhenius pre-exponential factor, E is the activation energy and R is the gas constant. At isothermal conditions, \( A \exp(-E/RT) \) becomes a constant referred to as k and Eq.5.2 becomes:

\[
\frac{dα}{dt} = k \cdot f(α) \tag{Eq.5.3}
\]

Perez-Maqueda et al [38] proposed a general expression, Eq.5.1, derived from the Sestak-Berggren equation, Eq.5.4:

\[
f(α) = (1 - α)^n \cdot α^m \cdot (-\ln(1 - α))^p \tag{Eq.5.4}
\]

for p = 0. It should be noted that the Sestak-Berggren equation and its reduced version are empirical and have no physical meaning but they offer the advantage of describing
most solid state reactions as can be seen from Table 5.1 for Eq5.1. Eq.5.3 can now be written as:

$$\frac{da}{dt} = k \cdot c \cdot (1 - \alpha)^n \cdot \alpha^m$$  \hspace{1cm} \text{Eq.5.5}

Since $\alpha$ is the fraction reacted at time $t$, it can therefore be expressed calorimetrically as:

$$\alpha = \frac{\int_0^t \frac{dq}{dt} \, dt}{\int_0^t \frac{dq}{dt} \, dt} = \frac{q}{Q}$$  \hspace{1cm} \text{Eq.5.6}

And hence:

$$\frac{da}{dt} = \frac{dq/dt}{Q}$$  \hspace{1cm} \text{Eq.5.7}

And:

$$\frac{dq}{dt} = Q \cdot \frac{da}{dt}$$  \hspace{1cm} \text{Eq.5.8}

where $q$ is the heat change to time $t$ and $Q$ is the total heat change upon crystallisation.

Given Eq.5.5, Eq.5.8 can now be written as:

$$\frac{dq}{dt} = P = Q \cdot k \cdot c \cdot (1 - \alpha)^n \cdot \alpha^m$$  \hspace{1cm} \text{Eq.5.9}

where $P$ is power. Power-time data can be obtained by simulating data for $P$ versus $\alpha$ and subsequently corresponding time values can be obtained from Eq.5.10:

$$t = \frac{q}{P}$$  \hspace{1cm} \text{Eq.5.10}

based on the assumption that

$$P = \frac{q}{t}$$  \hspace{1cm} \text{Eq.5.11}
This assumption becomes valid when $q$ values are very small. Time values were then determined using an Excel (Microsoft Office) algorithm. Data were simulated using MathCad® (Mathsoft Inc.) software. Four different data sets were constructed using same values for $c.k$ ($5 \times 10^{-6} \text{ s}^{-1}$) and $Q$ (20 J) but different combination values for $n$ and $m$ as summarised in Table 5.2.

**Table 5.2: Summary of $n$ and $m$ values used to construct simulated calorimetric data for solid-state reactions.**

<table>
<thead>
<tr>
<th></th>
<th>$n$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>Set 2</td>
<td>0.5</td>
<td>0.8</td>
</tr>
<tr>
<td>Set 3</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>Set 4</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

### 5.3.4. Theoretical development

A common problem when analysing isothermal microcalorimetric data for crystallisation processes is the loss of initial data during the equilibration period as it is illustrated in Fig.5.1 which represents simulated power-time data for a solid state reaction. The signal started from a non-zero value to demonstrate that the initial part of the data was lost. This prevents the determination of total heat change ($Q$) required to calculate fraction reacted ($\alpha$). This in turn prevents the analysis using a model fitting
approach as this requires the determination of $a$. A calculation method is therefore the most feasible solution.

![Graph](image)

**Figure 5.1:** Simulated power-time data for crystallisation process. "$a" represents the area under the curve used to carry out the calculation as described in Eq.5.13

From Eq.5.6 and Eq.5.9, Eq.5.12 is obtained:

$$\frac{dq}{dt} = P = C \cdot k \cdot Q \left[ 1 - \left( \frac{q}{Q} \right)^n \right] m \left( \frac{q}{Q} \right)^m \quad \text{Eq.5.12}$$

When the initial data are lost, the calculations can be done backwards and $q$ can be substituted with the following expression:

$$q = Q - a \quad \text{Eq.5.13}$$

The area $a$ is illustrated in Fig. 5.1.

Given Eq.5.13, Eq.5.12 becomes:
\[
\frac{dq}{dt} = P = C. k. Q. \left[1 - \left(\frac{q-a}{Q}\right)^n\right] \cdot \left(\frac{q-a}{Q}\right)^m = C. k. Q. \left(\frac{a}{Q}\right)^n \left[1 - \left(\frac{a}{Q}\right)^m\right]
\]

Eq.5.14

\(P_1\) and \(P_2\) represent two power data where:

\[
P_1 = C. k. Q. \left[1 - \left(\frac{q-a}{Q}\right)^n\right] \cdot \left(\frac{q-a}{Q}\right)^m
\]

Eq.5.15

and

\[
P_2 = C. k. Q. \left[1 - \left(\frac{q-a_2}{Q}\right)^n\right] \cdot \left(\frac{q-a_2}{Q}\right)^m
\]

Eq.5.16

If

\[
a_2 = 2. a
\]

Eq.5.17

Eq.5.16 becomes:

\[
P_2 = C. k. Q. \left[1 - \left(\frac{q-2a}{Q}\right)^n\right] \cdot \left(\frac{q-2a}{Q}\right)^m
\]

Eq.5.18

Dividing Eq.5.18 by Eq.5.15, \(R_1\) is obtained where:

\[
R_1 = \frac{P_2}{P_1} = 2^n \cdot \left(\frac{q-2a}{q-a}\right)^m
\]

Eq.5.19

Taking the natural log of Eq.5.19, Eq.5.20 is obtained:

\[
\ln R_1 = n \ln 2 + m \ln \left(\frac{q-2a}{q-a}\right)
\]

Eq.5.20

If another pair of power data, \(P_1\) and \(P_3\), are selected so that \(a_3=3.a\) and the same steps used to obtain \(\ln R_1\), \(\ln R_2\) is obtained (Eq.5.21):
\[
\ln R_2 = n \ln 3 + m \ln \left( \frac{Q^{-3,a}}{Q^{-a}} \right) \quad \text{Eq.5.21}
\]

Subtracting Eq.5.21 from Eq.5.20 gives:

\[
\ln R_1 - \ln R_2 = n \ln \left( \frac{2}{3} \right) + m \ln \left( \frac{Q^{-2,a}}{Q^{-3,a}} \right) \quad \text{Eq.5.22}
\]

By taking two other pairs of power data, \((P_1, P_4)\) and \((P_j, P_6)\) so that \((a_4 = 4. a)\) and \((a_6 = 6. a)\) and \((R_3 = P_j/P_1)\) and \((R_4 = P_6/P_1)\), Eq.5.23 is obtained:

\[
\ln R_3 - \ln R_4 = n \ln \left( \frac{2}{3} \right) + m \ln \left( \frac{Q^{-4,a}}{Q^{-6,a}} \right) \quad \text{Eq.5.23}
\]

Subtracting Eq.5.23 from Eq.5.22 gives:

\[
(\ln R_2 - \ln R_1) - (\ln R_3 - \ln R_4) = m \left[ \ln \left( \frac{Q^{-2,a}}{Q^{-3,a}} \right) - \ln \left( \frac{Q^{-4,a}}{Q^{-6,a}} \right) \right] \quad \text{Eq.5.24}
\]

\(m\) can now be obtained by rearranging Eq.5.24:

\[
m = \frac{(\ln R_2 - \ln R_1) - (\ln R_3 - \ln R_4)}{[\ln \left( \frac{Q^{-2,a}}{Q^{-3,a}} \right) - \ln \left( \frac{Q^{-4,a}}{Q^{-6,a}} \right)]} \quad \text{Eq.5.25}
\]

Now, \(n\) can be obtained from Eq.5.21:

\[
n = \frac{\ln R_2 - m \ln \left( \frac{Q^{-3,a}}{Q^{-a}} \right)}{\ln 3} = \frac{\ln R_2 - \left( \ln R_2 - \ln R_1 \right) - \left( \ln R_3 - \ln R_4 \right)}{\ln 3} \frac{\ln \left( \frac{Q^{-3,a}}{Q^{-a}} \right)}{\ln \left( \frac{Q^{-4,a}}{Q^{-6,a}} \right)} \quad \text{Eq.5.26}
\]

From Eq.5.25 and Eq.5.26, Eq.5.20 becomes:

\[
\ln R_1 = \frac{\ln R_2 - \left( \ln R_2 - \ln R_1 \right) - \left( \ln R_3 - \ln R_4 \right)}{\ln 3} \frac{\ln \left( \frac{Q^{-3,a}}{Q^{-a}} \right)}{\ln \left( \frac{Q^{-4,a}}{Q^{-6,a}} \right)} \cdot \ln 2 + \frac{\left( \ln R_2 - \ln R_1 \right) - \left( \ln R_3 - \ln R_4 \right)}{\ln 3} \frac{\ln \left( \frac{Q^{-3,a}}{Q^{-a}} \right)}{\ln \left( \frac{Q^{-4,a}}{Q^{-6,a}} \right)} \quad \text{Eq.5.27}
\]

Hence,
In Eq. 5.28, $Q$ is the only unknown. A range of $Q$ values can be attempted in Eq. 5.28 (using MathCad software) and the value that realises the equation is the correct $Q$ value. After determining $Q$, $m$ and $n$ values can be calculated from Eq. 5.25 and Eq. 5.26 respectively.

5.4. Results and Discussion

5.4.1. Application of calculation method to simulated data

The calculation method was applied using four different simulated data sets. The aim was to determine the validity of the calculation method since all the parameters are known and the data are free from noise. Another aim was to determine the lowest area under the power-time curve (% data coverage) needed to recover the correct parameters. Results are summarised in Tables 5.3, 5.4, 5.5 and 5.6. $c.k$ values were calculated from Eq. 5.14 as:

$$c.k = \frac{P}{Q} \cdot (\alpha)^n [1 - (\alpha)]^m$$  \hspace{1cm} \text{Eq. 5.29}

In the tables below, $c.k$ values were determined using three different values for $\alpha$ (0.3, 0.5 and 0.8: these values were chosen as they represent different portions of the power-time signal) and the mean value was reported alongside the standard deviation.
**Table 5.3:** Summary of calculation results for simulated dataset 1 (c.k: $5.10^5$, Q: 20J, n: 0.8, m: 0.5).

<table>
<thead>
<tr>
<th>% data coverage</th>
<th>m</th>
<th>n</th>
<th>Q (J)</th>
<th>c.k</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0.162</td>
<td>0.799</td>
<td>7.2</td>
<td>$11.0 \times 10^5 \pm (1.8 \times 10^5)$</td>
</tr>
<tr>
<td>10</td>
<td>0.312-0.317</td>
<td>0.799</td>
<td>13.4-13.6</td>
<td>$6.5 \times 10^5 \pm (0.6 \times 10^5)$</td>
</tr>
<tr>
<td>15</td>
<td>0.492-0.498</td>
<td>0.800</td>
<td>19.7-19.9</td>
<td>$5.0 \times 10^6 \leq (0.0 \times 10^6)$</td>
</tr>
<tr>
<td>30</td>
<td>0.504-0.511</td>
<td>0.800</td>
<td>20.1-20.3</td>
<td>$5.0 \times 10^6 \leq (0.0 \times 10^6)$</td>
</tr>
<tr>
<td>60</td>
<td>0.500</td>
<td>0.800</td>
<td>20.00</td>
<td>$5.0 \times 10^6 \leq (0.0 \times 10^6)$</td>
</tr>
<tr>
<td>75</td>
<td>0.500</td>
<td>0.800</td>
<td>20.00</td>
<td>$5.0 \times 10^6 \leq (0.0 \times 10^6)$</td>
</tr>
</tbody>
</table>

**Table 5.4:** Summary of calculation results for simulated dataset 2 (Cck: $5.10^6$, Q: 20J, n: 0.5, m: 0.8).

<table>
<thead>
<tr>
<th>%data coverage</th>
<th>m</th>
<th>n</th>
<th>Q (J)</th>
<th>c.k</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1.053</td>
<td>0.501</td>
<td>25.72</td>
<td>$4.7 \times 10^6 \pm (0.6 \times 10^6)$</td>
</tr>
<tr>
<td>10</td>
<td>0.706</td>
<td>0.500</td>
<td>17.88</td>
<td>$5.2 \times 10^6 \pm (0.2 \times 10^6)$</td>
</tr>
<tr>
<td>15</td>
<td>0.851</td>
<td>0.500</td>
<td>21.06</td>
<td>$4.9 \times 10^6 \pm (0.1 \times 10^6)$</td>
</tr>
<tr>
<td>30</td>
<td>0.797</td>
<td>0.500</td>
<td>19.96</td>
<td>$5.0 \times 10^6 \leq (0.0 \times 10^6)$</td>
</tr>
<tr>
<td>60</td>
<td>0.800</td>
<td>0.500</td>
<td>20.00</td>
<td>$5.0 \times 10^6 \leq (0.0 \times 10^6)$</td>
</tr>
<tr>
<td>75</td>
<td>0.800</td>
<td>0.500</td>
<td>20.00</td>
<td>$5.0 \times 10^6 \leq (0.0 \times 10^6)$</td>
</tr>
</tbody>
</table>
Table 5.5: Summary of calculation results for simulated dataset 3 (c.k: $5.10^5$, Q: 20J, n: 0.8, m: 0.8).

<table>
<thead>
<tr>
<th>% data coverage</th>
<th>m</th>
<th>n</th>
<th>Q (J)</th>
<th>c.k</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1.948</td>
<td>0.802</td>
<td>45.58</td>
<td>$5.5 \times 10^{-6}$ ($\pm 2.9 \times 10^{-6}$)</td>
</tr>
<tr>
<td>10</td>
<td>1.367</td>
<td>0.801</td>
<td>32.50</td>
<td>$4.7 \times 10^{-6}$ ($\pm 1.3 \times 10^{-6}$)</td>
</tr>
<tr>
<td>15</td>
<td>0.855</td>
<td>0.801</td>
<td>21.08</td>
<td>$4.9 \times 10^{-6}$ ($\pm 0.1 \times 10^{-6}$)</td>
</tr>
<tr>
<td>30</td>
<td>0.808</td>
<td>0.800</td>
<td>20.14</td>
<td>$5.0 \times 10^{-6}$ ($\leq 0.0 \times 10^{-6}$)</td>
</tr>
<tr>
<td>60</td>
<td>0.800</td>
<td>0.800</td>
<td>20.00</td>
<td>$5.0 \times 10^{-6}$ ($\leq 0.0 \times 10^{-6}$)</td>
</tr>
<tr>
<td>75</td>
<td>0.800</td>
<td>0.800</td>
<td>20.00</td>
<td>$5.0 \times 10^{-6}$ ($\leq 0.0 \times 10^{-6}$)</td>
</tr>
</tbody>
</table>

Table 5.6: Summary of calculation results for simulated dataset 3 (c.k: $5.10^5$, Q: 20J, n: 0.5, m: 0.5).

<table>
<thead>
<tr>
<th>% data coverage</th>
<th>m</th>
<th>n</th>
<th>Q (J)</th>
<th>c.k</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>19.877</td>
<td>0.501</td>
<td>734.1</td>
<td>$6.1 \times 10^2$ ($\pm 1.1 \times 10^3$)</td>
</tr>
<tr>
<td>10</td>
<td>0.804</td>
<td>0.501</td>
<td>30.76</td>
<td>$4.1 \times 10^6$ ($\pm 0.6 \times 10^6$)</td>
</tr>
<tr>
<td>15</td>
<td>0.484</td>
<td>0.500</td>
<td>19.40</td>
<td>$5.1 \times 10^6$ ($\leq 0.0 \times 10^6$)</td>
</tr>
<tr>
<td>30</td>
<td>0.507</td>
<td>0.500</td>
<td>20.20</td>
<td>$5.0 \times 10^6$ ($\leq 0.0 \times 10^6$)</td>
</tr>
<tr>
<td>60</td>
<td>0.499</td>
<td>0.500</td>
<td>19.98</td>
<td>$5.0 \times 10^6$ ($\leq 0.0 \times 10^6$)</td>
</tr>
<tr>
<td>75</td>
<td>0.500</td>
<td>0.500</td>
<td>20.00</td>
<td>$5.0 \times 10^6$ ($\leq 0.0 \times 10^6$)</td>
</tr>
</tbody>
</table>
Tables 5.3, 5.4, 5.5 and 5.6 show consistent results. For all values for % data coverage (area used to carry out the calculation i.e. $a \times 6$), the correct $n$ values were recovered. However, the correct $m$ and $Q$ values were only obtained at 15% data coverage and above. Another interesting observation is that when the correct values for $c.k$ were obtained, the standard deviation was very small. This can be used as an indicator for the validity of the calculations. These results demonstrate that the calculation method is valid when at least 15% of the total heat change is used and the variability of $c.k$ value can be used as a test to check the validity of the calculation method.

5.4.2. Application of calculation method to real calorimetric data

5.4.2.1. Characterisation of crystallised indomethacin with XRPD

Indomethacin crystallisation from the amorphous state was chosen as an example for solid state reactions. Amorphous indomethacin was aged in the TAM at 25°C, 30°C and 35°C. The reactions were left to proceed to completion. After the calorimetric measurements the samples were characterised with XRPD in order to determine their solid state nature. The XRPD pattern for amorphous indomethacin aged in the TAM at 30°C and 35°C are shown in Fig.5.2 along with the XRPD patterns for crystalline $\gamma$ and $\alpha$ indomethacin. XRPD data showed that amorphous indomethacin after calorimetric measurement at 30°C and 35°C transformed predominantly to the $\gamma$ crystalline form. Traces of the $\alpha$-crystalline form were also present. The onset $T_g$ of the indomethacin sample was measured with DSC at $5^\circ$C/min and found to be 44.6 ($\pm0.4$)°C. All the experimental temperatures therefore were below the $T_g$ of amorphous indomethacin. Yoshioka et al [109] also reported that below $T_g$, amorphous indomethacin crystallised to the most stable $\gamma$ form. It was therefore assumed that the crystallisation process recorded with TAM originated from the emergence of only one polymorph ($\gamma$ form).
Figure 5.2: XRPD pattern for γ indomethacin, α indomethacin and for crystallised indomethacin at 30°C and 35°C.

5.4.2.2. Determination of crystallisation kinetics with model fitting approach

The reaction kinetics were first determined using the model fitting approach. This was carried out by fitting $\frac{da}{dt}$ versus $a$ to the reduced Sestak-Berggren equation proposed by Perez-Maqueda et al [38] (Eq.5.5). $\frac{da}{dt}$ was determined from Eq.5.30:

$$
\frac{da}{dt} = \frac{dq}{dt} \quad \text{Eq.5.30}
$$

The reacted fraction ($a$) was then calculated using Eq.5.6.

Fig.5.3 (A) shows a typical power-time signal for amorphous indomethacin at 25°C. A decay signal is first recorded. The signal then reached a low non-zero value and then it started increasing and a bell-shaped signal was then observed. The same phases were
recorded at the other experimental temperatures (30°C and 35°C). Amorphous materials tend to relax below their $T_g$ and this process can be recorded in the calorimeter as a decaying exothermic signal [23]. This accounts for the decay signal recorded for indomethacin samples since all the experimental temperatures were below the $T_g$ of indomethacin. After relaxation the sample starts crystallising and the calorimetric signal starts increasing. The relaxation signal was separated from the crystallisation signal by fitting the initial decay signal to the time derivative of the KWW equation (Eq.1.12, Section 1.5.2).

The KWW model provided a good fit for the data and the resulting relaxation parameters were then used to simulate the relaxation process until completion (when the signal reached zero). The simulated curve is illustrated as a red curve in Fig.5.3(A). The simulated curve was then subtracted from the total signal. The resulting signal, illustrated in Fig. 5.3 (B), was assumed to have originated solely from the crystallisation process.
Figure 5.3: A) Power-time signal for amorphous indomethacin at 25°C. Red line represents simulated relaxation curve. B) Resulting power-time signal for amorphous indomethacin at 25°C after subtracting the relaxation signal from the total signal in (A).

Fig.5.4 illustrates representative power-time data for crystallising indomethacin at 25, 30 and 35°C (A). The corresponding crystallisation rate (dα/dt) as a function of reacted fraction (α) and the resulting fit curve (red) to the reduced Sestak-Berggren equation (Eq.5.5) are also illustrated in Fig.5.4 (B).
As can be seen from Fig. 5.4 (B), at all three temperatures amorphous indomethacin show typical bell-shaped graph for reaction rate (da/dt) as a function of reacted fraction (α). The graphs were well fitted by the reduced Sestak-Berggren equation (Eq. 5.5) as all fits had R² values greater than 0.95. The resulting fit values are summarised in Tables 5.7, 5.8 and 5.9 for calorimetric data at 25, 30 and 35°C, respectively. As the temperature changed, all the kinetic parameters also changed. One would expect that if the samples crystallised with the same mechanism only the rate constants (represented partially in c.k value) would change due to changes in molecular mobility, whereas m and n values would remain constant. The results obtained from these experiments could suggest that crystallisation mechanism is temperature dependent. However, it should be remembered that the Sestak-Berggren model is purely empirical and its parameters do not possess any physical meaning and hence variation of the parameters with temperature does not necessarily reflect variation in crystallisation mechanism.
Figure 5.4: Power-time signal (A) and corresponding crystallisation rate as a function of reacted fraction (B) for amorphous indomethacin at 25, 30 and 35°C. Red curves in (B) represent fit to the reduced Sestak-Bergren equation (eq. 5.5).

Characterisation of indomethacin samples after TAM measurements at 30°C and 35°C with XRPD revealed that the samples were predominantly present in the γ form
(Fig. 5.2), so there is no change in the type of emerging polymorph. In order to know whether the mechanism changed with temperature below \( T_g \), the reaction rate versus reacted fraction graphs should be fitted to multiple models and then observe whether the same model provides the best fit for all temperatures. This work, however, is mainly concerned in determining whether the calculation method developed based on the reduced Sestak-Berggren equation is valid for real calorimetric data. Comparison of fit and calculated values is therefore sufficient for this purpose. It is worth noting, however, that the Arrhenius relationship was found to relate the \( c.k \) values and temperature as can be seen from Fig. 5.5. An activation energy of 2.6 kJ/g was calculated from the plot.

![Arrhenius plot](image)

**Figure 5.5**: Arrhenius plot for \( c.k \) as a function of temperature for the crystallisation process of amorphous indomethacin below \( T_g \).

### 5.4.2.3. Determination of crystallisation kinetics with the calculation method

The calculation method described in the theoretical development section (Section 5.4.3) was applied to each calorimetric data set except for one dataset at 25\(^\circ\)C since calculation was not feasible due the noisy nature of the data. Since simulated data revealed that a minimum of 15% of total heat change is needed at the end of the crystallisation process
to recover the real kinetic values, all the values used for % data coverage were higher than 15%; 30%, 50% and 80% were used. \( c.k \) values were determined using three different values for \( \alpha \) (0.3, 0.5 and 0.8). The mean and standard deviation values were then reported as shown in Tables 5.7, 5.8, and 5.9.

The calculated values for the parameters of reduced Sestak-Berggren equation for crystallising indomethacin at 25\(^{\circ}\)C, 30\(^{\circ}\)C and 35\(^{\circ}\)C are also summarised in Tables 5.7, 5.8 and 5.9, respectively. At some values for % data coverage, the calculated parameters had no physical meaning or the Q function could not be determined. These results were reported as Not Applicable (NA). Such results are likely to have originated from significant interference of noise in the data. Results of physical meaning did not all agree with the fit values. Calculated values that agreed with fit values are underlined in the summary Tables 5.7, 5.8 and 5.9.

When the calculated values were consistent with the fit values, the variation in the calculated \( c.k \) value was very small whereas this variation is relatively large when the calculated values were different from the fit values. In terms of the % data coverage that resulted in the success of the calculation method, no trend was observed. With some samples (eg. 35\(^{\circ}\)C data, sample 1, Table 5.9) high % data coverage (80%) was needed to reach agreement between the differently determined kinetic parameters. With other samples (eg. 25\(^{\circ}\)C data, sample1, Table 5.7) lower % data coverage value (50%) resulted in recovering the fit values whereas higher % data coverage (80%) returned significantly different calculated values. This indicates that with real calorimetric data the success of the calculation method is also affected by the level of noise in the data used to carry out the calculation. If the calculation method fails with certain % data coverage, it is therefore worth carrying out the calculation with different % data coverage. A good test to check the accuracy of the calculation is to look at the variation
in the calculated \( c.k \) because as noted earlier when the fit and calculated values agreed the calculated \( c.k \) value had very small variation. However, care should be taken as there was one case (30\(^{\circ}\)C data, sample 1, Table 5.8) where the calculated \( c.k \) value had very small variation and agreed with the fit value but the other calculated values were not consistent with the fit values.

**Table 5.7:** Crystallisation kinetic parameters for indomethacin at 25\(^{\circ}\)C determined by fitting data to reduced Sestak-Berggren model (Eq. 5.5) and by applying calculation method.

<table>
<thead>
<tr>
<th></th>
<th>( m )</th>
<th>( n )</th>
<th>( Q )</th>
<th>( c.k )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fit values</strong></td>
<td>0.351 (±0.026)</td>
<td>0.496 (±0.026)</td>
<td>11.88 (± 2.18)</td>
<td>3.80 x10(^7) (±0.42 x10(^7))</td>
</tr>
<tr>
<td><strong>% data coverage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30%</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>50%</td>
<td>0.329</td>
<td>0.458</td>
<td>13.00</td>
<td>3.90 x10(^7) (±0.04 x10(^7))</td>
</tr>
<tr>
<td>80%</td>
<td>2.134</td>
<td>0.544</td>
<td>40.50</td>
<td>6.60 x10(^7) (±4.81 x10(^7))</td>
</tr>
</tbody>
</table>

**Table 5.8:** Crystallisation kinetic parameters for indomethacin at 30\(^{\circ}\)C determined by fitting data to reduced Sestak-Berggren model (Eq. 5.5) and by applying calculation method.

<table>
<thead>
<tr>
<th></th>
<th>( m )</th>
<th>( n )</th>
<th>( Q )</th>
<th>( c.k )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fit values</strong></td>
<td>0.413 (±0.001)</td>
<td>0.908 (&lt;0.000)</td>
<td>14.70 (&lt;0.00)</td>
<td>0.98 x10(^6) (&lt; 0.00 x10(^6))</td>
</tr>
<tr>
<td><strong>% data coverage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30%</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>50%</td>
<td>0.101</td>
<td>0.689</td>
<td>8.68</td>
<td>1.07 x10(^6) (0.00 ± x10(^6))</td>
</tr>
<tr>
<td>80%</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td><strong>% data coverage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30%</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>50%</td>
<td>0.359</td>
<td>0.738</td>
<td>13.40</td>
<td>0.88 x10(^6) (0.01 ± x10(^6))</td>
</tr>
<tr>
<td>80%</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>
Table 5.9: Crystallisation kinetic parameters for indomethacin at 35°C determined by fitting data to reduced Sestak-Berggren model (Eq. 5.5) and by applying calculation method using three different values for α (0.3, 0.5 and 0.8).

<table>
<thead>
<tr>
<th>m</th>
<th>n</th>
<th>Q (J)</th>
<th>c.k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fit values</td>
<td>0.575 (±0.028)</td>
<td>0.795 (±0.032)</td>
<td>16.41 (±0.29)</td>
</tr>
<tr>
<td>% data coverage</td>
<td>Calculated values/ sample 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30%</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>50%</td>
<td>1.369</td>
<td>0.815</td>
<td>26.80</td>
</tr>
<tr>
<td>80%</td>
<td>0.525</td>
<td>0.737</td>
<td>16.40</td>
</tr>
<tr>
<td>% data coverage</td>
<td>Calculated values/ sample 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30%</td>
<td>0.608</td>
<td>0.962</td>
<td>11.00</td>
</tr>
<tr>
<td>50%</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>80%</td>
<td>1.397</td>
<td>0.939</td>
<td>23.10</td>
</tr>
</tbody>
</table>

5.5. Summary

Long duration of solid-state reactions or loss of initial calorimetric data results in difficulty in determining the total heat of crystallisation. As a result, determining the crystallisation kinetics from isothermal microcalorimetric data using the model fitting approach becomes unfeasible. A calculation method based on the reduced Sestak-Berggren equation was proposed to solve this problem. Simulated calorimetric data revealed that a minimum of 15% of total reaction heat is needed to recover the correct crystallisation parameters. Small variation in the calculated c.k is a good indicator of the accuracy of the calculation method.

Indomethacin crystallisation from the amorphous state was used as a model for solid-state reactions. Crystallisation was monitored using an isothermal microcalorimeter. Crystallisation kinetics were determined using both model fitting and calculation...
approaches. Agreement between fit and calculated values was erratic and there was not a relationship between the % data coverage and the accuracy of calculation results. This could be attributed to inherent noise in calorimetric data. However, in most cases accurate calculation results were accompanied by small variation in calculated $c.k$ values.

The calculation method proposed in this work can be used for all solid state reactions with the condition that either the initial or final part of the calorimetric data is available.
6) Chapter 6: Complex crystallisation studies with IMC: amorphous indomethacin crystallisation at $60^\circ$C.
6.1. Introduction

Crystallisation from the amorphous state is controlled by different thermodynamic, molecular and dynamic factors [12]. The preparation method appears to be another important factor as amorphous samples of the same material can show different recrystallisation profiles depending on the preparation method [12]. Bhugra et al [73] showed that quench cooled samples exposed to higher levels of mechanical stress tend to show a greater tendency to recrystallise. In the first part of this study, IMC was used to investigate the effect of sample preparation on the calorimetric output upon recrystallisation. Indomethacin crystallisation from the amorphous state above the T_g was used as a model system.

In Chapter 5, determination of crystallisation kinetics with IMC was examined. Indomethacin crystallisation below T_g was used as a model system. This task was not complicated by the occurrence of multiple processes simultaneously since indomethacin crystallised predominantly into one polymorph (γ form). However, indomethacin has been reported to crystallise into different polymorphs (γ, α and δ forms) at temperatures above its T_g [73, 101]. This complication may render the analysis of calorimetric data challenging since the recorded heat flow will result from different processes of different kinetics. The second part of this study will therefore explore the feasibility of using IMC to examine complex crystallisation processes using indomethacin crystallisation above T_g as a model system. Interpretation of calorimetric data is usually best achieved when complementary techniques are used [97, 110]. X-ray powder diffraction, DSC and PLM were therefore used to aid the analysis of our calorimetric data.
6.2. Aims and objectives

- Preparation of amorphous quench cooled indomethacin by two different methods.

- Record the calorimetric output for the prepared indomethacin samples at 60°C and determine the effect of the preparation method on this output.

- Deconvolute the calorimetric signal for complex crystallisation processes.

- Derive quantitative information from calorimetric data for complex crystallisation processes and compare it with data obtained with XRPD and PLM.

6.3. Experimental

6.3.1. Materials

6.3.1.1. Preparation of amorphous indomethacin

- Amorphous indomethacin was prepared directly in the TAM ampoule using two different methods:

  **Method 1:** crystalline indomethacin (Molekula, UK) (300mg) was weighed and loaded into a TAM ampoule. Ampoules were then flushed with nitrogen and crimped in a glove bag at low %RH (≤5%). Crystalline samples were then melted at 175°C for 5min and immediately quench cooled with liquid nitrogen. Samples prepared by this method will be referred to in the remaining text as amorphous bulk indomethacin (ABI).

  **Method 2:** same as method 1 except that the ampoule was rotated after melting the drug in order to form a film around the walls of the ampoules. Ampoules were then
cooled by immersing them in liquid nitrogen or under tap water (at ambient temperature). Samples prepared by this method will be referred to as amorphous film indomethacin (AFI)

- Amorphous indomethacin was also prepared by melting crystalline indomethacin on aluminium paper on a hot plate. The quenched cooled sample (with liquid nitrogen) was then gently ground using a mortar and pestle. This sample will be referred to as powdered amorphous indomethacin.

6.3.1.2. Preparation of α and δ indomethacin polymorphs

The two polymorphs are not commercially available so they were prepared as was described by Joshi [111].

- α-indomethacin was prepared by dissolving 10g of indomethacin (as purchased from Molekula) in ethanol (10ml) at 80°C. After filtering the undissolved drug, 20ml of distilled water (at ambient temperature) was added to the ethanol solution while it was maintained at 80°C. The white crystals formed were then filtered and dried in a vacuum desiccator over P2O5. The melting point of the crystals obtained was determined with DSC to be 153°C in agreement with that reported by Joshi [111] for α indomethacin.

- δ-polymorph was prepared by desolvation of indomethacin methanolate for 10 days in a vacuum desiccator at 30°C. Indomethacin methanolate was prepared by dissolving indomethacin (5 g) (as purchased from Molekula) in methanol (80ml) at 80°C. The solution was then filtered and covered with perforated parafilm and allowed to evaporate gradually at ambient conditions. Crystals of indomethacin methanolate were then collected after 3-2 days.
The melting point for the prepared δ polymorph was measured by DSC and was found to be 133°C in agreement with the values reported by Crowley et al [112].

6.3.2. Methods

6.3.2.1. Isothermal microcalorimetry

Ampoules were loaded into the TAM channel at 60°C and equilibrated for 30 min. This time was referred to as time = 0 s. Ampoules were lowered to the measurement position and heat flow was recorded for at least 10 days. The calibration and measuring technique were as described in Section 2.2.3.4. Measurements were conducted at least in triplicate.

6.3.2.2. X-ray powder diffraction (XRPD)

Samples were prepared in the TAM ampoules according to Method 2 and then stored in a temperature controlled oven at 60°C. Ampoules were then removed at several time points and samples (present as thin films) were removed from the ampoules to be gently ground using a mortar and pestle. Diffractograms for the powdered samples were recorded as described in Section 2.2.7.2. Traces for scanning angle (2θ) from 5° to 30° were obtained in 0.02° steps using 4 s averaging time. Measurements were conducted at least in duplicate. Peaks in the XRPD patterns were determined using the peak search program of the X’Pert HighScore (Version 1.0a, Philips Analytical B. V., The Netherlands) software by detecting the minima from the second derivative of the diffractogram.

6.3.2.3. Differential scanning calorimetry (DSC)

DSC measurements were conducted using Pyris 1 DSC (Perkin-Elmer Instruments, USA) connected to the cooling unit Intracooler 2P (Perkin-Elmer Instruments, USA) as
described in Section 2.2.5.2. Samples (about 10 mg) were loaded in non-hermetically sealed aluminium pans and then heated from 0 to 180°C at 5, 40 and 100°C/min.

6.3.2.4. Polarised light microscopy

Samples prepared by Method 2 were examined under the light microscope. Samples were stored in a temperature controlled oven and removed at different time points to be examined directly under polarised light microscope as described in section 2.2.9.2.

6.4. Results and discussion

6.4.1. Qualitative analysis of calorimetric signal for ABI and AFI samples

Amorphous indomethacin samples denoted as ABI and AFI as described above were transferred to the TAM at 60°C as soon as the cooling process was accomplished. Figs.6.1 and 6.2 illustrate the heat output for the ABI and AFI samples, respectively. For ABI samples (Fig.6.1), the power-time curve is initiated by a small decaying signal (phase “a”) which then levels off for a short while (phase “b”) at a low non-zero P value. An increasing signal is then recorded which then levels off (phase “c”) but shows another increasing pattern again in a smooth manner (phase “d”). At 5 days approximately, the signal starts decaying in an uneven manner (phase “e”). Finally the signal starts decreasing at a very slow rate at low P values (phase “f”). AFI samples showed a similar pattern (Fig.6.2) but some differences are noticed and these can be clearly seen from Fig.6.3 which illustrates representative calorimetric outputs for an ABI sample and an AFI sample. The first major difference is noticed with phase “c” which lasts for a longer period with the AFI samples compared to the ABI samples. Although phase “e” starts at the same time point (5.5 days) within experimental error, the signal at this phase proceeds in a noticeably more even manner with the AFI samples compared with the ABI samples.
Figure 6.1: Power-time signal for three ABI samples as they crystallised at 60°C.

Figure 6.2: Power-time signal for three AFI samples as they crystallised at 60°C.

Figure 6.3: Illustration of the power-time signal for an ABI sample and an AFI sample.
From this descriptive analysis it can be concluded that the preparation method affected the progress of the calorimetric signal for amorphous indomethacin at 60°C as expected. There are different factors in the preparation of AFI and ABI samples. These include the cooling method (by inserting the ampoule in liquid nitrogen of cold water) and whether the samples are spread along the inner walls of the TAM ampoules. In order to verify which factor has mainly affected the progress of the calorimetric signal, melted indomethacin was spread inside the ampoule then cooled with liquid nitrogen. This method will exclude differences in the cooling method. Sample prepared with this method will be referred to as nitrogen cooled amorphous film indomethacin (NAFI). As can be seen from Fig.6.4, power-time signal for NAFI sample has the pattern as AFI sample, except that phase “c” starts earlier for NAFI sample. This might be due to the mechanical stress induced by quenching with liquid nitrogen resulting in the creation of cracks, which can act as nucleation sites. These results suggest that the cooling method was not the main factor resulting in differences in the progress of the calorimetric signal for AFI and ABI samples. It is therefore very likely that these differences stem from the shape of the samples (bulk or film-like).
In a research article by Bhugra et al [63] the onset of crystallisation of amorphous indomethacin was determined with IMC at 60°C. The samples were also prepared insitu inside the TAM ampoules by quench cooling. The same phases were reported up to phase “c” since data recording was terminated after three days as the authors were interested in recording the onset of crystallisation indicated by the sharp increase of the power signal i.e. the onset of phase “c”.

Before proceeding in interpreting the origin of the phases described above, it is important to confirm that the power signal recorded by TAM for amorphous indomethacin at 60°C originates from the sample itself and not from other artefacts. Bhugra et al [63] reported the presence of both exotherms and endotherms at temperatures higher than 40°C when glass ampoules with rubber stoppers were used. It was deduced that the rubber stoppers contributed to the power signal causing these artefacts. These effects were reported not to happen with stainless steel ampoules [63]. All our experiments were conducted using glass ampoules with rubber stoppers, but no
endotherms were observed and the signal was consistently exothermic. In order to verify whether the rubber stoppers did contribute to the power signal of our experiments, the calorimetric response from the same batch of amorphous indomethacin was recorded at $60^\circ$C using both glass and stainless steel ampoules. Powdered amorphous indomethacin (prepared as described above, Section 6.3.1.1) was used for this experiment. Results are illustrated in Fig.6.5. Samples loaded in stainless steel ampoules demonstrate an initial low positive value which then increased gradually and an intact peak was then recorded over approximately 70h. On the other hand, power signal from samples loaded in glass ampoules started from a low negative value which then gradually decreased to become positive after a short while. The positive signal then followed the same trend as that for stainless steel samples. These results indicate that the rubber closure might be contributing negatively to the power signal at $60^\circ$C. The effect of this contribution was investigated by calculating the total heat of crystallisation by integrating the power-time signal from time = 2h to t = 150h. Data before t = 2h are usually not considered when analysing data as it might contain contribution from heat of friction resulting from lowering the ampoules to the measurement position. At t = 150h, the signal for all samples was stable. Integration results are summarised in Table 6.1 and they show that the contribution from the rubber stoppers had negligible effects on the total heat of crystallisation since its value was independent of the type of ampoules used.
Figure 6.5: Power-time signal for powdered indomethacin samples as they crystallised in the TAM at 60°C using glass (solid line) and stainless steel ampoules (dashed line). Inset shows the power signal of the same samples at the beginning of the reaction.

Table 6.1: Mean total heat output from crystallisation of powdered indomethacin (300mg) (at 60°C) loaded either in glass or stainless steel ampoules. Standard deviation is in presented in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>Glass ampoules (n = 2)</th>
<th>Stainless steel ampoules (n = 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean total heat output (J)</td>
<td>15.09, 14.48</td>
<td>15.09, 16.22, 15.21</td>
</tr>
</tbody>
</table>

Given that the contribution from the rubber stopper is negligible and the same phases were reported by Bhugra et al [63], our calorimetric outputs for both ABI and AFI samples are considered to originate from the samples and are weakly affected by the rubber stopper contribution.
The initial decay signal i.e. phase “a” is similar to the enthalpy relaxation signal of amorphous systems. However, the relaxation phenomenon above $T_g$ occurs at very short times (in the microseconds range) and hence phase “a” is likely to have originated from a different phenomenon. Bhugra et al [63] hypothesised that this phase might have resulted from the decay in nucleation rate. When stable nuclei are formed, crystal growth is initiated resulting in an increasing exothermic response. The plateau phase (phase “b”) is then the sum of the decaying nucleation signal and the increasing crystal growth signal. Finally, crystal growth becomes dominant and phase “c” is recorded [63]. This explanation could be feasible knowing that the crystallisation onset for indomethacin at 60°C is about 6h as was determined with polarised light microscopy [63]. In our study, small crystals were also visualised with a polarised light microscope after 6 hours of storage at 60°C as will be discussed later.

6.4.2. Characterisation of TAM samples

6.4.2.1. XRPD

After microcalorimetric measurements, ABI and AFI samples were analysed with XRPD. The two types of indomethacin samples had the same XRPD pattern as illustrated in Fig. 6.6. This indicates that the ABI and AFI samples crystallised into the same polymorphs. In an attempt to identify these polymorphs, the peak positions for the crystallised indomethacin samples (either ABI or AFI) shown in Fig.6.6 were plotted against the peak positions for the most common crystalline forms of indomethacin as shown in Figs. 6.7, 6.8 and 6.9. As can be seen from these figures, 6 peak positions from the crystallised indomethacin sample correspond to the $\gamma$ polymorph (Fig.6.7), 12 positions correspond to the $\alpha$ form (Fig.6.8) and 5 positions correspond to the $\delta$ form (Fig.6.9). This might indicate that all three polymorphs are
present in the crystallised ABI and AFI samples. X’Pert High Score software allows matching an XRPD pattern to reference patterns for defined crystalline forms. When this function was applied on crystallised ABI and AFI samples, the software provided scores for the three polymorphs in the following order: $\alpha > \gamma > \delta$. These results are partly consistent with what was reported by Wu et al [101] who studied the crystallisation of indomethacin prepared by melt quenching crystalline indomethacin on a clean microscope cover glass. Between 50 and 100°C, it was found that more than 90% of the crystals formed were in the $\delta$ form, and the remaining crystals were of both $\gamma$ and $\alpha$ forms.

![XRPD pattern for ABI (solid line) and AFI (dashed line) after microcalorimetric measurements at 60°C.](image)

**Figure 6.6:** XRPD pattern for ABI (solid line) and AFI (dashed line) after microcalorimetric measurements at 60°C.
**Figure 6.7:** Illustration of peak positions for crystallised indomethacin samples (top black) and for gamma indomethacin (bottom red).

**Figure 6.8:** Illustration of peak positions for crystallised indomethacin samples (top black) and for alpha indomethacin (bottom red).

**Figure 6.9:** Illustration of peak positions for crystallised indomethacin samples (top black) and for delta indomethacin (bottom red).
There are, however, prominent diffraction peaks in both ABI and AFI sample diffractograms which do not correspond to any of the examined polymorphs (γ, α and δ). These are situated at diffraction angles 9.37, 12.38 and 15.25. It is speculated that there is another crystalline species that the available reference diffraction patterns do not reflect. X-ray diffractograms for the γ and the α forms are well established in the literature since their single-crystal structures are known [101]. Single-crystal structure for the δ polymorph is not known and the X-ray diffractogram for this polymorph is assumed to be that produced for a crystalline form that emerges from desolvation of indomethacin methanolate [101]. There is no record in the literature that confirms that the diffractogram for the δ form that emerges from the amorphous state is the same as the diffractogram for the δ form that emerges from indomethacin methanolate desolvation. XRPD data were, therefore, not conclusive and the use of complementary techniques was mandatory.

6.4.2.2. DSC

In order to identify further the identity of the indomethacin polymorphs that emerged at 60°C, AFI samples were also analysed by DSC by heating the samples at different heating rates. The resulting DSC scans are illustrated in Fig.6.10. As the samples were heated at 5°C/min, an endotherm was observed at 124.35°C, which was immediately followed by an exotherm. Another endotherm was then observed at 154.28°C that was also followed by a small exotherm. Finally, an endotherm at 160.02°C was recorded. The three endotherms correspond to the melting of indomethacin polymorphs δ (124.35°C), α (154.28°C) and γ (160.02°C) [101].
Crystalline indomethacin is known to be a monotropic system with the γ form being the most stable form [1]. Both α and δ forms are metastable forms and were reported to transform to the stable form after melting which is manifested in the exotherm that follows the melting endotherm [1] as it was illustrated in Fig. 6.10 (5°C/min). However, the δ form being the least stable can transform to either the α or γ forms depending on the types of seeds present and the heating mode employed [1]. Our DSC results at 5°C/min therefore confirm the presence of δ form but not the other two forms since these might have originated from the conversion of the δ form.

As the heating rate was increased to 40°C/min, the same events in the same order were noted as for 5°C/min but the fusion enthalpy ratio between γ and α polymorphs was reversed so that it became higher in favour of the α form (Fig. 6.10). Quantitative analysis was not possible due to the possibility of conversion between melting events of α and γ forms.

Figure 6.10: DSC scans for AF1 samples after microcalorimetric measurements heated at 5, 40 and 100°C/min.
Finally, when a heating rate of 100°C/min was used both the melting endotherms for δ and α forms were present whereas that for the γ form disappeared. It can be concluded that the use of higher heating rates suppressed the appearance of the γ form indicating that this form was not originally present in the recrystallised API samples but resulted from the conversion of the metastable polymorphs. There remain two possible scenarios: either the API samples recrystallised both to δ and α forms or they recrystallised totally to δ form, which transformed to α form upon heating in the DSC and this conversion was not suppressed by high heating rates. However, when pure δ indomethacin was heated at 100°C/min, no transformation was observed (Fig.6.11). When pure δ form was mixed with pure α form in a 1:1 ratio, the δ form clearly transformed to the α form indicated by the presence of an exotherm following the melting endotherm of the δ form (Fig.6.12). The data presented confirm that the API samples recrystallised at 60°C into both α and δ forms.

**Figure 6.11:** DSC scan for indomethacin δ-form at 100°C/min.
In order to confirm the absence of the \( \gamma \) form in the recrystallised AFI and ABI samples, some \( \gamma \) crystals were added as seeds to an AFI sample. The sample was then allowed to recrystallise in the TAM at 60\(^0\)C. The recrystallised sample was then scanned in the DSC at 200\(^0\)C/min. The resulting DSC scan is illustrated in Fig.6.13. Unlike the non-seeded samples (Fig.6.10, 100\(^0\)C/min), the melting endotherms for all three polymorphs are clearly seen, although the fast heating rate resulted in the partial overlap of the \( \alpha \) and \( \gamma \) melting endotherms.

**Figure 6.12:** DSC scan for a 1:1 mixture of \( \alpha \) and \( \delta \) polymorphs scanned at 200\(^0\)C/min.

**Figure 6.13:** DSC scan for a gamma seeded AFI sample scanned at 200\(^0\)C/min.
DSC analysis of AFI samples proved the presence of only two crystalline forms, α and δ. This might seem contradicting with the XRPD analysis which revealed the possibility of the presence of three or four different polymorphs. The most likely explanation for this is that the δ form that emerges from the amorphous state has a different x-ray diffractogram from the δ form that is produced from desolvation of indomethacin methanolate. The diffractogram for the δ form that emerges from the amorphous state might have diffraction peaks that overlap with those for the γ form and δ form that results from desolvation of indomethacin methanolate. This might have led to a misinterpretation of the XRPD data.

In conclusion, DSC analysis provided strong evidence that AFI and ABI samples crystallised to α and δ forms and no evidence for the presence of γ form was obtained.

6.4.3. Characterisation of AFI samples with PLM

Physical reactions such as crystallisation can be better understood if monitored visually since different crystals can have different shapes. This could be achieved with AFI samples since the thin indomethacin layer inside the ampoule could be easily visualised with a polarised light microscope after storage at 60°C.

Pictures taken under polarised light microscope for AFI samples stored at 60°C for different time periods are illustrated in Fig.6.14. It is clear that within 6 hours of storage, some formed crystals of a spherical shape can be visualised. Both Bhugra et al [73] and Wu et al [101] reported that at 60°C, the δ form emerges first as compact and fine-grained spherulites. Therefore it is very likely that the crystals seen at 6h are those for the δ form. As time proceeded, the concentration of δ crystals increased as seen in Fig.6.14 (21h). By 41h, the whole surface was covered with these crystals. At 48h,
smaller and denser crystals were observed on top of the already existing δ crystals. Subsequently, the concentration of these dense crystals increased up to the fourth day. No more monitoring could be achieved after this time point as significant crystallisation hindered light transmission through samples.

![Figure 6.14: Polarised light microscope pictures for AFl samples stored at 60°C for different time periods as designated on top of each picture.](image)

6.4.4. Characterisation of AFl samples with XRPD

X-ray powder diffraction is a standard method to monitor crystallisation processes since characteristics of the diffraction pattern are dependent on the types and quantity of crystals present in a sample. The progress of the crystallisation process for AFl samples at 60°C was also monitored using XRPD in order to understand better and interpret the calorimetric signal. XRPD patterns for the samples at different time intervals are illustrated in Fig.6.15. In the first day, a broad hump characteristic of amorphous form was observed. In the second day, some diffraction peaks started to appear. As time proceeded, the same diffraction pattern was retained with an increase in peaks’ intensity up to the fifth day, where new diffraction peaks clearly corresponding to the α form appeared. From day 5 to day 7, no more new peaks appeared, and the intensity of the existing peaks grew longer.
Figure 6.15: Illustration of progress of XRPD pattern for AFI samples stored at 60°C over 9 days.

The intensity of some characteristic peaks was plotted against time to provide a better interpretation of the diffraction patterns shown in Fig.6.15. Data for day 12 were also included. As it can be seen from Fig.6.16, three patterns of peak intensity evolution are present. In the first pattern (pattern 1), represented by peaks at positions 9.28° and 21.61°, peaks appeared at 2 days and their intensity increased steadily up to 4.6 days. From 4.6 days to 5 days, a sharp increase in the intensity was observed. From 5 days and 9 days, the intensity remained constant within experimental error. After 9 days, a decrease in the intensity occurred. In the second pattern (pattern 2), presented by peak positions 13.92° and 18.71°, the same trend was observed except after 9 days when the intensity remained constant (within experimental error). In the third pattern (pattern 3), represented by peak position 8.48°, peak appeared in the 5th day approximately and its intensity increased from 5 days to 7 days then remained constant (within experimental error) and finally showed some increase after 9 days.
Figure 6.16: The evolution of intensity of characteristic peaks over time for AFI samples stored at 60°C.

From this analysis it appears that three different species are emerging. Each species can be hypothesised to be represented by one pattern from the three patterns described above. These species will be referred to by the number of the pattern to which they correspond.

Figure 6.17: Illustration of peak positions for crystallised AFI sample after 4 days storage at 60°C (top black) and for γ-indomethacin (bottom red).
Figure 6.18: Illustration of peak positions for crystallised AFl sample after 4 days storage at 60°C (top black) and for a indomethacin (bottom red).

Figure 6.19: Illustration of peak positions for crystallised AFl sample after 4 days storage at 60°C (top black) and for a indomethacin (bottom red).

Figure 6.20: Illustration of peak positions for crystallised AFl sample after 6 days storage at 60°C (top black) and for a indomethacin (bottom red).
The XRPD pattern from 2 days to 5 days is very likely to have resulted from the presence of species 1 and species 2 since polarised light microscopy has shown that by 48h two different crystalline species were present. Unfortunately, XRPD data before 2 days do not provide sufficient information about the nature of the crystals that emerged the earliest due to weak sensitivity of the technique. In an attempt to determine the nature of crystalline forms from 2 days and 5 days, the peak positions for AFI samples at 4 days were plotted against those for γ, α and δ forms as shown in Figs.6.17, 6.18 and 6.19, respectively. For each polymorph, only three peak positions for AFI sample matched those for an indomethacin polymorph. DSC data discussed earlier have proved that the γ form was absent. Analysis of XRPD patterns after 5 days showed that the new emerging peaks matched those for the α form (Fig.6.20). This indicates that the α form represents species 3 and it only appeared after 5 days. It is therefore possible that both species 1 and 2 correspond to the δ form. Wu et al [101] reported that the thickness of the indomethacin liquid affected the morphology of δ crystals grown. More transparent δ crystals emerged from thinner liquids (Fig.6.21 a) compared with thicker liquids (Fig.6.21 b). It could be hypothesised that differences in the thickness of drug layer (with the AFI samples) along the inner walls of the TAM ampoules resulted in different growth modes of δ crystals. Trofimov et al [113] also demonstrated that film thickness can affect crystal growth kinetics. It was shown that with volume induced crystallisation, kinetics were determined by film thickness. Surface induced crystallisation kinetics are described by 2D Kolmogorov–Johnson–Mehl–Avrami (KJMA) in thin films and are linear in thick films [113].
The rate of crystallisation was modelled using the Avrami model. This is the most commonly used model to derive isothermal crystallisation kinetics in different fields [99, 114]. The first assumption this model makes is that crystal growth rate is constant and linear. It also assumes that nucleation is either instantaneous (athermal) or sporadic (thermal) [114]. It is expressed mathematically by a simple equation (Eq.6.1) as follows:

\[ \theta_t = 1 - \exp[-(kt)^n] \]  

Eq.6.1

where \( \theta_t \) is relative crystallinity at time \( t \), \( k \) is the Avrami rate constant and \( n \) is the Avrami exponent. \( k \) is a first order parameter (has units of time\(^{-1}\)) and gives a quantitative indication for the stability of a system. The mechanism of nucleation and crystal growth can be deduced from the value of \( n \) which should be an integer (ranging from 1 to 4) [115]. Values for \( \theta_t \) can be obtained from XRPD data as described in Eq.6.2:

\[ \theta = \frac{t_t}{t_f} \]  

Eq.6.2

Figure 6.21: "(a and b) Typical appearances of \( \delta \) IMC crystals. Both were grown at 70 °C." Figure reproduced from Wu et al [101].
where $I_t$ is peak intensity at time $t$ and $I_f$ is the maximum peak intensity attained when the crystallisation process ceases. The analysis was applied using intensity evolution for representative peaks at diffraction angles 9.28° and 21.61° (pattern 1) and 13.92° and 18.71° (pattern 2). Data for peaks corresponding to pattern 3 were not sufficient to carry out the analysis, so the analysis was restricted to pattern 1 and 2 only. Whenever possible data were fitted to the Avrami model for $\theta_1$ values ranging between 0.1 and 0.8. Above $\theta_1 = 0.8$, it is hypothesised that the assumption of constant linear crystal growth rate is not valid [114] as at this stage an impingement effect may occur. This effect is referred to situations where two crystallisation interfaces grow from different nuclei and then impinge on each other. As a result, crystal growth might be terminated on the common interface formed [116]. Fit lines obtained by least squares minimisation and kinetic parameters are illustrated in Fig.6.22 and Table 6.2 respectively.

The Avrami model provided a fair but not a perfect description of the data as can be concluded from the relatively low values of $R^2$ (Fig.6.22). The model provided a better prediction of $k$ values than $n$ values as it is reflected in the low RSE values for $k$ (<10%) and high RSE values for $n$ (>10%) (Table 6.2). Quantitatively, all the peaks had a similar $k$ value reflecting that species 1 and species 2 evolved at the same rate. Although values for the Avrami exponent $n$ were greatly variable, they generally varied between 2 and 3 which indicates that crystallisation is characterised by two dimensional growth and both thermal and athermal nucleation mechanisms [99].
Figure 6.22: Relative crystallinity at diffraction angles 9.28°, 13.92°, 18.71° and 21.61° for AF1 samples at 60°C. Solid lines represent fit lines to Avrami model.
Table 6.2: Crystallisation kinetic parameters for AFI samples at 60°C obtained by fitting XRPD data at diffraction angles (9.28°, 13.92°, 18.71° and 21.61°) to the Avrami model using least squares minimisation. Standard error is shown between parentheses. RSE stands for relative standard error.

<table>
<thead>
<tr>
<th>Diffraction angle</th>
<th>k (s⁻¹)</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.28°</td>
<td>2.69 (± 0.14) x 10⁶, RSE=5%</td>
<td>3.2 (± 0.8), RSE=25%</td>
</tr>
<tr>
<td>13.92°</td>
<td>2.37 (± 0.05) x 10⁶, RSE=2%</td>
<td>2.7 (± 0.7), RSE=26%</td>
</tr>
<tr>
<td>18.71°</td>
<td>2.57 (± 0.18) x 10⁶, RSE=7%</td>
<td>2.5 (± 0.7), RSE=28%</td>
</tr>
<tr>
<td>21.61°</td>
<td>2.85 (± 0.17) x 10⁶, RSE=5%</td>
<td>2.7 (± 0.6), RSE=22%</td>
</tr>
</tbody>
</table>

6.4.5. Quantitative analysis of calorimetric signal

6.4.5.1. AFI samples

Calorimetric data for crystallisation processes have been used to extract crystallisation kinetics by plotting relative crystallinity (θₜ) against time [104, 115]. The plot is then fitted to appropriate models. θₜ can be calculated as follows:

\[
θₜ = \frac{\int_0^t \left( \frac{dq}{dt} \right) dt}{\int_0^\infty \left( \frac{dq}{dt} \right) dt} = \frac{q}{Q}
\]

Eq.6.3

where \( t \) is the elapsed time during the course of crystallisation, \( q \) is the heat change to time \( t \) and \( Q \) is the total heat of crystallisation. It should be noted that this approach is based on the assumption that there is a linear relationship between the evolution of crystallinity and the evolution of heat recorded by the calorimeter. Furthermore, this approach can only be applicable if only one crystallisation mechanism takes place. However, inspection of calorimetric data for AFI samples reveals that there at least two overlapping peaks. Quantitative analysis of such data necessitates the separation of
these peaks. Gaisford et al [115] found that a double-Lorentzian model could describe calorimetric data for the crystallisation of indomethacin to two different polymorphs. Double (2), triple (3) and quadruple (4)-Lorentzian models were employed successively to deconvolute AFI calorimetric data up to 9 days when crystallisation process is believed to have nearly finished. Results of fitting typical data for AFI samples to 2, 3, and 4-Lorentzian models are illustrated in Figures 6.23, 6.24 and 6.25, respectively. As can be seen from Figures 6.23 and 6.24, a better fit was obtained with 3-Lorentzian compared with 2-Lorentzian. This was expected since models of higher number of parameters usually provide better fits [22]. However, when data were fitted to 4-Lorentzian model, which has more parameters than 3-Lorentzian model, the fitting process failed to converge and the software reported the same crystallisation peaks returned by 3-Lorentzian (Fig.6.25). This indicates that the better fit obtained by 3-Lorentzian is not merely because the model has more parameters but because the data are best described by the overlap of three peaks. The symmetrical nature of the peaks returned by Lorentzian model might have resulted in the fit line not perfectly matching the calorimetric data. Crystallisation from the amorphous state is a complex phenomenon and tends to be described by models which take into account mechanistic factors such the impingement effect. It should be noted then that quantitative analysis (as described above with Eq.6.1) of the deconvoluted peaks is just an approximate estimation of the real kinetics of the reactions.
Figure 6.23: Power-time data for a typical AFI sample and the fit lines obtained by fitting to a 2-Lorentzian model.

Figure 6.24: Power-time data for a typical AFI sample and the fit lines obtained by fitting to a 3-Lorentzian model.
\( \theta_i \) values were calculated using Eq.6.3 for each of the three peaks (each representing a distinct phase) returned by 3-Lorentzian model. \( \theta_i \) versus time plots were then constructed and data were fitted to the Avrami model for \( \theta_i \) values ranging between 0.1 and 0.8. The resulting fits and kinetic parameters are illustrated in Fig.6.26 and Table 6.3. All three phases had values for the Avrami rate constant \( k \) in the same order of magnitude (Table 6.3). However, \( k \) value for phase 1 conforms quite well with the \( k \) values calculated with XRPD for species 1 and species 2 (Table 6.2). Also only phase 1 had an \( n \) value of physical meaning which also agrees quite well with the \( n \) value obtained with XRPD data for species 1 and species 2. The other two phases had \( n \) values of no physical meaning. This may reflect some flaws in the deconvolution method used rendering the quantitative analysis of crystallisation kinetics not possible to obtain.
Figure 6.26: Relative crystallinity as a function of time for AFI samples (three phases) at 60°C and the fit lines obtained by fitting to the Avrami model between 0.1 and 0.8 relative crystallinity as demonstrated between the two dashed vertical lines.
Table 6.3: Kinetic parameters obtained by fitting the crystallisation data for AFI samples (three phases) at 60°C to the Avrami model with least squares minimization.

<table>
<thead>
<tr>
<th>Crystallisation peak</th>
<th>k (s⁻¹)</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.65 (± 0.35) x 10⁻⁶</td>
<td>2.9 (± 0.4)</td>
</tr>
<tr>
<td>2</td>
<td>2.04 (± 0.15) x 10⁻⁶</td>
<td>10.7 (± 3.1)</td>
</tr>
<tr>
<td>3</td>
<td>1.88 (± 0.11) x 10⁻⁶</td>
<td>27.2 (± 9.8)</td>
</tr>
</tbody>
</table>

To further relate TAM data to microscopy and XRPD data, the onset time to crystallisation for each phase (determined with 3-Lorentzian model) was estimated by drawing a tangent between the time axis and the accelerating part of each peak as illustrated in Fig.6.24. A similar approach was used by Bhugra et al [63] in order to determine the onset time to crystallisation for amorphous indomethacin using TAM data. Results are summarised in Table 6.4. The analysis revealed that phase 1 appeared after approximately one day of storage. This does not agree with microscopy data which showed that indomethacin crystals were present after 6 hours. The same conclusion was drawn by Bhugra et al [63]. TAM data are also not consistent with microscopy data in regard to the onset of phase 2 since microscopy images showed that the second crystalline species appeared after 2 days whereas the onset of phase 2 (from TAM data) was found to be 4.4 days. Finally, the onset of phase 3 (5.65 days) was more consistent with XRPD data (5.5 days). The inconsistency between TAM and microscopy data could have resulted from the superior sensitivity (i.e. ability to detect initial crystallisation) of microscopy technique relative to TAM [63]. Alternatively, the deconvolution process of the crystallisation peaks did not reflect quantitatively the
actual or real peaks. This could be again due to the symmetrical nature of Lorentzian peaks, which might not be the case with the actual crystallisation peaks.

**Table 6.4: Onset time to crystallisation determined for peaks deconvoluted by 3-Lorentzian model for API samples at 60°C.**

<table>
<thead>
<tr>
<th></th>
<th>Phase 1</th>
<th>Phase 2</th>
<th>Phase 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Onset time (days)</td>
<td>0.94 (± 0.32)</td>
<td>4.43 (± 0.61)</td>
<td>5.65 (± 0.45)</td>
</tr>
</tbody>
</table>

**6.4.5.2. ABI samples**

The same analysis with Lorentzian model was carried out with calorimetric signal for ABI samples illustrated in Fig.6.1. The signal appears to be composed of at least two peaks; the first peak (phase “c” in Fig.6.1) is noticeably small relative to the second peak composed of phases “d” and “e” (Fig.6.1). The broad, uneven and variable nature of the second peak (phases “d-e”) resulted in the creation of artefacts in data fitting. It was noted that increasing the parameters of the model resulted in a better or comparable fit as it can be concluded from the values of reduced $\chi^2$ and $R^2$. This can be seen from Fig.6.27 which illustrates an example of calorimetric signal for an ABI sample fitted to Lorentzian models of increasing number of parameters. It was not possible therefore to determine the model that best describes the data. This reflects one of the main challenges and drawbacks of IMC when it comes to quantitative analysis of complex power-time data.
Figure 6.27: Calorimetric signal for a representative ABI sample fitted to Lorentzian models as illustrated in the legends.
6.5. General discussion

Indomethacin crystallisation from the amorphous state has been widely studied [73, 96, 101, 102, 117]. Indomethacin was shown to crystallise to three different polymorphs (two metastable forms and one stable form) at temperatures above the T_g (44.2°C)[64, 73, 101, 109]. Bhugra et al [73] have demonstrated that the level of mechanical stress applied during the preparation process can greatly affect the crystallisation behaviour.

The aim of this study had two facets: 1) explore the feasibility of using isothermal microcalorimetry to study the complex crystallisation of indomethacin at 20°C above T_g and 2) examine if isothermal microcalorimetry can be used to detect differences in the crystallisation behaviour of two differently prepared indomethacin samples above T_g.

The first objective was approached using film-like amorphous indomethacin samples (AFT) since these showed a “neat” isothermal microcalorimetry signal (Fig.6.2) unlike bulky amorphous indomethacin samples (ABI) which showed an uneven signal. Moreover, AFI samples were more easily analysed with the complementary techniques as the samples were transparent enabling microscopy inspection and easily removed from TAM ampoule enabling analysis with XRPD.

Analysis of AFI samples after microcalorimetry measurements (when the signal stabilised at low values) with DSC revealed the presence of both the α and the δ polymorphs based on the recorded melting points. This agrees only partly with what has been reported in the literature as several studies reported the presence of the γ form as well. The appearance of the metastable forms is consistent with the Ostwald step rule which hypothesises that during crystallisation crystal forms emerge successively in the order of decreasing entropy [96]. This explains why the δ form appeared before the α form as was revealed by microscopy and XRPD analysis. However, microscopy revealed the emergence of two different crystalline species before the appearance of the
α form. These two species were speculated to represent the δ form grown by two different modes, which were reflected in the shape of the calorimetric signal that was best fitted by 3-Lorentzian model. Although quantitative analysis of the deconvoluted peaks provided some non-physical values for the Avrami exponent n, qualitative analysis and rate constants were in reasonable agreement with microscopy and XRPD data. In drug stability assays determination of rate constants is more important than the determination of process mechanism since the former enables comparison between formulations and determination of product shelf life. Moreover, microcalorimetry appeared to be more sensitive than XRPD in terms of detecting early crystallisation.

Other interesting information can be obtained from the last phase (phase “f” Fig.6.2) of the power-time signal starting after 6.5 days of measurement. It is noted that after phase “e” (Fig.6.2) the low non-zero calorimetric signal starts decreasing at a very slow rate (phase “f”). This might indicate that the crystallisation process did not cease completely after phase “e” but proceeded at a slow rate. Alternatively, phase “f” might have arisen from a solid-solid transformation. This could be explained by the drop in peak intensity at diffraction angles 9.28° and 21.61° corresponding to crystalline species 1 after approximately 7 days (Fig.6.16). This occurred simultaneously with an increase in peak intensity at diffraction 8.48° corresponding to species 3 (or α form), which can be clearly seen at day 12. This means that the δ form could be transforming to the α form at 60°C.

Regarding the second objective of the study IMC was used to examine differences in the crystallisation behaviour of amorphous indomethacin prepared by cooling a bulk of melted material (ABI samples) or thin layer of indomethacin (AFI samples). Although both materials showed the same XRPD pattern, their calorimetric signals were significantly different reflecting differences in the crystallisation behaviour. Although
phase “c” (Fig.6.1 and Fig.6.2) was present for both AFI and ABI samples, it is significantly shorter for ABI samples. It could be therefore deduced that this phase of crystallisation is related to the free surface of the sample since the major difference one can think of in terms of the structure of AFI and ABI samples is the area of the free surface. AFI samples have greater free surface area and their phase “c” lasted longer. It was shown that indomethacin crystallisation at the surface was two orders of magnitude faster than that at the bulk below $T_g$ [102]. Wu et al [118] showed that surface crystallisation was suppressed by depositing a ultrathin (a few nanometers thick) coating of gold or polyelectrolytes. It was speculated that this supports the notion that coating inhibits the mobility of a thin layer of surface molecules responsible for enabling surface crystallisation [118]. In the field of metallic glasses, Laudisio et al [119] found that powdered potassium heptagermanate glass samples crystallise initially to a metastable crystal form which then transform to a stable crystal form, whereas bulk potassium heptagermanate samples crystallised directly to the stable crystal form. The differences between the calorimetric signals for AFI and ABI samples have important implications in term of crystallisation studies from the amorphous state. Polarised light microscopy is widely used for this purpose and samples are usually prepared as a glob on top of a microscope glass. Although this glob simulates the film-like structure, results are usually generalised to bulk crystallisation as it was, for example, in Ref [63]. Furthermore, care should be taken when comparing different studies employing different preparation methods.
6.6. Summary

Isothermal microcalorimetry has been shown to be a useful tool to study the complex crystallisation processes of indomethacin above its $T_g$ at 60°C. This technique provided both qualitative and quantitative information regarding this process especially for film-like amorphous samples. Quantitative analysis carried out with Lorentzian model to deconvolute the calorimetric signal was reasonably consistent with the analysis undertaken with light microscopy and XRPD. IMC was shown to be more sensitive than XRPD in detecting early crystallisation but less sensitive than PLM. This shows that the elegant characteristics of IMC can be exploited to study even complex crystallisation processes.

Qualitative analysis of calorimetric signal revealed significant differences in the crystallisation behaviour of film-like and bulky amorphous indomethacin samples. These differences were speculated to have originated from difference in the free surface area between the two differently prepared samples. Analysis of the final re-crystallised material with XRPD failed to reveal these differences as the two samples had the same polymorphic composition. This suggested that the preparation method should be taken into consideration when comparing crystallisation kinetics even if the same cooling method was used and same mechanical stress was applied.
Chapter 7: Conclusion and future work
Ensuring physical stability is a paramount requirement for the usage of amorphous pharmaceuticals. This thesis aimed at exploring different aspects of the stability of the amorphous state using mainly isothermal microcalorimetry. The main aims of the thesis were to:

- Compare enthalpy relaxation profile for a hydrophobic drug using IMC and DSC.
- Explore the feasibility of using TAM to assess enthalpy relaxation profiles for two-phase amorphous systems.
- Explore the effect of the anomeric composition of amorphous lactose on some aspects of its physical properties.
- Develop a calculation method to determine the reaction parameters for solid-state reactions using IMC.
- Assess the complex crystallisation processes with IMC
- Explore the effect of the preparation method on the crystallisation process of amorphous indomethacin above T_g using IMC.

Enthalpy relaxation studies are routinely undertaken to determine the stability of amorphous materials. DSC and IMC are both established techniques in enthalpy relaxation studies. The enthalpy relaxation profile for an amorphous hydrophobic drug, indomethacin, was determined using both DSC and IMC. The same relaxation profile was obtained from the two techniques when the same material was used. The value used for T_g to calculate Δ_rH (∞) was found to affect the determined relaxation profile. Good agreement between DSC and IMC results was obtained when T_g at zero heating rate was used. This clarified the potential source of contradictory results present in the literature regarding whether DSC and IMC measure the same type of molecular
mobility. Our results suggest that the two techniques “look” at the same type of molecular mobility (\(\alpha\)-relaxation). This conclusion can be verified further by comparing enthalpy relaxation profiles for other different pharmaceutical materials using the method proposed in this thesis.

Enthalpy relaxation of two-phase amorphous pharmaceutical systems was explored using IMC. The model fitting approach was employed to analyse the power-time data. The analysis was based on the assumption that the calorimetric output from the relaxation of a two-phase amorphous system is the sum of the outputs from the relaxation of each phase; and hence can be described by the sum of two models that described relaxation, namely the KWW and MSE models. Analysis of simulated data with the time derivative of the 2-KWW equation revealed that the model can successfully recover the correct relaxation parameters for each phase given that no phase predominates the signal. With real calorimetric data, the 2-KWW model appeared to be sensitive to inherent noise and failed to return the correct relaxation parameters. The 2-MSE model, on the other hand, appeared to be more robust and less sensitive to noise. The 2-MSE recovered the expected relaxation parameters for a sucrose-indomethacin system but not for a sucrose-lactose system likely due to possible interaction between sucrose and lactose. These findings suggest that IMC can be used to detect the effect of co-existence of amorphous pharmaceuticals on their relaxation profile.

The physical properties of an amorphous material depend on several factors. The effect of the anomeric composition was examined using amorphous lactose, a widely used pharmaceutical excipient. Amorphous \(\alpha\)-lactose and \(\beta\)-lactose were prepared using ball milling. Some of the physical properties of the two materials were identified and
compared. Enthalpy relaxation studies using IMC revealed that the two anomers have different relaxation profiles with β-lactose relaxing at a faster rate.

The anomers, however, had similar Tg widths as was measured by DSC. This could have arisen from significant mutarotation during the DSC scan. Discrepancy between the relaxation and Tg widths studies could also have resulted from differences in the type of molecular mobility being measured by each study. An interesting, but erratic, phenomenon was observed when analysing ball-milled lactose with DSC. This was the emergence of low-temperature exotherm as well as the expected high-temperature recrystallisation exotherm. This could be a crystal defect rearrangement as it occurs at lower temperature i.e. it consumes lower energy than a high-temperature recrystallisation exotherm.

The effect of the anomeric composition on the interaction of amorphous lactose with moisture was also investigated. It appeared that, physically, the two anomers interacted similarly with moisture below 40% RH as they absorbed the same amounts of moisture. Above 40% RH, β-lactose crystallised more readily than α-lactose. Calculations using the Gordon-Taylor equation revealed that at 40% RH the amount of moisture absorbed results in decreasing the Tg of lactose to experimental temperature (25°C). Therefore, above Tg β-lactose has a greater tendency to crystallise than α-lactose. The anomeric composition affected greatly the type of polymorph that lactose crystallised to. α-lactose crystallised predominantly to α-lactose monohydrate, whereas β-lactose crystallised mainly to anhydrous β-lactose.

Although this study achieved the pre-defined aims, some aspects merit further investigation. For example, further work is needed to elucidate the nature of the pre-Tg exotherm and how ball-milling conditions affect it. This will have significant impact in
terms of improving the current understanding of the milling process and its effects on product properties and performance.

Water-solid interaction studies were sufficient to determine macroscopic differences between amorphous α-lactose and β-lactose. However, further comparison can be undertaken to determine the thermodynamic equilibrium constants (equilibrium constant (K), Van’t Hoff enthalpy change (ΔHv), Gibbs free energy for sorption (ΔG) and the entropy change for sorption (ΔS)) as was proposed by Willson and Beezer [120]. Such a study will allow a better understanding regarding the effect of the anomeric form on the properties of amorphous lactose.

Crystallisation from the amorphous state represents a significant stability issue. This solid-state reaction was examined using IMC. Often the process can be very slow or the initial, or final, parts of IMC data are missing. This renders analysis using the model fitting approach unachievable since the parameters of the universal Sestak-Berggren equation are not integral and analysis of calorimetric data would require the total heat output to be known. In order to solve this problem, a calculation method based on the universal solid state equation, Sestak-Berggren equation, was developed. The calculation method was applied to simulated power-time data for a solid state reaction. The method was found to be successful if only 15% of the total reaction heat is available. The calculation method was then applied to real calorimetric data that resulted from the crystallisation of amorphous indomethacin at three different temperatures (25°C, 30°C and 35°C). These were also analysed using the model fitting approach to get reference values for crystallisation parameters. Agreement between calculated and fit values was erratic and this is likely to be due to inherent noise associated with real calorimetric data. However, it was noted that narrow variation was
obtained for the calculated $c.k$ value when the correct reference values were obtained from the calculation method. This could be used as a test to verify the accuracy of the calculation method. This work provided successfully a calculation method to determine the parameters for solid-state reactions using calorimetric data given that the initial or final part of the reaction was recorded. Further work in this aspect might consider the development of new calculation strategies applicable to data when both the initial and final parts of the reaction are missing.

The calculation method proposed in Chapter 5 is applicable to calorimetric data when only one solid-state reaction is taking place. When multiple processes are occurring simultaneously, a different analysis approach should be adopted. Crystallisation of amorphous indomethacin above $T_g$ (at $60^\circ$C) was a good case scenario as the drug crystallised into more than one crystal form. Indomethacin samples were prepared directly in the TAM ampoules as film-like (AFI) and bulk samples (ABI). Qualitatively, the two types of indomethacin samples showed different power-time profiles. This indicated that the preparation method had an impact on the crystallisation behaviour. This difference is partially attributed to differences in the total free surface area between AFI and ABI samples. Deconvolution of the calorimetric signal was not achievable for ABI samples as the signal was complex reflecting complexity of the crystallisation process. The signal for the AFI sample was simpler and could be deconvoluted to three different peaks. This suggests that amorphous indomethacin crystallised to three different crystalline species. AFI samples crystallisation was also monitored using XRPD and PLM. IMC appeared less sensitive than PLM at detecting onset of crystallisation but more sensitive than XRPD. After IMC analysis, AFI samples were also analysed with DSC. DSC analysis revealed the presence of only two crystalline polymorphs, namely $\alpha$ and $\delta$. XRPD and IMC data revealed that the $\alpha$ form
appeared after 5 days of storage at 60\(^{\circ}\)C. PLM and IMC data showed that two different crystalline species appeared within 2 days of storage at 60\(^{\circ}\)C. These two crystalline species were speculated to be two different crystal habits for the \(\delta\) form. This work demonstrated that IMC can be used to monitor complex crystallisation processes. Deconvolution of the signal is the main challenge in analysing the resulting calorimetric output. Chemometric analysis has been suggested as a possible approach to deconvolute complex calorimetric data [22, 54, 56]. This method can offer a great advantage since it is model-free [56]. It was applied successfully to deconvolute simulated calorimetric data for the solution-state reactions [56]. It was identified that at least \(2n+2\) repeats for the experimental are needed to form a matrix where \(n\) is the total number of processes taking place. Time and power are two readily available from the calorimetric data, whereas a third variable can be obtained from variation in sample weight.

The effect of the preparation method can be examined further using other pharmaceutical materials and systems such as amorphous solid dispersions. Gaisford et al [115] demonstrated that IMC can be used to monitor the crystallisation of indomethacin oral films and obtained both qualitative and quantitative information about the kinetics of the process.

In this thesis, it was shown that IMC can be used to explore different aspects of the stability of the amorphous state. The technique is highly sensitive to detect both relaxation and crystallisation processes. It also requires minimal sample preparation and allows direct monitoring of the material’s behaviour. However, one should be aware of the challenges involved with use of IMC. For example, relaxation studies require good control of the sample’s thermal history. Data analysis can be challenging when different processes occur simultaneously. A model-free approach should be used
to analyse the data whenever possible. Further work is needed to develop this approach of calorimetric data analysis.
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