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Abstract

The work described in this thesis has two main strands. The first concerns the
characterisation of the phase formation and transformation of the Biy03.Mo00;
system. The second strand involves an investigation of the behaviour of the 3

Bi,Mo0,09 phase, using Interatomic Potential Modelling methods.

The experimental work has utilised a large number of techniques such as
Thermal Gravimetric Analysis, Infra Red Spectroscopy, and Combined
XAS/XRD to study the phase changes. All of these methods used in conjunction
bring a powerful insight into the physical processes that occur when a phase is

formed from a precursor or transforms into a new structure.

In the formation of y Bi;M0Og (which has an Aurvillius structure), from a co-
precipitate it is shown that the Bi,O,** sheets form at 300°C, but the Mo only
becomes octahedrally co-ordinated at 400°C. This observation is only possible
with the use of in-situ Combined XAS/XRD, which probes both local and long

range order in a system.

The two-reported phase transformations. are identified as occurring at ca. 608°C
and ca. 670°C. The temperature that they occur at is independent of the
atmosphere. The first phase change is not characterised by any obvious change
in co-ordination around either the Mo or Bi ions. The second phase change is
characterised by a change from octahedral to tetrahedral co-ordination around the

Mo ion.

Computational Redox and Dopant studies are presented for the B BixMo0,0g

phase, and their significance discussed.
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Chapter 1

An Introduction to Bismuth Molybdates

1.1 Introduction

1.1.1 Overview of Catalysis

Catalysis is one of the main areas of chemical research, helping to provide the
chemicals that make the modern industrial world possible; plastics, drugs, and
possibly most importantly, ammonia, the main ingredient in fertilisers, produced
using the Haber process. This last example has allowed farmers to dramatically
increase crop yields, one of the main reasons for the population explosion of the

last hundred years.

Catalysts are defined as “a substance that increases the rate at which chemical
equilibrium is attained without undergoing any chemical change itself” by The
Oxford Chemistry Mini Dictionary. Real catalysts however do undergo change,
and can be degraded with use. The last half of the definition should be “without
being consumed in the reaction”. Catalysts can be divided into two broad
categories, homogeneous or heterogeneous, depending on their mode of action.
Both are important to industry, each having their advantages and disadvantages.
A homogeneous catalyst is one, which is in the same phase as the reactants. An
example is sulphuric acid, which is used extensively as a source of acidity for
acid catalysis in ligand phase, or Metallocenes, which are used extensively in

polymerisation reactions (C. Janiak, 1998).

The main disadvantages with homogeneous catalysis are the need to separate the
product from the reactants and catalyst. Also, there is a large loss of catalyst in
an industrial process, which can be expensive if a metal such as rhodium is a

component of the system or if it is difficult to synthesise.
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Current examples of commercial uses for catalysts are catalytic exhausts in cars,
which comprise supported noble metals. Co-Mo/Al,O; as a
hydrodesulphurisation catalyst, and Cr/silica is used as an ethylene
polymerisation catalyst. An important class of industrial catalysts for the last
thirty years ‘has beén 'thé bisinuth molybdates, which were originally used on
their own, but now they are the base component for complicated multiphasic
systems. This thesis reports the detailed characterisation of the synthesis of
bismuth molybdate, subsequent phase transformations, and redox behaviour.
Apart from experimental techniques, computer modelling has been utilised to

investigate redox behaviour and doping effects.

1.2 Applications of Bismuth Molybdates

Bismuth molybdates are the basis for the industrial selective oxidation and
ammoxidation catalysis of the lower olefins, allowing the conversion of propene

to acrolein, in the presence of oxygen:

CH,=CH-CH3 + O, —-» CH,=CH-CHO + H,0

Acrylonitrile may be formed if ammonia is present as well as oxygen in the

reaction mixture.

CH,=CH-CHj; + 3/20, + NH3; — CH,=CH-CN + 3H,0

The catalyst was developed by SOHIO in the sixties, and is the subject of two
major reviews since 1981 [Grasselli and Burrington (1981), Moro-Oka and Ueda
(1994)], and is also the text book example of this type of catalyst [C.N.R. Rao
(1986), J. M. Thomas (1998) and Gates (1992)]. It has also been of interest as a
gas sensing material (Hykaway ez-al, 1988).

19



1.3 What are Bismuth Molybdates?

A couple of phase diagram studies have been performed on the Bi,O; MoO;
system [Egashira er-al (1968), and Haber (1994)] and both indicate there are
many phases, with a complicated relationship. There are though only three
catalytically important phases of bismuth molybdate, which have the general
formula Bi;03;.nMoQO; where n is 3, 2, or 1. These are referred to respectively as
the o, B, and y phases. In all the phases, Mo has a formal charge of plus six, and
bismuth of plus three.

Structures

1.3.1 o Phase

Bi;Mo030,, or the o phase was refined by Theobald and Laarif (1985) using
powder neutron diffraction. The space group was identified as P2,/c, and its
lattice parameters as:

a-7.71043) A

b-11.5313(4) A

c-11.9720(5) A

o =y=90°% B =115.276(3)

In this structure Mo®" is tetrahedrally co-ordinated by oxygen ions as shown in
Fig 1.2.
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Y Phase

Unlike the o and B phases, the Y Bi,MoOg phase, occurs naturally as the mineral
Koechlinite. Also, unlike the other two phases, it has an Aurivillus structure.
Teller et-al (1984) refined a structure using time-of-flight powder neutron
diffraction data. They reported its space group as Pca2; (though a printing error
in the abstract notes the space group as Pna2;), and the unit cell as being
orthorhomic with the following lattice parameters:

a- 5.4822(3) A

b- 16.1986(8) A

c-5.5091(3) A

0=B=y=90°

In the o and B structures, Mo®" is tetrahedrally co-ordinated by oxygen, while in
the vy structure it is in a distorted octahedral environment. Teller et-al (1984) give
the distance of the short Mo-O bond lengths as 1.75, 1.77, 1.85, and 1.86 A. The
long bonds are 2.22 A and 2.28 A respectively. These Mo-O octahedra are
corner sharing, forming layers which are sandwiched by layers of bismuth oxide
(see Fig 1.4).
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cation vacancies, with columns of Mo polyhedra enclosing bismuth oxide chains.
Conversely, the stable Bi;03;.Mo0O; (y phase) is a classic example of an
Aurivillius phase with sheets of Bi,0,%* sandwiching octahedrally co-ordinated
cations (Mo in this instance). A high temperature polymorph however, known as
the ¢y’ phase can be considered in the same way as the o and P phases,
comprising Mo polyhedra enclosing chains of bismuth oxide in a defective
fluorite related structure. Two other phases are also discussed with compositions
3Bi;03.2M00; and 19Bi;03.7Mo00O; (Buttrey designates them as the & and €
phases respectively), both these also have structures that can be described as

defective fluorite structures.

1.4 Phase Transformations

The y phase also undergoes phase changes reported by a number of groups
(Sankar er-al {1995} and Wananabe er-al{1987}). The first transformation is to
an high temperature intermediate phase (generally referred to as the ¥’ phase)
which then further transforms to the highly stable y* phase.

Sankar et-al (1995) carried out a combined XAS/XRD study of the phase
change. Firstly, a reversible change to an unknown structure was noted. XAS
studies of the Mo k-edge show the phase contains Mo®* in a highly distorted
octahedra. They also refined the structure using the space group, Pca2; which is
surprising, as a first order phase change has occurred. Another possibility is that
this phase transformation is analogous to that in the structural analogue Bi; WO,
whose space group transforms from Pca2; to Aba2 at 933 K (696°C).
Structurally, the W®" ions are in an irregular octahedra, as reported by Knight
(1993). On further heating, the ¥’ phase transforms irreversibly to the y’ phase,
which has been reported as being monoclinic, with the space group P2,/c with
the following lattice parameters (Buttrey et-al, 1994), based on neutron powder
diffraction and X-ray single crystal data:

a-17.2627(1) A

b- 22.4296(2) A

c- 5.58489(5) A
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The intermediate ¥’ phase was studied by Theobald et-a/ (1982), who used single
crystal X-ray diffraction to look at their sample. They suggest that any of the
following space groups are possible: P4y/nmc, P4/nmn, P4/n or P4,/n. They note
that the unit cell is tetragonal with the following axes a =b = 11.880(5) A, c=
10.778(1) A. The method of sample preparation is unusual, the ¥y’ crystals being
synthesised by the decomposition of the B phase.

1.5 Other Bismuth Molybdate Phases

Other phases of bismuth molybdates, with different stoichiometries, exist but do
not appear to have any significant catalytic activity. Phases mentioned in the
literature are BiMO,0;0H*2H,0 by Hriljac ef-al (1993). This unit cell is
monoclinic, P2;/m, with dimensions: a = 6.34321(3) A, b = 11.59703(5) A, c =
5.79244(3) A, B =113.329(1) °. The refinement was carried out using XRD data
collected using synchrotron radiation. The authors report that Mo and Bi have
formal charges of 6+ and 3+ respectively; the overall formula unit from the
crystallographic data is reported as being BiM0,Oyo. The material is charge
balanced by 5 H ions per formula cell. Mo as in the ¥ phase is co-ordinated by
O% in a distorted octahedron with 2 short bonds (ca. 1.72 A), 2 regular bonds
(ca. 1.94 A), and 2 long bonds (ca. 2.27 A). The Mo octahedra form edge-
sharing dimers, which are linked to form chains. These chains are linked by long
bonds to bismuth chains, forming a much more open structure than in the 7y
phase. Hriljac er-al (1995) also report a neutron diffraction study of the material,
the two refinements are in good agreement. They also note that the BiM0,0, is
a candidate for an ammoxidation catalyst, being bimetallic with a fairly open
framework structure, which would allow oxygen mobility. Unfortunately, it is
not structurally stable above 150°C , though it is suggested that more tightly
binding ligands than water might increase the stability.

Miyazawa et-al (1974) grew a single crystal, from a melt of 3Bi;O;. 2Mo00Q;. this

composition melted congruently. The crystal was monoclinic with two possible

space groups Pc-C’; or P2/c-C*y,. Piezoelectric measurements were negative,
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and it was concluded that the space group was more likely to be P2/c-C*, The
lattice parameters are reported as:

a-24.786 A

b-5.805 A

c-23.527A

o =7=90°p =102.56°

Buttrey er-al (1986) reported another new phase, BizsMo;07s, which is fluorite
related, and has an orthorhombic unit cell. Using x-ray powder diffraction, the
space group was identified as Pccn, with lattice parameters:

a- 16.818(3) A

b- 28.658(2) A

c-16.903(5) A

a=pB=y=90°

1.6 Catalytic Activity

The selective oxidation of propene to acrolein is an important industrial process,
using a metal oxide as a catalyst for this reaction has been known about since the
1940’s. G. W. Hearne and M. Adams (1948) patented a process for Shell using
copper oxide as the catalyst for molecular oxygen and propene. The lselective
oxidation of propene is thermodynamically favourable, but further oxidation to
CO,, H,0, and HCN is even more strongly favoured, as seen from the
thermodynamic data presented in table (1). Therefore, kinetic control of the
oxidation is important.
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TABLE 1.1 Thermodynamics of oxidation reactions [from Stull et-al (1969)]

Reactions | AG°427°¢ (kcal/mol)
CsHg + O - CH=CHCHO + H,0 -80.82

C3Hg + 3/202, —» CH,=CHCOOH + H,0 -131.42

CsHg + 302 — 3CO + 3H,0 -304.95

CsHg + 9/20, — 3CO, + 3H0 -463.86

CsHg + NH3 + 3/20, — CH,=CHCN + 3H,0 -136.09
CsHg + 3/2NH3 + 3/20, — 3/2CH3CN + 3H,0 [ -142.31
C3Hg + 3NH3 + 30, —» 3HCN + 6H,0 -273.48

SOHIO workers came up with a hypothesis, which had the two postulates, listed
below in their early research into selective oxidation catalysts (Grasselli and
Burrington 1981):

1) The number of active oxygens in isolated groups should be limited (site
isolation).
2) The metal-oxygen bond energy for the active oxygens, at reaction conditions,

should allow the rapid removal and addition of oxygen to the system.

The hypothesis which followed from this was that: if the surface is considered to
be a completely oxidised grid from which oxygen is removed in stages, the
distribution of oxygen (site population), can be calculated as a function of
surface coverage, using Monte Carlo methods (Callahan ez-al, 1963). Assuming
that oxygen atoms in groups of 2-5 lead to selective oxidation, and more than
that generate waste products, it is predicted that maximum selective oxidation
will occur on a surface that is 65% reduced. The behaviour of solid CuO is
consistent with the model proposed when used for propene oxidation at 300°C.
Catalysts such as bismuth molybdates are highly selective because their active

sites are isolated even when fully oxidised.
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1.7 Reaction Mechanism

Early work on the mechanism of selective oxidation used copper oxide as the
catalyst. Voge et-al (1963) proposed a number of possible pathways for the
oxidation reaction. The first involved the removal of a H from the methyl group,
or alternatively, the addition of O to the double bond. To elucidate which
process occurs, they isotopically labelled the C on the methyl group, and
observed the reaction products using mass spectroscopy. In the final reaction
products they observed that 50% of the labelled C occurred on the CHO group.
This observation can most easily be explained by a mechanism in which a H on
the methyl group is extracted first, followed by isomerisation of the intermediate,
and addition of an oxygen atom to either of the two terminal carbon atoms. If the
first step had been the addition of an oxygen atom to the double bond, no C"?

should occur in the CHO, above natural levels.

Adams and Jennings (1963) used deuterium in an isotopic labelling study.
Propene with the methyl deuterated, C3HsD, was used to study the mechanism
for oxidation and ammoxidation over copper oxide and bismuth molybdate.
Their results ruled out any exotic three carbon ring intermediates because D was
only found on the terminal carbons of acrolein and acrlyonitrile. They report that
the only model, which fits the data, involves hydrogen being abstracted from the
methyl group. Further abstraction of hydrogen atoms can occur from either of
the terminal carbons, as they are electronically equivalent. They also note ‘that
the path of reactions to acrolein and acrlyonitrile is the same over the two
catalysts’. For the oxidation of propene therefore to acrolein, the pathway below

is the most likely:
CH,=CH-CHj —catalyst surface
A hydrogen is abstracted from the methyl group, giving.

CH,=CH-CH," 5 CH,'-CH=CH,
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Oxygen is then added to either end of the molecule, giving:

CH,=CH-CH=0 or O=CH-CH=CH,

A second hydrogen atom is abstracted from either terminal carbon; oxygen can

then be attached to either of the two terminal carbons, as they are equivalent.

In a subsequent paper Adams and Jennings (1964) studied the kinetic isotope
effect for the catalytic reaction over a bismuth molybdate catalyst. The kinetics
of this reaction are first order with respect to propene concentration and
independent of O,. If the propene was deuterated on the methyl group, a kinetic
effect was observed, this was not seen if the sample was deuterated on either of

the other two carbons. This further supports their proposed mechanism.

Buttrey et-al (1996) suggested that the catalytic Bi,MoOs phase, might be the
high temperature ¥’ polymorph, rather than the y phase since the y’ structure is
closely related to that of the o BiM030;, and B Bi;M0,0. Portela et-al (1991)
carried out a comparison between the two phases using but-1-ene as the reactant
gas. They report that the y phase has a higher activity for this process, and they
infer that the removal of oxygen is easier than for the more open layer structure

that the y phase has.

1.8 Redox properties

The ease of oxygen removal and insertion into the lattice is the most important
factor in the catalytic ability of this catalyst. Bismuth molybdates are well
studied, but little is known about the actual surface and there is disagreement
about what role the components of the catalyst take. Arora et-al (1996)
illustrated the confusion using a table reproduced below as Table 1.2.
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Table 1.2: Mechanisms for Propylene ammoxidation in the literature (published
by Arora et-al, 1996)

Step Matsuura Haber Sleight Grasselli et-al
Olefin Chemisorption Mo (B site) Bi Mo Mo
NH; Mo (B site) Mo Mo Mo
Chemisorption

NH formation

1* allylic H abstraction Mo (B site) Bi Mo Bi
2" (3"%) H abstractions Mo (B site) Mo Mo Mo
O(NH) insertion Mo (A site) Mo Mo Mo

A number of spectroscopic studies have been performed using '®0,. Hoefs ez-al
(1979) used Raman and infra red spectroscopy to study the oxidation of propene.
The band shifts indicated that all the lattice oxygens were used in the reaction.
Grasselli (1985) using in-situ Raman spectroscopy, concluded that there are two
possibly three types of oxygen present in the system. The first two are associated
with Mo and Bi respectively, the third is possibly a bridging oxygen between Bi
and Mo. The oxygen involved in the hydrogen abstraction is different to the one,
which helps abstract the second hydrogen. Uda er-al (1991) used Auger electron
spectroscopy to study the reoxidation of the y phase. They concluded that the Bi
is reoxidised by transfer of oxygen from Mo. When oxygen is removed from the
v Bi;MoOg structure it has been postulated by Grasselli et-al (1981) that the
oxygen is removed from the Mo. To cope with the resulting charge imbalance,
the Mo octahedra rearrange, forming complex shear plane structures similar to
Magnelli phases in MoO; (Chippendale and Cheetham, 1993). This restructuring
also helps to make the oxidation more selective, with the increase in the Mo-O
bond strength. This is illustrated in Fig. 1.6 below taken from Grasselli et-al
(1981)
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Chapter 2

Experimental Methods

2.1 Summary

In chapter 1, the structural chemistry, properties and catalytic activity of bismuth
molybdates were described. In this chapter the experimental techniques used to
investigate these materials are discussed. In particular X-ray absorption
spectroscopy, X-ray powder diffraction, thermal methods and infra red
spectroscopy have all been applied in this thesis. In each case an overview of the
technique is presented and its applicability to the work reported in this thesis
discussed before a description of the practice and data analysis procedure is

given.
2.2 Sample preparation

A large number of preparative techniques are used throughout solid state
chemistry (see Corbett, 1988, for an in depth overview of these methods). Bi-
metallic oxides have traditionally been prepared by a “Bake and Grind” method,
using the single oxides of the metals. The general method involves the
stoichiometric ratio of oxides (or carbonates) being measured out, ground
together, before pressing into a pellet and then fired at the appropriate
temperature, with occasional regrinding if the reaction is slow. The phase is
formed by single oxide grains touching, allowing cations to migrate from one
particle to the other, so that a layer of product is formed. The main advantage of
this method of preparation is its ease. However there are a number of
disadvantages:

1) Long preparation times, due to reactions only occurring at the surface of

relatively large particles (typically in the pm range).

2) Impurities, due to poor mixing, regions can be non-stoichiometric and lead to

the formation of unwanted phases.
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To overcome some of these drawbacks a number of other methods are in use to
prepare bimetallic and higher oxides. A common one is a nitrate method, where
the nitrates of the metals are dissolved in acid and combined. The solution is
dried and the remaining powder is fired. The advantage of this method is that all
the metals are mixed at the atomic level so reaction times are greatly reduced and
the formation of unwanted phases is also decreased. The only obvious
disadvantage of this method is that it can not be used in cases where the metal
nitrate solubilities are highly different or when nitrates of the correct valency do
not exist. Other exotic sample preparation methods exist for oxide powders such
as the use of foams of citric acid and ethylene glycol (Tai and Lessing, 1992).
Acetate glasses, which can then be dissolved away to leave a homogeneous

precursor material, have been used to make rare earth analogues of YBa,Cu;0;

(McHale ez-al, 1995).

The o and 7y bismuth molybdate phases are normally prepared using a co-
precipitation technique (examples are Teller et-al {1984} and Herrmann et-al
{1984}). Separate solutions of bismuth nitrate (Bi,O; dissolved in nitric acid)
and ammonium heptamolybdate (NH4)sMo070,4.4H,0, dissolved in ammonium
hydroxide are prepared. These two solutions are then combined in the
appropriate stoichiometric ratios and the resulting solution is then neutralised
using ammonium hydroxide. A precipitate is formed which is then heated at 500
°C temperature overnight to form either the o or y phase. The B phase is
prepared in almost the same way, but instead of adjusting the pH to 7 it is
adjusted to 2. According to Grasselli (1981) at higher pH’s a mixture of o and ¥
phases are formed instead. A detailed study of this preperative method for the 8
phase was carried out by Grzybowska er-al (1972). They concluded that Mo is
present in two different forms in the precipitate at pH 2, further raising of the pH

dissolves one of theses types.

The solid state method is also used to form bismuth molybdate phases, Bi,O3 and
MoO; are ground together in the correct stoichiometric ratio and fired (below
550°C for the y phase). Both these two methods have been used to prepare

samples for this thesis. Trifiro et-al (1972) studied both the precipitation route
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and the solid state reaction using IR spectroscopy with particular attention to the
B Bi,Mo0,0y phase. A further paper studying the solid state reaction between the
bismuth and molybdenum oxides was written by Rastogi er-al (1982), they
concluded from capillary studies and particle size measurements that the Mo is

the mobile cation, diffusing into the Bi,O3 grains to form the product.

Another technique to prepare bismuth molybdates is the “slurry” method,
reported by Buker and Greaves (1987) and Batist et-al (1973). This method
involves BiONO; and H,MoQO,. This method has not been used to produce any

samples in this thesis.
2.3 Thermal Analysis

Thermal analysis is defined as the measurements of physical and chemical
properties as a function of temperature. An obvious example is the change in
length of a metal bar when heated or cooled. There are a number of different
thermal measurements, which are commonly used by chemists to study solids.
The two most common techniques are thermogravimetric analysis (TGA) and
differential thermal analysis (DTA), a refinement of DTA is differential scanning

calorimetry (DSC).

TGA is simply the measurement of the change in weight of a sample with
temperature or time. The sample weight is normally a few milligrams (small
sample sizes are preferable, since they minimise thermal gradient effects), and if
the sample is being heated the heating rate is normally in the range of 1 to 20°C
min”'. Fig 2.1 shows an idealised TGA plot. What should be noted is that the
weight change is a fundamental property of the sample; the temperature at which
it occurs is variable. Factors that can affect the onset of decomposition are the
heating rate, particle size of the solid and the atmosphere used. CaCO3 shows a
striking example of the effect of atmosphere on the temperature of

decomposition. In-vacuo CaCO; decomposes at S00°C, in CO; at 1 atmosphere

decomposition does not occur till the sample has reached 900°C (West, 1991).
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Fig 2.1: An idealised TGA plot, weight loss is plotted against temperature or

time.

Weight mg

Temp / Time

DTA involves the comparison between the heat difference of the sample and an
inert reference material as function of temperature; an example of its use with
respect to bismuth molybdates is by Batist et-al (1968). The sample and the
reference should be at the same temperature until a thermal event occurs such as
a phase change or decomposition. When a change occurs the sample temperature
is either lower than the reference material for an endothermic event, or is higher
if the event is exothermic. DTA has a number of disadvantages in that it is
difficult to use the data quantitatively to measure changes in enthalpy. DSC is
very similar to DTA, but the power input difference between the reference and
the sample are normally measured which is more accurate. The difference in
temperature may also be used but very careful attention must be paid to the cell

design.

Thermal measurements are commonly used to study phase changes and also
decompositions. An example of the use of DSC and TGA to complement each
other is in the study of the thermal decomposition of three different

thiomolybdates to form semiporous MoS, (Leist et-al, 1998).
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In this work TGA and DSC have been used as complementary techniques to
study both the formation of bismuth molybdates from precipitates and their

transformations at higher temperatures.

2.4 Synchrotron Radiation

Though not a method in itself synchrotron radiation has been vitally important to
the experiments which are presented in this thesis. Synchrotron radiation is an
intense source of white radiation generated by a beam of charged particles (either
electrons or positrons) travelling at speeds approaching that of light, around
circular accelerators. These accelerators are normally storage rings like the

Daresbury Synchrotron Radiation Source. These allow an injected beam of

electrons to be captured for a number of hours as their energy is boosted by a

series of magnets around the circumference of the ring. The radiation generated

has a number of advantages over other sources:

1) Intensity. Synchrotrons generate beams that are up to 10’ times greater than
that of a rotating anode, the most powerful laboratory source of X-rays.

2) Tuneability. Synchrotron radiation has a spread of wavelengths from 0.1 A to
10* A. Moreover the emission spectra is smooth, unlike laboratory sources,
which are broken by characteristic lines.

3) Collimation. The beam is highly collimated, i.e. it has a very narrow angular
divergence in the plane of the accelerator; typical values are 0.01° to 0.02°.
Developments in magnet technology have also helped reduce divergence of
the beam.

4) Polarisation. At X-ray wavelengths the beam is over 95% polarised in the

plane of the accelerator.

These characteristics of the radiation generated by synchrotrons have a number
of advantages to the chemist.
1) Small sample sizes, typically a few mg in weight only are needed for

measurements.

40



2) The high intensity with modern detector technology allows high quality data
to be collected in a short period time be it XAS or XRD. This allows
dynamic processes to be studied in real time.

3) White radiation allows experiments such as EDXAS and EDXRD to be
performed.

4) XAS for all most all elements is possible with a smooth tuneable source.
Tuneability of the wavelength also allows techniques such as anomalous

diffraction to be performed.

The University of Wisconsin-Madison opened the first dedicated synchrotron
radiation source at Tantalus in 1966. Now there are sources all over the world
and many such as Diamond in the planning stage. A general introduction to
synchrotron radiation has been written by Catlow and Greaves (1986) and two
books, which describe the characteristics of synchrotron radiation and its
applications in more detail are by Margaritondo (1988) and Catlow and Greaves

(1990)

2.5 X-Ray Diffraction Techniques

X-ray diffraction provides information on the long-range atom order.

Crystal structures have been investigates using x-ray diffraction since the 1920’s.
Bragg published his first paper on the subject (1913), but the war stopped further
development until later. Originally only single crystals with simple structures
could be fully characterised by these methods. With the advent of electronic
computers more complex structures could be attempted as the number of
calculations needed to solve a complex structure was no longer a limiting factor.
In the late sixties Rietveld introduced his refinement process which allows the
lattice structure to be deduced from data collected from polycrystalline powders.
Before this powder diffraction was used primarily for phase identification, using
the recorded pattern as a finger print. To gain further information is difficult as a
powder XRD pattern is a projection of the 3D crystal structure into 1D. In many

cases the reflections overlap, preventing accurate intensity information from
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being obtained. Part of these difficultties are overcome by the Rietveld method,
which allows a structural model to be refined over the whole XRD pattern. For
an overview of the Rietveld technique see Young (1993). In addition McCusker
et-al (1999) provides a step by step guide to actually carrying out a structure
refinement from powder data. A. K. Cheetham (1988) gives an overview of

diffraction methods as applied to solid state chemistry.

Two other types of radiation are used apart from X-rays for diffraction, neutrons
and electrons. Neutron diffraction is expensive as a nuclear reactor (such as the
ILL in Grenoble) or a high-energy spalation source (such as ISIS just outside
Didcot) is required. It has the advantage that the neutron scattering power is not
dependent on electron density, so light ions, such as oxygen in systems

containing ions like Bi and Mo, can be observed.

In this project powder x-ray diffraction has been employed for phase
identification. The Bragg equation (Eqn. 2.1) relates the recorded 20 values to d

spacings for the symmetry allowed reflections.

n/l — 2d SlIl 9 Eqn 2.1

Changes in peak positions allow us to monitor changes in the size of the unit cell.
In addition from the number of peaks present and in particular the presence of
systematic absences, the lattice symmetry can also be deduced. Throughout this
thesis a STOE D500 diffracometer with a Cu K source operated in flat plate
mode was used. X-ray diffraction patterns were recorded and compared with
other samples, which had been previously made in the lab, and the JCPDS

database.
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2.6 X-ray Absorption spectroscopy

X-ray absorption spectroscopy or XAS is a technique that has been developed
since the 1960s to study the local structure around a specific ion in a system, in
contrast to XRD, which is a long-range order technique, and the information can
only be gained if the sample is an ordered material. XAS however gives
information on glasses and other disordered systems, which are only structurally
ordered over a very short distance (i.e. a bond length)(for a general discussion
see Evans, 1986). Another advantage is that in crystals where two elements
share the same crystallographic site, the data is averaged out, so it is not possible
to get specific bond lengths for either ion by XRD. In XAS this problem does
not arise, as the technique is ion specific. A recent review of the technique

covers its theory and application to the study of solids (Etourneau, 1998).

With the introduction of synchrotron radiation in the 1980s XAS become an ever
more useful tool as scanning times are of the order of minutes not hours, which
allows processes, such as phase changes and catalysts under operating conditions
to be studied in real time. Thomas er-al (1998) gives an overview of recent

advances in this area.

2.6.1 Theory of the X-ray Absorption Process

The general principle is that an element has a characteristic energy at which its
atoms will absorb and eject an inner core electron to a higher unoccupied shell.
How the absorption varies with energy yields information on bond distances,

bond strength, co-ordination number, oxidation state, and static disorder. The

absorption of X-rays by the sample follows the Beer-Lambert Law (Eqn 2.2).

Ux = IOg( IO / I) Eqn 2.2:

I is the intensity of the transmitted beam for an incident intensity [y, x is the

sample thickness and u is the linear absorption coefficient for the sample.
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XAS has two main components which yield information about local structure
these are XANES (Bart, 1986) and EXAFS (Bart and Vlaic, 1987). These two

separate parts of the spectra are illustrated in Fig 2.2:

Fig. 2.2: A schematic, XAS spectra, illustrating the different parts into which the

spectra can be divided:

XANES EXAFS
Region Region
= I
2
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,<D Region
l <——Absorption Edge

Energy (eV)

XANES and EXAFS give different forms of information, which complement
rather than duplicate each other. XANES can indicate co-ordination number and
oxidation state, while EXAFS will give information on bond lengths, strengths,
thermal disorder and also co-ordination number. The two are often presented
together and discussed together as in this thesis, and as for example in a paper by
Antonio et-al (1988) who studied the structural environments of the metal
cations in bismuth cerium molybdate solid solutions, and by Sugiyama et-al
(1996) who studied the Ca K-edge in the [Ca;o(HPO4),(PO4)s..,(OH),.,] system.
This last paper also illustrates one of the main drawbacks with EXAFS data, in
that it is often over interpreted. The XANES data indicates that the Ca
environment is almost identical in each sample, but from the EXAFS spectra
great weight is placed upon minor differences in bond lengths for the first shell.
These range from 2.37 A through to 2.41 A, which are not much greater than the

experimental error.
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2.6.2 XANES

XANES is an acronym for X-ray Absorption Near Edge Structure, denoting the
region of the spectrum in the range —50 to 100 eV about the edge. XANES data
can be used to study the co-ordination of an ion and also its oxidation state.
Oxidation state measurements have to be made using standards for reference and
comparison between the edge position indicates the oxidation state of the sample.
The fine features of the edge can indicate the co-ordination number of a sample.
These fine features are governed by the atomic selection rule (Koningsburger and

Prins, 1992, and Bart, 1986) shown below in Eqn 2.3:

Al = %=1 Eqn. 2.3

Where Al is the change in !/ quantum number which relates to the angular
momentum of the electron. Transitions such as 1s to 3p are allowed therefore
but others such as 1s to 3d are forbidden by this selection rule. Though such
transitions as 1s to 3d or 4d are forbidden they occur, because of local structural
effects, where the atom is in a non-centrosymmetric geometry, i.e. Co in
tetrahedral geometry will exhibit the 1s to 3d transition (Barrett, 1996). Also the
forbidden s to 4d transition in Mo is also sensitive to its co-ordination geometry,
and is observed when there is d-p mixing due to metal oxygen bonding. Fig 2.3
below shows a typical absorption edge for a Mo-containing material. The feature
marked A arises from electrons being promoted from the s to 4d shell. Peak B is
due to the Is to Sp transition, and is also sensitive to co-ordination geometry, if
the Mo was in an undistorted octahedral environment there would be no peak at

point A as it is a forbidden transition.
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Fig 2.3: A typical Mo XANES spectum, feature A is due to the promotion of an
electron from the 1s to 4d band. Feature B is due to the promotion of an electron

from the Is to 5p level. This model compound, Na,MoQOy, is tetrahedrally co-

ordinated.
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These XANES signatures can be used as a fingerprint to complement the EXAFS

results, particularly in the case of Mo.

2.6.3 EXAFS

EXAFS or Extended X-ray absorption Fine Structure, is the part of the spectrum
on the high energy side of the edge beyond the XANES. Above the edge the
absorption co-efficient L does not decrease linearly but oscillates. The theory of
EXAFS considers the ejected electron to be a photoelectric plane or spherical
wave because of the back-scattering effects from surrounding atoms, as opposed

to a particle as in XANES where it is only promoted within the atom.
Only monatomic gases show a linear decrease in absorption above the edge.

However, if other atoms surround the absorbing atom, when the photoelectron is

ejected to the continuum it is back-scattered by them. Interference of outgoing
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k= 2B - E,)

Eqn. 2.5

In the case of high energy, ca. > 50 eV (single electron process), the absorption

co-efficient becomes:

H(E)=ﬂ0(E)[1+}((E)] Eqn. 2.6

where L, is the smooth background absorption from the isolated atom, p is the
photo-absorption cross section representing the probability that a photon will be
absorbed and %(E) is the fine structure EXAFS modulation per absorbing atom

we are seeking. Normalising x(E) for the background absorption gives:

[L(E) - p,(E)]
Step Height

X (E) = Eqn. 2.7

It has been shown that %(E), after E is converted to k (photoelectron wavevector
space) yielding x(k), is related to the structural parameters, N;j, the number of
neighbours of type j surrounding the absorbing (or central atom), their distance

and the Debye-Waller factor by Eqn. 2.8 (see Teo, 1986, and references therein).

it i SINCKT + @ (k)
=S"N.S.(k)F.(k 2072k ~2rjl Aj(k) f i
2 (k) ;,,m,()e e =

Eqn. 2.8

Fj represents the back-scattering amplitude of each neighbouring atom of type j
at a distance of R; from the absorbing atom with Debye-Waller factor 6;. The

2/l (k)

term € accounts for inelastic loses in the scattering process, from the

amplitude reduction factor, incorporated to account for other processes which
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reduce the EXAFS amplitude such as “shake up” (excitation of other electrons
along with the photoelectron), or “shake off” (ionisation of weakly bound
electrons by the photoelectron). ¢;;(k) is the total phase shift experienced by the
photoelectron and depends on the wavelength of the photoelectron and type of
scatterers. In total the photoelectron experiences the absorbing atom phase shift
twice and that of the surrounding atoms once. The EXAFS therefore is
dominated by the backscattering amplitude from the neighbouring atoms

20flik) 20
e

modified by the reduction factors Syk), € and the 1/er-2

dependence; oscillations themselves that depend on k, rj*, and on the phase shift
(1)0-(1()3 . Koningsburger and Prins provide a detailed discussion of EXAFS theory
(1992).

2.6.4 Data Collection

Data collection can be done using a laboratory machine or on a specialist
instrument at a synchrotron. A source of high intensity X-rays as supplied by a

synchrotron is essential for the studying of dynamic systems as in this thesis.

XAS data can be collected in a number of ways. The most common method is
transmission; fluorescence, and electron yield modes can also be employed.
Transmission and electron yield methods have been used in this thesis, to obtain

XAS data.

The transmission mode has ion chambers I, and I;, arranged linearly with the
sample in the middle; they measure the intensity of primary photons, which
follow the Beer Lambert Law (Eqn. 2.2). The chambers are filled with the
appropriate mixture of gases for the edge, as illustrated below in Fig. 2.5. A
double crystal monochromator is employed to step scan the energy range
required. The second crystal is slightly detuned from the first, to suppress any
higher harmonics in the synchrotron beam. In this thesis samples contained
typically 30 mg of bismuth molybdate in a 1:1 ratio with silica to produce a self

supporting wafer. This allowed an edge jump of 0.3-0.6 w(E)x. The scan was
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2.6.5 EXAFS Data Analysis

In EXAFS data analysis there are three main processes involved, which are
converting the data into a usable format, background subtraction to leave just the
EXAFS oscillations, and finally curve fitting these oscillations to a model to
derive structural parameters. To undertake these separate tasks a suite of
programs supplied by the Daresbury laboratory have been used, namely

EXCALIB, EXBROOK, and EXCURV92 (Binstead et-al, 1991)

2.6.5.1 Data normalisation (EXCALIB)

The raw data is first converted in to a standard format using EXCALIB, of
energy vs the absorption coefficient from the measured I,, I; (It or L,) and
monochromator position in mdeg. This allows data collected by different
techniques such as electron yield, fluorescence and transmission methods to be
analysed using the same software. At this stage multiple scans can be summed
together to yield a single data set. Energy spikes, known as glitches that arise
because spurious reflections from the crystal monochromator can also be

removed.

2.6.5.2 Background subtraction (EXBROOK)

Once the data have been converted into a standard format the background is
removed using a code such as EXBROOK, or EXBACK (both from Daresbury
Laboratory).

(a) Pre-edge subtraction

The Pre-edge slope due to mass absorption, Compton and other scattering is
subtracted away from the spectrum yielding the absorption coefficient of the
absorber. This operation is performed by fitting a polynomial to this region of

the spectrum and extrapolating it beyond the absorption edge. Then subtracting
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this from the measured absorption data. A typical extrapolation and its effect are

shown in Fig 2.8 (a) and (b).

Fig 2.8: The effect of subtracting the mass absorption from the spectrum. The
polynomial dashed line in (a) is subtracted from the raw data to give the

absorption per absorbing atom depicted in (b).

@) (b)
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Once the mass absorption has been subtracted from the data and normalised with
respect to the step height, the edge jump (intensity of the white line) may be
directly compared between samples. Subtracting the background is not
straightforward, as you can not just use the fitted p,(E) (Eqn. 2.6) derived by
fitting a background curve to the experimental data since the background is
complicated by other features such as detector counting errors, and absorption by
other elements in the sample. A point denoted as W(E;) is chosen slightly above
the edge so as to derive ((E) normalised to the edge step as summarised in Eqn

2.9.

Ap(E)

X (E) = 1 (E.) Eqn 2.9

AW(E) is the difference between the measured absorption pW(E) and the measured

background curve approximating po(E).
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(b) Background subtraction

The function we are seeking to derive from the normalised data is %(E) defined
above in Eqn. 2.9. (E) is obtained from the measured data, but normally p(E)
is not known and it is approximated from the data. It is assumed that Y(E) is a
smooth background which forms part of the measured pW(E) and therefore passes
through the oscillations. Removing the background can be done then by fitting a
curve using a simple polynomial, or a cubic spline through the experimental data
as shown by the dotted line in Fig 2.9. This function is then subtracted from the

experimentally measured PW(E) curve to obtain % (E).

Fig. 2.9: EXAFS data which has been normalised and had the mass absorption
subtracted, the dotted line represents the background absorption above the edge.

This line bisects the mid-point of the oscillations.

Absorption

Energy (eV)

Finally it is necessary to convert energy to wave vector, X(E) to (k). This is
performed using Eqn. 2.5, where E, the threshold energy is chosen manually
either using a prominent feature in the pre-edge region as a guide, or by the point
of inflexion on the absorption edge itself. In order to compensate for the
attenuation of the EXAFS amplitude at higher k values, (k) is multiplied by a
power of k to give k"()(k)) where n is usually 3. This prevents larger oscillations

at low k values dominating the spectrum. Teo (1986) notes that 3 is normally
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chosen to compensate for the 1/k dependence of the EXAFS equation (Eqn. 2.8)

and the approximate 1/r* dependence of the back-scattering functions F(k).

In practice pW(E;) is chosen first and then values for the polynomial background
are inputted on a trial and error basis. The EXAFS and its Fourier transform
(FT) can be calculated and observed, which allows the values for the variables to
be altered and the effect to be gauged. This process is repeated until a
satisfactory fit has been obtained, which is characterised by the most intense
EXAFS oscillations and FT magnitude and also by the values that minimise

spurious peaks at short distances (ca. < 1A) in the FT.

2.6.5.3 Curve Fitting structural parameters

Once the background removal has been completed we can to try to fit a model to
the EXAFS data. The theoretical account above, is based on the single scattering
or plane wave theory. An advance on this theory is the curved wave theory that
is used in versions of EXCURYV. (It is easier to see the relationship between the
structural parameters and the theory for the plane wave theory). EXCURV92 has

been used to analyse the data in this thesis.

Curved or plane wave theory can be used to calculate the EXAFS for a model of
the local structure, around the atom type of interest, and this model can be
refined by least squares methods to obtain the best fit between the calculated and
the observed spectrum. The initial step is to calculate the back-scattering
amplitude F in Eqn. 2.8, and the phase shift which alters the frequency of the
wave in k-space. A spherical potential is calculated for each atom type in the
system to represent its back scattering amplitude. The phase shifts then can be
calculated once the atomic potentials are known by the methods described by
Koningsburger and Prins (1992)(see also Wong, 1986, and Dobson, 1994).
Before the structural parameters can be refined the amplitude reduction factor
Si(k) must also be estimated. A model compound with a similar local structure

hopefully to the system is commonly used.
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EXAFS is the sum of interference due to the back scattering from atoms of
various types, which are at different differences from the absorbing atom. The
structural model is commonly divided into shells of N atoms of type T at distance
R from the absorbing atom with Debye Waller factor 26% The presence of shells
at longer distances is best indicated by the FT of the EXAFS data, which is

related to a partial radial distribution function.

Various Fourier transform techniques can be used to assist the data analysis,
firstly by allowing EXAFS for a single shell to be isolated by Fourier filtering. A
region of the FT is selected and is transformed back to yield EXAFS oscillations,
which can then be analysed with a simpler model; an example is Barrett (1996).
Another approach is to simulate data from crystallographic data, when it is
available, and to generate ideal FT’s of the material to compare with the
observed structure. This latter type of analysis has proved useful in these studies,
particularly since the aim of study is to characterise phase formations and
transformations in bismuth molybdates, where the structure has been well studied

crystallograpically (see Buttrey et-al 1986).

One of the well documented problems in curve fitting EXAFS is the strong
correlation between parameters which often lead to false minima and incorrect
results [for further discussion see Koningsburger and Prins (1992), Dobson
(1994),Gurman (1990)]. This is always a problem in any least squares
refinement technique be it potential modelling of lattices, Rietveld refinement or
EXAFS analysis. Each EXAFS wave contains two sets of highly correlated
variables, F(k), o, A, N, S(k) and ¢(k), E, and R. The main correlations are
between N and ¢ (co-ordination number and Debye-Waller factor) and R and E,
(the bond distance and the threshold energy). The correlation between N and ©
is the most difficult to overcome in the data analysis. An increase in the number
of neighbours in a particular shell can be “damped” down by an increase in the
Debye-Waller factor for that shell, smearing out the extra amplitude. A
correlation map can be generated to monitor the correlation between two

variables in EXCURV92 and other fitting codes.
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Finally, the final model must of course be chemically sensible, and if available,

correlate with other experimental data about the system such as XANES.
2.7 Combined XAS/XRD

In recent years with the availability of intense white radiation provided by
synchrotrons and the development of QUEXAFS (a method for quickly scanning
the energy range of interest) it has become possible to combine EXAFS and
XRD. This new tool powerfully marries the local structural detail supplied by
XAS and the long range structural order information generated by powder XRD.
The technique has been used to study dynamic systems such as catalytic
reactivity in zeolites, structural transformations, and phase formations. Clausen
(1998) has reviewed the technique with particular attention on the application of

this method to the study of catalysts.

In this thesis the technique has been used to study phase formations and
transformations in the Bi;03.nMo0O3 systems. All the experiments were carried
out on station 9.3 at the Daresbury Laboratory. This station has two silica (220)
monochromators to focus the beam and typically operates between 1.5 and 2
GeV. XAS data can be collected either in the transmission or fluorescence
mode, with I; and I detectors being suitably positioned. Powder XRD patterns
are collected using an INEL detector. Fig. 2.10, is a schematic diagram of the

instrumental set up on station 9.3.
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Fig 2.9: A schematic illustration of the combined XAS/XRD instrumental

arrangement on station 9.3 at the Daresbury Laboratory.
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The wavelength used to collect the XRD data needs to be selected carefully to
avoid fluorescence problems, i.e. the wavelength used needs to be well below the
edge for the ion being studied so that the pattern is not ruined by fluorescence
from the sample. Also none of the other ions present should interfere with the

data by fluorescence.

XRD data is collected in channel numbers and therefore needs to be converted to
26. As the wavelength is known accurately, since the stations monochromators
are regularly calibrated, the INEL detector can be anywhere in space thus the
channel numbers have no fixed relationship to angle. A silicon standard
therefore is run, so that the wavelength is accurately known and the XRD data

can be converted to 26 or d spacing.

The in-situ cell used in this work was designed by Dent et-al (1995). The sample
is heated by convection using an electrical heater, which can reach temperatures
of 1200°C. This is housed in a steel outer jacket: which is water-cooled. There
are a number of windows in this jacket. One small window to allow for the
entrance of the beam; two large windows for the beams exit, one for fluorescence

XAS and the second for XRD and transmission XAS. These windows are
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covered by kapton. The sample holder holds a 13mm pellet on an alumina stalk,
which is hollow. Through this hollow stalk a thermocouple can be placed next to

sample while it is heated so that it does not interfere with the X-rays.

59



2.8 References:

M. R. Antonio, J. F. Brazdil, L. C. Glaeser, M. Mehicic, R. G. Teller, J. Phys.
Chem., 92, 2338, (1988)

P. Barrett, Ph.D thesis, University of Keele, (1996)

J. C. J. Bart, Advances in Catal., 34, 203, (1986)

J. C.J. Bart, Advances in Catal., 35, 1, (1987)

Ph. A. Batisit, A. H. W. M. D. Kinderen, Y. Leeuwenburgh, F. A. M. G. Metz,
G. C. A. Schuit, J. Catal., 12, 45, (1968)

Ph. A. Batist, S. P. Lankhuijzen, J. Catal., 28, 496, (1973)

C. R. A. Catlow, G. N. Greaves, Chem. Britain, 22, 805, (1986)

C. R. A. Catlow, G. N. Greaves, “Applications of Synchrotron Radiation”,
Blackie and Sons, Glasgow, (1990)

N. Binstead, J. W. Campbell, S. J. Gurman, P. C. Stephenson, C.C.L.R.C.
Daresbury Lab. EXCURV92 program (1991)

W. L. Bragg, Proc. Royal Soc. A, 89, 248, (1913)

R. A. Burker, C. Greaves, J. Catal., 108, 247, (1987)

D. J. Buttery, D.A. Jefferson, J. M. Thomas, Phil. Mag. A, 53, 897, (1986)

A. K. Cheetham, “Solid State Chemistry Techniques”, Chap. 2, ed. A. K.
Cheetham, P. Day, Oxford Science Publications, Oxford, (1988).

B. S. Clausen, Catal. Today, 39, 293, (1998)

J. D. Corbett, “Solid State Chemistry Techniques”, Chp. |, Ed. A. K. Cheetham,
P. Day, Oxford Science Publications, Oxford, (1988).

A. J. Dent, G. N. Greaves, M. A. Roberts, G. Sankar, P. A. Wright, R. H. Jones,
M. Sheehy, D. Madill, C. R. A. Catlow, J. M. Thomas, T. Rayment, Nuclear
Instruments Methods Phys. Res. B, 97, 20, (1995)

B. R. Dobson, Synch. Rad. News, 21, 11, (1994)

J. Etourneau, Bull. Korean Chemical Soc., 19, 5, (1998)

R. K. Grasseli, Faraday Discussions of the Chemical Society, T2, page 306,
(1981) |

B. Grzybowska, J. Haber, J. Komorek, J. Catal., 25, 25, (1972)

S. Gurman, “Applications of Synchrotron Radiation”, Chap. 7, Eds. C. R. A.
Catlow, G. N. Greaves, Blackie, London, (1990)

60



A. Hamnett, “Solid State Chemistry Techniques”, Chap. 8, Ed. A. K. Cheetham,
P. Day, Oxford Science Publications, Oxford, (1988).

J-M. Herrmann, M. J. Pires, M. F. Portela, J. Chem. Soc., Faraday Trans. I, 81,
2107, (1985)

J. C. P. D. S., Powder Diffraction File, International Centre for Diffraction, 1601
Park Lane, Swarthmore PA, 19081-2389, USA

D. C. Koningsburger, R. Prins, “X-ray Absorption Spectroscopy, principles and
applications”, New York Press, New York, (1992)

A. Leist, S. Stauf, S. Loken, E. Wolfgang Finckh, S. Liidtke, K. K. Unger, W.
Assenmacher, W. Mader, W. Tremel, J. Mater. Chem., 8, 241, (1998)

G. Margaritondo, “Introduction to Synchrotron Radiation”, Oxford University
Press, New York, (1988)

L. B. McCusker, R. B. Von Dreele, D. E. Cox, D. Louér, P. Scardi, J. Appl.
Cryst., 32, 36, (1999)

J. McHale, G. H. Myer, R. E. Salomon, J. Mater. Res., 10, 1, (1995)

R. P. Rastogi, A. K. Singh, C. S. Shukla, J. Solid State Chem., 42, 136, (1982)

S. L. M. Schroeder, G. D. Moggridge, E. Chabala, R. M. Ormerod, T. Rayment,
R. M. Lambert, Faraday Discussions, 317, (1996)

S. Sugiyama, T. Minami, T. Moriga, H. Hayashi, K. Koto, M. Tanaka, J. B.
Moffat, J. Mater. Chem., 6, 459, (1996)

L. Tai, P. A. Lessing, J. Mater. Res., 9, 1369, (1992)

R. G. Teller, J. F. Bradzil, R. K. Grasselli, Acta Cryst., C40, 2001, (1984)

B. K. Teo, EXAFS Basic Principles and Data Analysis, Springer Verlag, (1986)
J. M. Thomas, G. N. Greaves, C. R. A. Catlow, Nuclear Instruments Methods
Phys. Res. B., 97, 1, (1995)

F. Trifiro, H. Hoser, R. D. Scarle, J. Catal., 25, 12, (1972)

A. R. West, “Basic Solid State Chemistry” John Wiley and Sons, Chichester,
(1991)

J. Wong, Mater. Sci. Eng., 80, 107, (1986)

R. Young, “The Rietveld Method” ,Chp. 1, Ed. R. Young, Oxford University
Press, Oxford, (1993)

61



Chapter 3

Phase Formation of Bismuth Molybdates

3.1 Introduction

As is noted in chapter 2.2, there are a number of ways of preparing solid state
materials; bismuth molybdates are normally prepared using a co-precipitation
method or by a traditional solid state route. Understanding how phases are
formed from the precursor is important because it will allow us to optimise the
process and improve our synthetic techniques. In studying the phase formation
of ¥ Bi;MoOs and o Bi;M030;; we have utilised a number of techniques:
differential scanning calorimetry (DSC), thermal gravimetric analysis (TGA), X-
ray absorption spectroscopy (XAS), X-ray diffraction (XRD), and infra red
spectroscopy. All these techniques give an insight into the physical and chemical
processes that occur during phase formation, and the combined information is a
powerful tool in increasing our understanding of the complex processes that

occur during synthesis of these materials.

3.2 Experimental

3.2.1 Sample Preparation

Samples of y Bi,MoQg were prepared using a co-precipitation route as described
in chapter 2. A pale yellow precipitate was formed which was then filtered and
dried to a friable powder; the wet gel is not compatible with in-situ methods,
because on, heating the sample decreases in volume by an order of magnitude.
Sample purity was checked, by heating part of the precipitate in flowing air at
500°C overnight, to form the final phase. The powder diffraction pattern of the
phase formed was then compared with the pattern in the JCPDS database.
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Samples of y Bi;MoOg were also formed using a more traditional solid state
route, as described in chapter 2. Once again phase purity was checked using

powder XRD, and comparing the patterns with those from the JCPDS database.

3.2.2 Thermal Measurements

Thermal measurements of the vy phase precursor material heated in air, nitrogen
and oxygen from room temperature to above 500°C were carried out using both
TGA and DSC techniques, as described in chapter 2. TGA and DSC
measurements were carried out in Shimadzo machines by the University of
London Intercollegiate Research Services (ULIRS) thermal methods service.
Aluminium pans were used as the sample holders; since commonly used
platinum crucibles reacted with the precursor. A heating rate of 10 °C min™' was

used for all samples.

Fig 3.1 is a TGA plot for the precursor powder heated in air; there are two weight
losses associated with the phase formation. The first at ca. 60°C is small, a drop
of 1.4% in weight and can be seen in the inset of Fig 3.1. Surface water
evaporating from the sample at this temperature is the best explanation for this
feature. The second weight loss is large, ca. 50%, and occurs at 260°C, and is
assigned to the decomposition of the precursor gel, losing water of crystallisation

and ammonia.
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Fig 3.1: TGA of 'y precursor being heated in air, two separate weight losses are

noted at ca. 60°C (-1.40 %) and 260 °C (-51.96 %).
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A complementary DSC scan, performed also in air (Fig 3.2) shows four peaks:
the first at 57 °C, the second at 131 °C, the third at 171 °C, and the last at 260 °C.
Peaks 1 and 4 tally with the two weight loss events indicated by the TGA (Fig
3.1). Peaks 2 and 3 are not associated with any loss in weight and therefore must
be related to structural changes. With the large number of H ions present in the
system associated with water of crystallisation and ammonium, the
rearrangement of hydrogen bonds in the sample, is the most likely explanation

for the peaks at 131°C and 171°C.



Fig 3.2: DSC of y precursor heated in air, four peaks are evident at 57°C, 131°C,
171°C, and 260°C.
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Thermal properties of materials under different atmospheres can differ greatly; a
text book example is the decomposition of CaCOs, which is complete by 500°C
under a vacuum, 700°C in air and only at about 1000°C in CO, (West, 1991). In
the phase formation of an oxide material the relative abundance of oxygen might
have a marked affect on the material formed, and the temperature it is formed at.
The behaviour of the y phase precursor was therefore studied under oxygen and
nitrogen. Below the TGA for the precursor heated in nitrogen (Fig 3.3) is shown.
It is very similar to that for the precursor heated in air (Fig 3.1); there is a small
shift in temperature ca. 2 °C. Unfortunately no TGA in oxygen was recorded due
to the possibility of damaging the instrument.
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Fig 3.3: TGA of y precursor heated in flowing nitrogen. Two weight losses are
visible, firstly at ca. 60 °C when 1.10% is lost (see inset), and second at 258 °C

when 50% weight is lost.
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A DSC of a y precursor sample heated in flowing nitrogen and oxygen shows the

precursor behaves in the same way as the sample heated in air (Fig 3.4).
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Table 3.1: Temperatures and changes for each peak of the four peaks shown in

the DSC scans:

Peak Air Oxygen Nitrogen

1 Temp°C | 57.58 57.58 57.66
Vg -9.25 -8.75 -9.67

2 Temp°C | 131.34 131.06 131.44
Vg -19.79 -16.87 -19.32

3 Temp°C | 171.26 170.12 171.00
Ve -24.26 -21.31 -24.13

4 Temp°C | 260.54 254.78 258.95
Ve -494.83 -438.84 -478.58

3.2.3 IR studies

Infra red studies of the precursor have been performed using a Perkin Elmer FT-
IR 1725x machine with the sample mounted in a DRIFT (Diffuse Reflectance)
cell. The sample was heated in-situ in air, and measurements taken at various
temperatures. For measurements performed at 300°C, the samples were heat
treated ex-situ at 300°C, then reheated in the DRIFT cell to 300°C. The reason
for which is that the large weight loss at ca. 250 °C is accompanied by a large

decrease in sample volume, which results in the sample falling out of the beam.

Fig 3.5 shows the scans recorded at room temperature, 100°C, and 300°C. The
most interesting changes appear in the OH and NH stretching region ca. 3500-
2500 cm™. The room temperature material clearly loses surface water on heating
to 100°C (the shoulder around 3500 cm™ has disappeared by this temperature).
However, there are other OH and NH species; present at this temperature.
Heating to higher temperatures (300°C) and above leads to the loss of the
majority of NH and OH species, as can be seen in Fig 3.5 the large feature from
3500 cm™ to 2500 cm™ has greatly reduced in intensity. All these IR scans
confirm the DSC and TGA data, namely that there is a loss of surface water

below 60°C and a loss of all water and ammonia of crystallisation at 260°C.
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Fig 3.5: FTIR spectra of the Bi;MoQOg precursor material recorded in the diffuse
reflectance mode at room temperature, 100°C and 300°C.
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3.2.4 Combined XAS/XRD

Combined XAS/XRD (as described in chapter 2) measurements were performed
on Station 9.3 at Daresbury laboratory (which operates at 2 GeV with typical
currents in the range 150 to 250 mA). This station is equipped with a Si (220)
monochromator and ion chambers for measuring incident (I,) and transmitted (I;)
beam intensities and an INEL position sensitive detector for collecting diffraction
patterns. The in-situ cell employed in this work was designed by Dent ez-al
(1995). Typically samples were self supporting wafers containing ca. 30 mg of
precursor pelletised in a 1:1 ratio with fumed silica to stabilise the wafer. When
these wafers were heated, no reaction with the silica was observed using powder
XRD. The collection of XRD and XAS data is carried out sequentially during
the course of heating the sample. XRD data are collected at a wavelength well
below the Mo K-edge so as to avoid fluorescence effects. Mo K-edge data were
collected using monochromatised high energy x-rays. The NBS silicon standard

was used to calibrate the INEL detector and molybdenum foil was used to
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calibrate the position of the Mo K-edge. Experiments were performed under

both air and nitrogen for the y Bi,MoQOg sample.
3.24.1 yBi,MoO¢ formed from the gel in Air (Mo edge)

For the 1y precursor heated in air the wavelength of radiation used to collect the
XRD data was 0.6272 A. XAS scans were recorded over 380 s and XRD
patterns over 180 s with 40 s needed for adjusting the position of the
monochromator. The heating cycle was from room temperature to 400°C at 5°C
min', where the sample was held for 120 minutes. The sample was then heated
to 530°C at 5°C min™ and again held at this temperature for 120 minutes. The
first XRD scan was taken at 52°C and the first XAS scan at 67°C.

Selected XRD patterns recorded at 50°C, 300°C, 400°C and 530°C are shown in
Fig.3.6. The diffraction pattern of the starting material shows a few broad peaks
and upon heating these become distinct sharp reflections. The intensities of these
reflections remained unaltered when the temperature was held at 400°C. On
raising the temperature further, there was an increase in the intensities of all the
reflections. We were able to index these reflections to the y-Bi,MoOg phase by

comparing the XRD pattern with a sample prepared in the laboratory.
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Fig 3.6: Selected XRD patterns recorded at 50°C, 300°C, 400°C and 530°C are
shown here to highlight the formation of the crystalline material with

temperature.
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Although it is possible to see the reflections in the XRD pattern recorded in-situ,
the quality of the data, in particular the ratio of signal to noise, is not completely
satisfactory. This is due to wavelength used and the short scan times. In
addition, due to the choice of wavelength as well as the experimental
arrangement, it was possible to record only part of the most intense reflection
characteristic of the ¥ Bi,MoOg phase. In order to confirm that the observed
features are not due to any artefact, we performed an identical heating procedure
ex-situ, and recorded XRD patterns for the sample at similar temperatures as in

the in-situ study; these results are shown in Fig 3.7 (a). (Note that the in-situ data
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in Fig 3.6 were collected at a wavelength of 0.6272 A and the XRD patterns
shown in Fig 3.7 Were recorded using Cu K, radiation). Furthermore, it is clear
from Fig 3.7 (b), where we show both the simulated XRD patterns of the three
most common bismuth molybdate phases along with the XRD pattern of the
sample prepared in the laboratory, and the data collected in-situ, that the phase

formed under in-situ conditions is the y Bi;MoOg phase.

Fig 3.7: (a) Ex-situ scans of the Y precursor being heated to 560°C, confirming
the in-situ observations. (b) XRD patterns (all converted to 1=0.6272 A) of
simulated patterns for the ¢, B, and yphases, the in-situ sample at 560°C (I) and
the sample prepared in the Lab (L)(turn page).
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XAS scans, consisting of the near edge region (XANES) and the post edge
region (EXAFS) were analysed independently. Mo K-edge XANES has a well-
defined edge structure depending on its co-ordination geometry. Fig.3.8 shows a
Mo K-edge XANES of two model compounds, MoO; and Na,MoOj, representing
the octahedral and tetrahedral co-ordination geometry around molybdenum,
respectively. MoO; has a distorted octahedral co-ordination with two Mo-O
distances in the ranges of ca 1.70, 1.94 A and 2.28 A. Na;MoOj, has four Mo-O
distances in the region of 1.76 A. The key features of the XANES of these two
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model systems are the distinct shoulders, marked as A and B in Fig.3.8,
characteristic of tetrahedral and octahedral co-ordination geometry.

Fig 3.8: Mo K-edge XANES plots of the two model compounds, MoO; and
Na;Mo0O,. These two materials represent typical distorted octahedral and

tetrahedral co-ordination systems around molybdenum respectively.
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Feature A dominates the spectra of tetrahedrally co-ordinated systems, and B for
that of the octahedrally co-ordinated materials. These features have been used
previously (see Antonio et-al, 1988, for a detailed discussion) to derive the local
structure around inolybdenum in many solid state and biological systems (see
Nolze and Kraus, 1998). Therefore, the intensity of these two features can be
used to estimate, qualitatively, the change in co-ordination geometry around

molybdenum during the course of heating the precursor to form the y-phase.
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Fig.3.9(a), shows the stacked plot of the normalised-XANES data as a function
temperature and in Fig. 3.9(b) we show the plot of the intensities of A and B as a
function of temperature; we note that the intensities were not obtained by fitting
the data, but by measuring directly the maximum value, since all the data sets
were normalised with respect to the edge jump. There is a slight increase in the
value of A, and a corresponding decrease in B up to 350°C, and above this
temperature a sharp decrease in A and increase in B is clearly seen in Fig.3.9(b).
These changes in the XANES data suggest that the oxygen co-ordination around
Mo has transformed from tetrahedral to octahedral, which will be discussed later

in more detail.
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changes in the magnitude and position of the main peak can be seen in Fig
3.10(a), quantitative information is obtained by analysing the EXAFS data.
Although analysis of the EXAFS data sets is straightforward, the change from
tetrahedral to distorted octahedral co-ordination, implied in the XANES data,
complicates the procedure, since the refinement of the co-ordination number and
Debye-Waller factor (6%) will produce physically unrealistic results due to the
correlation effect. To overcome this problem, we used the procedure detailed in
Sankar et-al (1995), based on a distorted octahedral model to fit all the data sets.
For this purpose we analysed the data by using a starting model containing 4
short Mo-O distances at ca. 1.80 A (referred to as the first shell) and 2 long M-O
distances at ca. 2.2 A (referred to as the second shell). In the refinement we
allowed the Mo-O distances and their respective 6° to vary, and held the co-
ordination numbers constant. Thus, for example, for a tetrahedral geometry, the
o’ for the long bond at ca. 2.2 A will be very high, thereby suppressing its
contribution to the EXAFS. In Fig. 3.10(b) we have plotted the 207, obtained
using the above-mentioned procedure for the short and long Mo-O distances, as a

function of temperature.

77



> ,0 18 2 % " # # G

7 8 &' *. %
o % ( 4 B6 N
CN 4$
0:
199
> 9 C/
3 5 4 29
" | 29
9 927
9 90°?
9 917
993
9 99
9 99 399 >99 199 :99 099
6 N

<2



We find that the 20 for the first shell increases only slowly with temperature,
consistent with the expected increase in the thermal contribution to 26°. The 26°
for the second-shell is very high (0.08 A% for the data sets collected below
400°C indicating that there are no long Mo-O bonds present in the system. This
value decreases markedly above 400°C to 0.02 A?, which is indicative of the
presence of longer Mo-O distances. The value of 20® for the second shell
continues to increase gradually above this temperature which is, once again,
expected due to increasing thermal disorder. These results are consistent with
the XANES data described earlier.

Typical best fits to the experimental data are shown in Fig.3.11. A tetrahedrally
co-ordinated model fits very well for the data recorded at 50°C with an Mo-O
bond length of 1.79 A. For the 530°C data set, a distorted octahedral
environment is the best model, as one would expect for a y-phase, with four short
Mo-O bonds at an average value of 1.75 A, and two long Mo-O bonds at ca. 2.2
A; and these results are summarised in Table 3.2. Table 3.3 lists the structural
parameters obtained from the fitting procedure over the complete temperature

range including the R-factor.
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Table 3.3: Summary of the fitted data for each EXAFS pattern recorded between

67°C and 530°C. (* means that the data was not of sufficient quality to analyse).

T (°C) Shell Co- Distance (A) | 26°(A% | RFactor
ordination
Number
65 1 4 1.75 0.009 25.47
2 - ] -
114 1 4 1.76 0.009 27.28
2 - - -
164 1 4 1.74 0.008 38.98
2 - - -

213 * * * * *
263 1 4 1.76 0.008 26.05
2 - - -

312 1 4 1.76 0.008 20.38
2 - - -

362 * * * * *
400 1 4 1.76 0.008 20.38
2 - - -

400 1 4 1.78 0.009 20.21
2 2 2.28 0.36

400 1 4 1.77 0.010 21.95
2 2 2.29 0.030

400 1 4 1.77 0.011 26.64
2 2 2.29 0.026

400 1 4 1.77 0.010 20.32
2 2 2.29 0.030

400 1 4 1.77 0.010 24.24
2 2 2.29 0.025

400 1 4 1.77 0.010 24.22
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