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Abstract

The properties of synaptic transmission may be modulated by transporters which regulate neurotransmitter and ion concentrations, and by proteins which interact with ion channels and transporters. I have investigated this for inhibitory and excitatory synapses in the retina and the cerebellum, using electrophysiological (patch-clamp) techniques. For inhibitory synaptic transmission, I have (1) discovered that GABA<sub>C</sub> receptors in retinal bipolar cells are modulated by the intracellular cytoskeletal protein MAP-1B, and shown that disrupting the interaction between MAP-1B and the GABA<sub>C</sub> receptor increases the sensitivity of the receptor to GABA, which is expected to alter the duration of the inhibitory postsynaptic current in these cells; and (2) studied the possibility that chloride transporters maintain a non-uniform intracellular chloride distribution in retinal bipolar cells, which determines the direction and magnitude of the GABA evoked membrane potential changes in the cell. For excitatory synaptic transmission I have (1) studied glutamatergic synaptic transmission in the cerebellum of transgenic mice lacking either of the glutamate transporters GLT-1 or GLAST, and demonstrated that GLAST knockout prolongs the synaptic current at the parallel fibre to Purkinje cell synapse, but that knocking out GLT-1 or GLAST does not alter the mossy fibre to granule cell synaptic current; (2) studied the effect of glycine on mossy fibre to granule cell synaptic transmission in the cerebellum of the rat, showing that the NMDA receptor glycine site is saturated even when no glycine is added to the superfusing solution; and (3) studied the properties of the LIM protein Ajuba, which interacts with the major glial glutamate transporter GLT-1, and shown that Ajuba does not modulate the transporter's glutamate sensitivity, its associated anion channel, or the number of transporters in the plasma membrane.
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CHAPTER 1

Introduction

Information processing in the central nervous system depends on neurones communicating with each other via fast chemical synaptic transmission. An invading action potential depolarizes the cell’s presynaptic terminal, leading to the opening of voltage-gated calcium channels. The resulting influx of calcium ions causes the exocytosis of synaptic vesicles, the contents of which are released into and diffuse across the synaptic cleft to the postsynaptic cell, where they bind to specific neurotransmitter receptors. These are often membrane-spanning proteins which contain an ion channel within their structure. Upon binding of the appropriate ligand, these channels open and permit the passage of ions. This results in a change of the postsynaptic membrane potential, which spreads across the cell’s membrane and integrates with membrane potential changes produced by other synaptic inputs. At excitatory synapses the postsynaptic membrane is depolarized, while at inhibitory synapses the postsynaptic membrane is hyperpolarized or is stabilized at the cell’s resting potential ("shunting inhibition") making it harder for the cell to fire an action potential. The sum of all the potential changes produced by the excitatory and inhibitory synaptic inputs to a cell determines whether the cell fires an action potential. The most common excitatory neurotransmitter in the mammalian central nervous system is glutamate (for a review see for example Watkins, 2000), and the most common inhibitory transmitter in higher brain regions is GABA. The action of these two neurotransmitters is terminated by their removal from the site of action (by diffusion and by uptake into cells), rather than by extracellular enzymatic degradation.
This is a schematic drawing of a hypothetical composite excitatory and inhibitory synapse, to show the mechanisms studied in this thesis. GABAergic transmission is on the left (red colours), glutamatergic transmission is on the right hand side of the scheme (green colours).

During GABAergic synaptic transmission GABA is released from the presynaptic terminal by vesicular exocytosis. It can bind to postsynaptic GABA_A (dark red cylinder) or GABA_C (light red cylinder) receptors, which open and permit the passage of chloride ions. GABA_C receptors interact with the microtubule associated protein MAP-1B (which in turn binds to microtubules and actin) and possibly with the glycine transporter splice variant GLYT-1E/F (yellow), as studied in chapter 3. Chloride transporters (KCC-2 and NKCC-1; blue) set the gradient for GABA responses, as studies in chapters 4. GABA is removed from the extracellular space by GABA transporters (GAT; orange) located for example in glial cells.

During glutamatergic synaptic transmission, glutamate is released from the presynaptic terminal via vesicular exocytosis. It can bind to postsynaptic AMPA (dark green cylinder) and NMDA (light green cylinder) receptors, which permit the passage of cations (as studies in chapters 6 and 7). Glutamate is removed from the extracellular space by glutamate transporters (studied in chapter 6) such as GLAST and GLT-1 (located in glial cells; green), the latter of which interacts with a cytosolic protein called Ajuba (which is studied in chapter 5). NMDA receptors require the binding of glutamate and glycine or D-serine in order to be activated. D-serine may be released from glial cells. The extracellular glycine concentration is controlled by glycine transporters such as GLYT-1 in glial cells (yellow), the activity of which may modulate NMDA receptors. Glycine can be co-released with GABA from GABAergic terminals and may spill-over to glutamatergic synapses (chapter 7).
The properties of synaptic transmission may be modulated by transporters that regulate neurotransmitter and ion concentrations, and by proteins that interact with ion channels and transporters (Figure 1.1). For example, as reviewed below, transporters regulating neurotransmitter concentration help to control the duration of transmitter action, while transporters controlling the concentrations of ions that pass through a ligand-gated channel determine the magnitude and sign of the synaptic current. Interacting proteins can control the activity and subcellular location of ion channels and transporters, and thus modulate synaptic currents, as described below.

In this thesis I have investigated these modulatory influences for inhibitory (chapters 3 and 4) and excitatory (chapters 5, 6 and 7) synapses in the retina and the cerebellum. In this chapter I will review some of the properties of the receptor and transporter proteins that were investigated, and the structures of the brain areas that were studied, to provide the essential background needed to understand the experiments I carried out. This review is broken down, first of all into an account of the relevant properties of excitatory and inhibitory transmission, and then describes the properties of the cerebellum and the retina in which I studied these two types of signalling.

1.1 Glutamate receptors

The synaptic currents I studied at excitatory synapses in chapters 6 and 7 were mediated by glutamate receptors. There are several different types of glutamate receptors, broadly divided into ionotropic and metabotropic receptors. Whereas ionotropic glutamate receptors (iGluRs) mediate fast excitatory synaptic transmission and contain an ion channel within their structure, metabotropic glutamate receptors (mGluRs) are coupled to GTP-binding proteins (G-proteins) and modulate second messenger-mediated processes inside the cell. All classes of glutamate receptors are found throughout the brain. Ionotropic receptors are primarily located at postsynaptic sites but can also be found at presynaptic terminals, whereas mGluRs are distributed
pre- and postsynaptically. Additionally, glutamate receptors can be found in glial
cells (see Mayer and Westbrook, 1987a; Collingridge and Lester, 1989; Hollmann
and Heinemann, 1994; McBain and Mayer, 1994; Michaelis, 1998; Ozawa et al.,
1998; Dingledine et al., 1999 for reviews on glutamate receptors).

1.1.1 Ionotropic glutamate receptors

Due to their distinctive molecular biological, electrophysiological and
pharmacological properties, ionotropic glutamate receptors can broadly be classified
into three groups, termed NMDA (N-methyl-D-aspartate), AMPA (α-amino-3-
hydroxy-5-methyl-isoxazole-4-propionate) and KA (kainate) receptors. AMPA and
KA receptors are pharmacologically similar and are often collectively referred to as
non-NMDA receptors (Hollmann and Heinemann, 1994; Ozawa et al., 1998).

1.1.1.1 Structure of ionotropic glutamate receptor subunits

Ionotropic glutamate receptors are multimeric membrane-spanning proteins,
composed of different subunits, and contain a cation-conducting pore within their
structure. It was originally thought that, as for the super-family of ligand-gated
chloride channels (see section 1.4), five subunits must assemble in order to form a
functional ionotropic glutamate receptor channel (Hollmann and Heinemann, 1994;
Premkumar and Auerbach, 1997). However, recent studies suggests that ionotropic
glutamate receptors form and work as heteromeric tetramers (Laube et al., 1998;
Mano and Teichberg, 1998; Rosenmund et al., 1998; Robert et al., 2001). The exact
stoichiometry of subunit assembly of many of the ionotropic glutamate receptors is
unclear, but the subunit composition is important for determining their properties and
varies between different areas of the brain as well as at different stages of
development (for a review see Ozawa et al., 1998; for a specific example see the
description of developmental changes in the expression of the NMDA receptor NR2
subunits in cerebellar granule cells in section 1.9.3.1).

To date 16 different ionotropic glutamate receptor subunits have been identified, and characterised to varying extents. Four of those are present in AMPA receptors (GluR1, GluR2, GluR3 and GluR4), five in kainate receptors (GluR5, GluR6, GluR7, KA1 and KA2) and seven in NMDA receptors (NR1, NR2A, NR2B, NR2C, NR2D, NR3A and NR3B). Additionally, two other glutamate receptor subunits have been identified, namely δ1 and δ2 (Yamazaki et al., 1992; Lomeli et al., 1993). The δ subunits are mainly expressed by Purkinje cells (Araki et al., 1993) and located at the postsynaptic side of the parallel fibre to Purkinje cell synapse (Mayat et al., 1995; Landsend et al., 1997; Zhao et al., 1997) where they appear to play a role in long-term depression (Kashiwabuchi et al., 1995; Jeromin et al., 1996). However, δ1 and δ2 do not form functional channels when expressed on their own, and their properties and exact physiological function are unclear; they are also referred to as "orphan receptors" (Dingledine et al., 1999).

Although the various ionotropic glutamate receptor subunit types differ in their amino acid sequence, they share a similar structure and membrane topology. Each subunit is thought to possess a large extracellular amino-terminus with several (up to 12) glycosylation sites, which does not seem to be important for receptor subunit assembly but may be required for proper channel function (Dingledine et al., 1999). Three segments (TM1, TM3, TM4) traverse through the membrane and another forms a hairpin loop within the membrane (M2; Hollmann et al., 1994; Bennett and Dingledine, 1995). M2 is a candidate for lining the channel pore when the different subunits assemble to form the receptor, and some of its amino acid residues control the permeation properties of the channel (Ozawa et al., 1998). A large extracellular loop between TM3 and TM4 contains regions which determine some of the channel properties, such as desensitization kinetics. The relatively short intracellular C-terminus contains binding sites for intracellular proteins, and may thus be important for receptor targeting, as well as several putative phosphorylation...
sites which may allow modulation of the receptor (Hollmann and Heinemann, 1994; Ozawa et al., 1998; Dingledine et al., 1999).

1.1.1.2 Non-NMDA receptors

In chapter 6 I investigate the role of glutamate transporters in terminating synaptic currents mediated by non-NMDA receptors. Non-NMDA receptors are low affinity glutamate receptors and have an EC$_{50}$ for glutamate of about 0.5-1 mM for the peak response to rapid glutamate application, and less than 20 µM for the steady state response (Trussell and Fischbach, 1989; Patneau and Mayer, 1990). The main ions permeating the receptor channels are Na$^+$, K$^+$ and, depending on subunit composition (see below), Ca$^{2+}$. Their single-channel conductance is relatively small and varies, depending on the assembled subunits of the channel (see below), between about 200 fS and 25 pS (Dingledine et al., 1999). The channel conductance depends also on the number of glutamate molecules bound to the receptor, increasing in a step like fashion as each glutamate binds (Rosenmund et al., 1998; Smith and Howe, 2000). In response to agonist application the channels usually mediate rapidly activating and deactivating (τ ~ 1 ms) currents, which desensitize rapidly (τ ~ 1-10 ms) (Trussell and Fischbach, 1989; Dingledine et al., 1999).

AMPA (GluR1-4) and kainate (GluR5-7 and KA1-2) receptor subunits share only around 40% amino acid sequence identity – this compares to around 70% identity between the four AMPA receptor subunits (GluR1-4), around 80% between the three low affinity kainate receptor subunits (GluR5-7), 70% between the two high affinity kainate receptor subunits (KA1-2) and only around 40% between the low and the high affinity kainate receptors (Hollmann and Heinemann, 1994). Each subunit contains around 900 amino acids and has a molecular mass of around 100 kDa (Hollmann and Heinemann, 1994). Most non-NMDA receptors function as homo- as well as heteromers, but it is believed that the latter are formed in vivo (Boulter et al., 1990; Dingledine et al., 1999). However, AMPA and kainate receptor subunits do
not co-assemble. The diversity of the AMPA (GluR1-4) as well as the kainate (GluR5-7 and KA1-2) receptor proteins and their properties is further increased by post-transcriptional modifications, such as alternative splicing ("flip" and "flop": Sommer et al., 1990; Monyer et al., 1991; Mosbacher et al., 1994) and RNA editing (Sommer et al., 1991; Lomeli et al., 1994), and by post-translational modifications, such as phosphorylation by certain protein kinases (Dingledine et al., 1999).

RNA editing results in the exchange of single amino acids in the receptor subunit, and occurs at several sites in the AMPA and kainate receptor subunits. The best studied example, which occurs in GluR2, GluR5 and GluR6 subunits (Dingledine et al., 1999), results in the exchange of a glutamine encoded in the DNA to an arginine in the M2 pore region of the channel (the "Q/R site"; Hume et al., 1991; Sommer et al., 1991; Verdoorn et al., 1991), and determines the channel’s calcium permeability and sensitivity to polyamine block. Non-NMDA receptors are permeable to monovalent cations, primarily sodium and potassium in vivo, but are also permeant to calcium if the receptor subunits possess a glutamine (Q) at the Q/R site in M2. In addition, they are sensitive to polyamine block if the Q/R site is unedited (Burnashev et al., 1992; Egebjerg and Heinemann, 1993; Burnashev et al., 1996). The Q/R editing of the three subunits differs and is also developmentally regulated: GluR5 and GluR6 editing increases during development, so that about 50% of GluR5 and 80% of GluR6 are edited in the adult, while GluR2 is almost always edited. This means that AMPA receptors are calcium permeable when GluR2 is absent (Hollmann et al., 1991; Jonas et al., 1994). Non-NMDA receptors (GluR2-4) can also be edited at an R/G site: editing the arginine to a glycine at this site results in channels which recover faster from desensitization (Lomeli et al., 1994).

1.1.1.3 NMDA receptors

In chapters 6 and 7 I investigate the modulation by glutamate transporters and extracellular glycine of synaptic currents generated by NMDA receptors. NMDA
receptors are high affinity ionotropic glutamate receptors with an $EC_{50}$ for glutamate of 2-3 $\mu$M for their steady state response (Patneau and Mayer, 1990). They require both the presence of an agonist (e.g. glutamate) and a co-agonist (glycine or D-serine) in order to be activated (Johnson and Ascher, 1987; Forsythe et al., 1988; Kleckner and Dingledine, 1988). The properties of the glycine binding site are described in detail in section 1.1.1.3.1. NMDA receptor channels conduct monovalent and some divalent cations, so that in vivo primarily sodium, potassium and calcium ions cross the membrane (Mayer and Westbrook, 1987b; Ascher and Nowak, 1988). The latter is of special interest, given the various intracellular second messenger cascades that calcium can trigger. Various agents, such as magnesium (Mayer et al., 1984; Nowak et al., 1984), zinc (Peters et al., 1987; Westbrook and Mayer, 1987), polyamines (Williams et al., 1989), protons (Tang et al., 1990; Traynelis and Cull-Candy, 1990) and arachidonic acid (Miller et al., 1992), modulate NMDA receptor channel properties. These can have significant physiological effects. The block of NMDA receptor channels by physiological concentrations of magnesium, for example, is strongly voltage-dependent ($Mg^{2+}$ is pulled into the channel at negative membrane potentials) and is responsible for its characteristic J-shaped current-voltage relationship. This voltage dependent block by magnesium ions prevents the channel conducting ions at normal resting membrane potentials and allows the NMDA receptor to serve as coincidence detector, conducting ions only if the membrane potential is depolarized and the extracellular glutamate level is elevated. Similarly, protons inhibit the NMDA receptor with an $IC_{50}$ of around pH 7.4, i.e. in the physiological range. NMDA receptor function can also be modulated by phosphorylation, by intracellular proteins and by interaction with the cytoskeleton (Rosenmund and Westbrook, 1993b; Dingledine et al., 1999). NMDA receptors generate a current with a slow kinetics of activation ($\tau \sim 10-20$ ms), deactivation ($\tau \sim 100$ ms to 4 seconds) and different types of desensitization (glycine dependent, calcium dependent and glycine and calcium independent desensitization; $\tau \sim$ several
The first NMDA receptor subunit to be cloned was NR1 (Moriyoshi et al., 1991). Since then other subunits (NR2A-D) have been cloned and their molecular biological and functional properties characterised (see Hollmann and Heinemann, 1994; McBain and Mayer, 1994; Ozawa et al., 1998). More recently, the NR3A (also known as NMDAR-L or Chi-1) and NR3B subunits have also been identified (Ciabarra et al., 1995; Sucher et al., 1995; Das et al., 1998; Nishi et al., 2001; Perez-Otano et al., 2001). Binding as well as electrophysiological studies revealed that NR1 subunits are present throughout the CNS, whereas the different NR2 and NR3 subunits show a spatially as well as temporally distinct pattern of expression (NR2: Hestrin, 1992; Akazawa et al., 1994; Monyer et al., 1994; Watanabe et al., 1994; see also section 1.9.3.1; NR3: Ciabarra et al., 1995; Sucher et al., 1995; Nishi et al., 2001).

The NR1 subunit consists, like non-NMDA receptor subunits, of around 900 amino acid residues and has a molecular mass of around 100 kDa (Hollmann and Heinemann, 1994). In contrast, each of the four NR2 subunits contains a large, several hundred amino acids long intracellular C-terminus, increasing the total number of amino acid residues in the subunit to around 1200-1400, and resulting in a molecular mass of about 140-160 kDa. Although the four NR2 subunits show substantial homology with each other, only about 25% amino acid sequence identity is shared with NR1 (Hollmann and Heinemann, 1994). Thus, they are as distantly related to the NR1 subunit as are non-NMDA receptor proteins. The different NMDA receptor subunits are known to exist in various splice variants, increasing the functional diversity of the subunits. While little is known about these variants for the different NR2 and NR3 subunits, eight isoforms generated by alternative splicing
have been identified in the NR1 subunit (Dingledine et al., 1999)) which vary in their properties and are expressed in different regions of the brain and at different developmental stages (Laurie and Seeburg, 1994; Laurie et al., 1995; Dingledine et al., 1999; Prybylowski et al., 2000; Rumbaugh et al., 2000).

NMDA receptors work as heteromers, requiring the co-assembly of (probably two) NR1 and (probably two) NR2 subunits. The precise subunit stoichiometry of NMDA receptor proteins is unknown, but it has been suggested that a single NMDA receptor might contain more than one NR2 subunit type in combination with NR1 (Wafford et al., 1993; Chazot et al., 1994; Sheng et al., 1994; Vicini et al., 1998). The kinetics and pharmacological properties of the receptor channels, such as agonist/antagonist affinity, conductance (between about 30 and 50 pS; Stern et al., 1992), ion selectivity, channel gating, deactivation and desensitization kinetics, and modulation by ions or proteins, are influenced by the subunit composition (Stern et al., 1992; McBain and Mayer, 1994; Monyer et al., 1994; Ozawa et al., 1998; Dingledine et al., 1999). NR3 subunits do not form functional channels when expressed alone in Xenopus oocytes or HEK293 cells and require the presence of NR1 and NR2A to form functional channels in the plasma membrane (Ciabarra et al., 1995; Sucher et al., 1995; Nishi et al., 2001; Perez-Otano et al., 2001). The NR3A subunit can bind directly to NR1, NR2A and NR2B, and when co-expressed reduces single-channel current and the calcium permeability of the receptor (Ciabarra et al., 1995; Sucher et al., 1995; Das et al., 1998; Perez-Otano et al., 2001). The NR3B subunit has only recently been described, and also reduces the whole-cell current when co-expressed with NR1 and NR2A in HEK293 cells (Nishi et al., 2001).

1.1.1.3.1 The NMDA receptor glycine site

In chapter 7 I investigate modulation of NMDA receptor mediated synaptic currents by glycine. As mentioned above, NMDA receptors are believed to work as tetramers, composed probably of two NR1 and two NR2 subunits (Laube et al.,
The glutamate binding site is located on the NR2 subunit, while the glycine binding site is on the NR1 subunit of the receptor (Wafford et al., 1995; Laube et al., 1997; Anson et al., 1998). However, the NR2 subunit influences glycine binding at the NR1 subunit, so that receptors differing in their NR2 subunit composition exhibit different sensitivities to glycine. In all cases, though, the EC$_{50}$ values for glycine are between 90 and 800 nM (Woodward et al., 1995a; Woodward et al., 1995b). The concentration of glycine in the extracellular space has been measured by in vivo microdialysis to be in the low micromolar range (around 5-20 µM) (Matsui et al., 1995), a concentration which would saturate the glycine site of the NMDA receptor no matter what combination of NR1 and NR2 subunits are expressed (Danysz and Parsons, 1998). However, the local glycine levels near neurones may be more tightly regulated by glycine transporters, and Supplisson and Bergman (1997) demonstrated that when these transporters are located close to NMDA receptors (by co-expressing both in Xenopus oocytes), they can lower the local glycine concentration to values below those which saturate NMDA receptors.

There are two different classes of glycine transporter, with a distinct distribution and stoichiometry (see section 1.5). Briefly, GLYT-2 is located in neurones, predominantly in brain areas with glycinergic synapses, and has a stoichiometry in which 3 Na$^{+}$ and 1 Cl$^{-}$ are co-transported into cells with each glycine, while GLYT-1 is mainly glial, and is expressed both in brain areas with glycinergic synapses and in areas lacking glycinergic synapses but containing excitatory synapses (i.e. close to NMDA receptors) and transports 2 Na$^{+}$, 1 Cl$^{-}$ and 1 glycine (Roux and Supplisson, 2000). The latter stoichiometry was used by Attwell et al. (1993) to predict that these glycine transporters can lower the extracellular glycine concentration to around 150 nM, i.e. roughly at the EC$_{50}$ for the NMDA receptor’s glycine site. Consequently, with this stoichiometry, the operation of the glial transporter is set up so that if it reverses and pumps glycine into the extracellular space when the ion concentrations or the membrane potential change...
during physiological conditions, then the NMDA response will be potentiated. By contrast, the extra Na$^+$ transported by GLYT-2 allows it to lower [gly]$_o$ to <10 nM, well below the level which will activate NMDA receptors, and as is needed for terminating glycinergic transmission (Roux and Supplisson, 2000).

There are several studies showing that adding glycine to the external medium or blocking glycine uptake increases the NMDA component of the synaptic current, i.e. suggesting that the glycine site on the NMDA receptor is not saturated in various brain regions. Thomson at al. (1989) discovered that evoked EPSPs in neocortical slices of the adult rat were increased when glycine was electrophoretically applied. Berger et al. (1998) found that miniature EPSCs recorded from motoneurones in brain stem slices of the rat were longer lasting when glycine was bath applied, implying an enhanced NMDA component to the current. They also suggested a major role for glycine transporters in regulating the glycine site occupancy at NMDA receptors at this synapse: the bath applied glycine concentration which potentiated the NMDA component of the mEPSCs was several orders of magnitude higher than expected, whereas even low concentrations of a non-transported glycine site agonist potentiated the currents. Bergeron et al. (1998) demonstrated that bath applying glycine or a GLYT-1 antagonist potentiated evoked EPSCs in CA1 pyramidal neurones in adult rat hippocampal slices.

In addition to glycine, D-serine has also been shown to be a potent agonist at the NMDA receptor's glycine site (Kleckner and Dingledine, 1989; Hashimoto and Oka, 1997) and it has been suggested that D-serine might be an endogenous modulator of the NMDA receptor (Schell et al., 1995; Wolosker et al., 1999; Mothet et al., 2000). D-serine and its synthesizing enzyme, serine racemase, are localized in astrocytes of various brain regions, and glutamate-stimulated D-serine release has been demonstrated from astrocyte cultures (Schell et al., 1995; Schell et al., 1997; Wolosker et al., 1999). In the cerebellum the migration of granule cells from the external granule cell layer through the molecular layer (along the Bergmann glia)
the internal granule cell layer is under the control of NMDA receptor activity
(Komuro and Rakic, 1993; Rossi and Slater, 1993). The developmental profile of D-
serine concentration in the rat cerebellum matches that of the granule cell migration,
with D-serine levels being highest at the peak of migration (around P14) and
decreasing to undetectable levels when migration is completed (>P21) (Schell et al.,
1997). It was therefore suggested that the NMDA receptor glycine site in cerebellar
granule cells is activated predominantly by D-serine during postnatal development
(during cell migration and synapse formation), whereas glycine would serve as a
modulator of synaptic transmission in the adult animal.

1.1.2 Metabotropic glutamate receptors

Metabotropic glutamate receptors are large membrane proteins (around 1000
amino acids), which possess a large extracellular N-terminal (around 550 amino
acids), a core region (7 transmembrane segments; around 250 amino acids) and an
intracellular C-terminus of variable length. There are eight different mGluR subunits,
which appear to work as homodimers. On the basis of their amino acid sequence
homology, their pharmacological properties and the signal transduction cascades
they use, the different metabotropic glutamate receptor subunits can be divided into
three groups (reviewed by Hollmann and Heinemann, 1994; Ozawa et al., 1998; De
Blasi et al., 2001): Group I receptors include mGluR1 and mGluR5, group II
receptors include mGluR2 and mGluR3 and group III receptors include mGluR4, 6,
7 and 8. Metabotropic receptors initiate intracellular processes via activation of
certain G-proteins, but may also activate signals independently of G-protein
activation (Heuss and Gerber, 2000). Whereas Group I receptors activate G-proteins
which trigger the PLC - IP₃ pathways and result in calcium release from internal
stores, group II and group III receptors couple to G-proteins which are usually
negatively coupled to the adenylyl cyclase system. Metabotropic glutamate receptors
are important in regulating neuronal excitability and neurotransmitter release.
Relevant to this thesis, in the retina mGluR6 mediates synaptic transmission on ON bipolar cells (see section 1.8), while in the cerebellum mGluR1 mediates slow postsynaptic currents in Purkinje cells (see section 1.9.3.2).

**1.2 Glutamatergic synaptic transmission – the time-course of the EPSC**

In chapter 6 I examine the role of glutamate transporters in controlling the duration of the non-NMDA and NMDA components of the excitatory synaptic current at cerebellar synapses. It has been shown for many glutamatergic synapses in the CNS that non-NMDA and NMDA receptors are co-activated and thus co-localized at the same synapse (for example Bekkers and Stevens, 1989; Hestrin et al., 1990; Lester et al., 1990; Silver et al., 1992): the postsynaptic current response to synaptic activation (spontaneous or evoked) usually has two components – one is very fast (rise time of the order of a few hundred microseconds and decay time constant of the order of a few milliseconds) and the other one is rather slow (rise time of the order of around 10 ms and a decay constant in the range of hundreds of milliseconds). Using specific blockers the two components have been identified as resulting from synaptic activation of non-NMDA (AMPA/kainate receptors) and NMDA receptors, respectively. Metabotropic receptors can generate an even slower current component (see chapter 6; Batchelor et al., 1994; Tempia et al., 2001), but they will not be dealt with in detail here as they are not studied in this thesis.

The shape of the postsynaptic current response (EPSC) is determined by (1) the time-course of the glutamate concentration in the synaptic cleft, and (2) the channel kinetics of the postsynaptic receptors, as follows.

The rising phase of the EPSC depends on the rise time of the glutamate concentration transient in the synaptic cleft, the distribution of postsynaptic receptors (relative to the release site) and the activation kinetics of the postsynaptic receptors.

The amplitude of the EPSC depends on the receptor single channel
conductance and the maximum number of receptors which are open simultaneously, which depends on the number of receptors activated and their open probability. It was originally believed that the postsynaptic receptors are fully occupied (saturated) when a single quantum of neurotransmitter is released (Clements et al., 1992; Tang et al., 1994; Tong and Jahr, 1994b). More recently, however, a number of studies have demonstrated that neither non-NMDA nor NMDA receptors are saturated during such conditions (Tong and Jahr, 1994a; Silver et al., 1996a; Liu et al., 1999; Mainen et al., 1999), so receptor occupancy, and consequently the magnitude of postsynaptic response, can be modulated by changing the amount of glutamate in the synaptic cleft, e.g. by modulating glutamate removal (uptake) as shown by Tong & Jahr (1994a).

The decay time of the EPSC, which will influence the amount of charge transferred into the cell and thus be important for the size and duration of the postsynaptic depolarization, depends on the time-course of the glutamate transient in the synaptic cleft relative to the time-constants of the channel’s deactivation and desensitization kinetics. There are three possibilities, as follows. (1) If the glutamate concentration in the synaptic cleft declines slowly (i.e. slower than receptor deactivation and desensitization), then the time-course of the EPSC decay will be set by receptor desensitization. (2) If the glutamate concentration in the synaptic cleft drops quickly (i.e. faster than receptor deactivation and desensitization), then the time-course of the EPSC decay will be set by receptor deactivation. (3) If the glutamate concentration in the synaptic cleft declines with a time-course that is slower than receptor deactivation but faster than desensitization, then the time course of the EPSC decay will be set by the time-course of the glutamate decay in the synaptic cleft (transformed through the dose-response curve for activation).

To examine what determines the shape of the EPSC decay at a given synapse, many studies have investigated the deactivation and desensitization kinetics of non-NMDA (and to some extent NMDA, see below) receptor mediated responses in
outside-out or nucleated patches from cell somata, using fast and sustained application of glutamate respectively, and compared these time-constants to the time-constant of the EPSC decay. The results varied, depending on the cell type and synapse studied, probably reflecting the presence of different receptor subunits. In some cases, the decay time-course of the non-NMDA receptor mediated EPSC was apparently determined by deactivation (Hestrin et al., 1990; Colquhoun et al., 1992; Barbour et al., 1994), in others it was apparently determined by desensitization (Trussell and Fischbach, 1989; Trussell et al., 1993; Otis et al., 1996a), and in others the time-constant of the EPSC was in between the measured deactivation and desensitization time constants (Barbour et al., 1994; Silver et al., 1996b) suggesting that the time-course of the glutamate concentration in the cleft influences the decay of the non-NMDA component of the EPSC at these synapses. This approach, however, assumes that synaptic and somatic non-NMDA receptors have similar kinetic properties, which might not be true: the subunit composition of synaptic receptors might differ from the somatic receptors, since synaptic receptors are anchored in a web of postsynaptic density proteins which could well alter their properties.

At most glutamatergic synapses the NMDA receptor-mediated component of the EPSC decays with a biexponential time course, which reflects in large part the kinetic properties of the underlying NMDA receptor channels (Keller et al., 1991; Lester and Jahr, 1992; Vicini et al., 1998). The high affinity of NMDA receptors for glutamate (Patneau and Mayer, 1990) results in glutamate staying bound to the receptor for a long time, generating prolonged bursts of channel opening (Ascher et al., 1988; Lester et al., 1990; Howe et al., 1991; Gibb and Colquhoun, 1992) and it has been suggested that no rebinding of transmitter occurs during the postsynaptic current (Hestrin et al., 1990; Lester et al., 1990). Thus, the time constants of the decay of the NMDA receptor mediated EPSC component probably reflect the slow unbinding of glutamate and the consequent temporal distribution of bursts and
clusters of channel opening events (Gibb and Colquhoun, 1992). Indeed, fast application of glutamate to membrane patches has revealed NMDA receptor deactivation time constants which are similar to the decay time constants of the NMDA component of the EPSC in the same cell type (Lester et al., 1990; Hestrin, 1992; Lester and Jahr, 1992; Rumbaugh and Vicini, 1999; Rumbaugh et al., 2000), indicating that the channel deactivation kinetics do indeed shape the NMDA receptor EPSC component.

The time-course of the glutamate concentration transient in the synaptic cleft depends on the rate of vesicular release and the rate of glutamate removal. The rate of glutamate removal is determined by the speed of glutamate diffusing down its concentration gradient (maintained by glutamate transporters), and by rapid binding of glutamate to glutamate transporters ("buffering"; Diamond and Jahr, 1997) or rapid translocation of glutamate into cells ("uptake"; Auger and Attwell, 2000), and can also be influenced by the synapse geometry (Kinney et al., 1997). It was estimated that at most (small diameter) synapses the glutamate concentration peaks at 1-5 mM and decays biexponentially with time constants of around 100 µs and 2 ms (Clements, 1996), which would allow AMPA receptor deactivation to be a major factor in shaping the EPSC decay, as observed by so many studies (see above). However, if glutamate removal from the synaptic cleft were hampered (as in the experiments I present in chapter 6, in which glutamate transporters are genetically deleted or blocked), and the glutamate concentration in the cleft remained elevated, then the decay of the synaptic current would be strongly influenced by the channel's desensitization kinetics or would follow the decay of the extracellular glutamate concentration. The postsynaptic current would then be longer lasting, and information transfer between cells would be greatly altered. It is therefore of considerable interest to understand the role of glutamate transporters in shaping synaptic transmission, and not surprising that several studies have examined this issue (see section 1.3.5).
1.3 Glutamate transporters in the plasma membrane

This section describes the necessary background on plasma membrane glutamate transporters for the experiments reported in chapter 5 investigating the effects of a protein interacting with a glial glutamate transporter, and in chapter 6 on the role of glutamate transporters in synaptic transmission.

The extracellular glutamate concentration in the CNS is controlled by glutamate transporters (reviewed by Hertz, 1979; Danbolt, 2001), which can be located either outside the synaptic area in glial cells or neurones, or at the pre- and/or postsynaptic membranes of neurones (see section 1.3.2). A low extracellular glutamate concentration is important for facilitating removal of glutamate from the synaptic cleft by diffusion, but is also critical for maintaining the extracellular glutamate concentration below neurotoxic levels: an exposure of neurones to glutamate concentrations of 100 μM for more than 5 minutes leads to irreversible neuronal damage (Choi et al., 1987), as a result of prolonged activation of NMDA receptors causing an excessive Ca²⁺ influx (Szatkowski and Attwell, 1994).

1.3.1 Structure and molecular properties of glutamate transporters

Five different types of glutamate transporters have been cloned so far: GLAST (from rat brain; Storck et al., 1992), GLT-1 (from rat brain; Pines et al., 1992), EAAC-1 (from rabbit small intestine; Kanai and Hediger, 1992), EAAT4 (from human cerebellum; Fairman et al., 1995) and EAAT5 (from human retina; Arriza et al., 1997). The human homologues of GLAST, GLT-1 and EAAC-1 have also been cloned and named as EAAT-1, EAAT-2 and EAAT-3 respectively (from human motor cortex; Arriza et al., 1994). Some of these transporters have been shown to exist in the brain as alternatively spliced variants, for example GLAST (GLAST-la; Huggett et al., 2000) and GLT-1 (Meyer et al., 1998; Chen et al., 2000c; GLT-1v: Schmitt et al., 2002). Not much is known about these variants, but
interestingly the recently discovered GLT-1v appears to be expressed in neurones (even though GLT-1 is generally believed to be a glial transporter; see section 1.3.2). Glutamate transporters have been proposed to work as multimers (Haugeto et al., 1996), and EAAT-3 has recently been shown to form pentameric protein complexes when expressed in Xenopus oocytes (Eskandari et al., 2000). Each transporter “subunit” is around 523-573 amino acids long, resulting in a molecular weight of around 65-75 kDa. They are membrane-spanning proteins for which several different membrane topology models have been suggested: for GLAST/EAAT-1 (Storck et al., 1992; Seal and Amara, 1998; Seal et al., 2000), for GLT-1 (Pines et al., 1992; Grünewald et al., 1998; Grünewald and Kanner, 2000) and for EAAC-1 (Kanai and Hediger, 1992). In all cases the transporter is thought to span the membrane 6-11 times (α-helices), and to have intracellular amino and carboxy terminals, and a large extracellular loop joining the 3rd and 4th transmembrane segment (with two glycosylation sites). There is uncertainty over the topology of the C-terminal half of the transporter; some topological models propose simple α-helices, some propose reentrant-loops and some propose amino acid stretches which lay on the outside of the membrane. One of the more recent topology suggestions for GLT-1 is shown in Figure 5.1. Several proteins interacting with the amino and the carboxy terminal part of the transporters have been identified recently, as described in section 1.7.

1.3.2 Localization of plasma membrane glutamate transporters in the CNS

All five glutamate transporter types are expressed in the CNS (and some also in other parts of the body), but are distributed in different brain areas and in different cell types (Danbolt, 2001). Originally it was thought that GLAST and GLT-1 were exclusively expressed in glial cells, whereas EAAC-1, EAAT-4 and EAAT-5 were thought to be neuronal, but this categorization might be less rigid than previously thought. The following information is from several publications, which investigated
the regional and cellular distribution and the developmental expression profile of
different glutamate transporters in the CNS (Rauen and Kanner, 1994; Rothstein et
al., 1994; Chaudhry et al., 1995; Lehre et al., 1995; Rauen et al., 1996; Yamada et
al., 1996; Furuta et al., 1997b; Furuta et al., 1997a; Ullensvang et al., 1997; Conti et
al., 1998; Dehnes et al., 1998; Eliasof et al., 1998b; Eliasof et al., 1998a; Lehre and
Danbolt, 1998; Mennerick et al., 1998; Plachez et al., 2000; Schmitt et al., 2002).

(1) GLAST/EAAT-1 appears to be a major glutamate transporter in the
cerebellum and the retina, where it is located mainly in Bergmann glia and Müller
cells respectively. However, it is also present in astrocytes throughout the brain and
can be transiently expressed by some cultured neurones. (2) GLT-1/EAAT-2 is the
most abundant glutamate transporter in the forebrain and is expressed in astrocytes
throughout the CNS. In the retina GLT-1 is expressed in neurones (cone axon
terminals, some cone bipolar cells and some amacrine cells) but not Müller cells.
GLT-1 can also be expressed by neurones in hippocampal culture and the splice
variant GLT-1v is expressed neuronally throughout the brain. (3) EAAC-1/EAAT-3
is found in neurones throughout the CNS and also in astrocytes of the cerebral
cortex. (4) EAAT-4 is found mainly in cerebellar Purkinje cells, but is also present
(though at very low levels) in neuronal dendrites and some astrocytes in the
forebrain. (5) EAAT-5 is found only in the retina, in photoreceptor axon terminals, in
some bipolar cells and in Müller cells.

The different glutamate transporter types can be expressed by the same cell.
For example, most astrocytes contain GLAST and GLT-1 in their plasma membrane,
in a ratio of about 1:4; by contrast in cerebellar Bergmann glia this ratio is 6:1 (Lehre
and Danbolt, 1998). Retinal Müller cells express GLAST, GLT-1 and EAAT-5
(Eliasof et al., 1998b; Eliasof et al., 1998a), and Purkinje cells in the cerebellum
express EAAC-1 as well as EAAT-4 (Furuta et al., 1997b). The distribution of the
transporters in the cell is not random but can depend on the type of neighbouring
structure. For example GLT-1 and GLAST are more abundant in regions of the
astrocyte membrane which are adjacent to nerve terminals, axons and dendritic spines than in regions of the cell which are facing other astrocytes, blood vessels, pia or dendritic shafts (Chaudhry et al., 1995). The location of the individual transporters is likely to serve certain purposes. Transporters located in glial cells may mainly function to maintain a low extracellular resting glutamate concentration, setting up a concentration gradient for glutamate to diffuse out of the synaptic cleft. Carriers located in the vicinity of synaptic areas, such as EAAT-4 and EAAC-1 in Purkinje cell spines, might play a more direct role in shaping synaptic transmission (Takahashi et al., 1996a; Otis et al., 1997; Auger and Attwell, 2000; Brasnjo and Otis, 2001).

The surface expression of the transporters can be regulated by various extracellular soluble factors; for example GLAST expression in cultured cells was upregulated by glutamate (Duan et al., 1999), expression of glial transporters was increased when they were co-cultured with neurones (Swanson et al., 1997; Schlag et al., 1998) and pituitary adenylate cyclase activating polypeptide (PACAP), a neuronally derived peptide, increased surface expression of GLAST and GLT-1 in nearby astrocytes (Figiel and Engele, 2000).

1.3.3 Stoichiometry and properties of glutamate transport and its anion conductance

Glutamate uptake is driven by the co-transport of ions down their electrochemical gradients. It has been shown that glutamate uptake depends strongly on the co-transport of sodium ions (Erecinska et al., 1983). For both the mainly glial GLT-1 and the mainly neuronal EAAT-3 it has been shown that three sodium ions (Zerangue and Kavanaugh, 1996; Levy et al., 1998) and one proton (Bouvier et al., 1992; Zerangue and Kavanaugh, 1996; Levy et al., 1998) are co-transported, whereas one potassium ion (Barbour et al., 1988; Amato et al., 1994) is counter-transported for each molecule of glutamate transported across the membrane. Glutamate uptake
is thus electrogenic, transporting two net positive charges into the cell. This results in the transport of glutamate being inhibited at depolarized membrane potentials (Brew and Attwell, 1987). Since transporters operate solely by means of the co-transport of ions down their electrochemical gradients, if these gradients change they can also run backwards and release glutamate with the same stoichiometry as described above (Szatkowski et al., 1990; Attwell et al., 1993; Billups and Attwell, 1996). This non-vesicular release of glutamate is responsible for the rise of glutamate to neurotoxic levels in severe brain ischaemia (Szatkowski et al., 1990; Attwell et al., 1993; Szatkowski and Attwell, 1994; Rossi et al., 2000).

In addition to transporting glutamate, glutamate transporters can also conduct anions (in vivo mainly chloride). The first to report such a chloride flux through glutamate transporters, in cones of the salamander retina, were Sarantis et al. (1988). This transporter has subsequently been cloned (EAAT-5; Arriza et al., 1997) and its high chloride permeability confirmed in expression systems. A significant chloride flux through glutamate transporters was also reported when EAAT-4 was cloned from human cerebellum and expressed in Xenopus oocytes (Fairman et al., 1995), and this chloride flux has been shown to occur when EAAT-4 is activated in Purkinje cells (Otis et al., 1997). From measurements of glutamate transporter currents (due to glutamate translocation and anion flux) in Müller cells of the salamander retina (Billups et al., 1996; Eliasof and Jahr, 1996), Purkinje cells of the cerebellum (Otis and Jahr, 1998) and EAAT-1, EAAT-2 and EAAT-3 expressed in Xenopus oocytes (Wadiche et al., 1995a) it has emerged that, although all glutamate transporters have an anion conductance within their structure, the different transporters show different degrees of anion permeability. The anion channel conductance is particularly high in EAAT-4 and EAAT-5 (Sarantis et al., 1988; Fairman et al., 1995; Arriza et al., 1997), but is much smaller in the other glutamate transporters when physiological anions (i.e. chloride) are present (Wadiche et al., 1995a). Although chloride is the most physiological anion, other ions such as nitrate or perchlorate permeate the
transporter much better and are thus often used to examine the transporters' channel properties. The anion conductance is thermodynamically uncoupled from the transport activity; this means that the movement of anions does not drive glutamate transport. The transporter can conduct anions although it does not translocate glutamate. The anion conductance is activated by (intra- or extracellular) glutamate and critically dependent on sodium; potassium does not need to be present (Figure 1.2). The physiological role of the anion conductance is unclear. In principle a glutamate activated chloride conductance might help to keep the membrane potential at negative values and thus maintain the driving force for glutamate uptake, but for most cells the current generated by the anion conductance is too small to significantly alter the membrane potential. The only exception to this is in cones, where EAAT-5 mediated chloride currents generate significant voltage changes (Sarantis et al., 1988; Picaud et al., 1995).

1.3.4 Modulation of glutamate transporters

Glutamate transporter activity has also been shown to be modulated by various endogenous molecules and mechanisms, such as zinc (Spiridon et al., 1998; Vandenbergh et al., 1998; Mitrovic et al., 2001), arachidonic acid (Barbour et al., 1989; Zerangue et al., 1995), sulfhydryl oxidation (Trotti et al., 1997), phosphorylation (Casado et al., 1993; Conradt and Stoffel, 1997; Davis et al., 1998) and interaction with intracellular proteins (see section 1.7). These different types of modulation might be physiologically relevant, but their exact function in brain physiology has yet to be established.
Glutamate transporters use the electrochemical gradients for sodium, potassium and protons to translocate glutamate across the membrane. For each glutamate three sodium ions and one proton are co-transported, and one potassium ion is counter-transported. Glutamate transporters also contain an anion channel in their structure. For this channel to conduct, the transporter needs to bind sodium and glutamate (potassium and protons do not need to be bound). \( X^- \) indicates an anion, for example chloride.
1.3.5 The role of glutamate uptake in the brain and during synaptic transmission

Glutamate transporters might shape synaptic currents by maintaining a low glutamate concentration around the synapse and thus producing a concentration gradient for glutamate diffusion, by providing glutamate binding sites (to act as a "buffer"), or by physically removing glutamate from the extracellular space (see section 1.2). Glutamate transporter currents have been recorded in astrocytes and Bergmann glia shortly after synaptic transmission, confirming that glutamate escapes the synaptic cleft shortly after release and is taken up by glial cells (Bergles et al., 1997; Bergles and Jahr, 1997; Clark and Barbour, 1997). Several groups have investigated the role of glutamate transporters during synaptic transmission at different synapses in the brain, by recording postsynaptic currents in brain slices. They either inhibited glutamate uptake pharmacologically, or studied mice lacking a particular glutamate transporter, to see if the postsynaptic response was altered when glutamate transport was impaired. Below I briefly review some of their findings.

1.3.5.1 Blocking glutamate transport pharmacologically

The results of different studies using pharmacological block of transporters are varied, and it appears that synapse morphology, vicinity to glial cells, recording temperature, stimulation frequency and other factors could account for this variability. There is thus no clear cut answer as to whether glutamate transporters do or don't shape the time-course of synaptic transmission, as the following examples illustrate.

Blocking glutamate uptake did not affect the kainate or AMPA receptor mediated EPSC at a thalamo-cortical synapse in the rat (Kidd and Isaac, 2001). Similarly, blocking glutamate transporters in the rat hippocampus did not affect the
time-course of the non-NMDA or NMDA receptor mediated EPSC at the Schaeffer-collateral to CA1 pyramidal cell synapse (Hestrin et al., 1990; Isaacson and Nicoll, 1993; Sarantis et al., 1993), indicating that glutamate transport does not shape the EPSC decay at this synapse. However, proper glutamate transporter function is important for limiting glutamate spill-over between synapses and consequent NMDA receptor activation (Diamond, 2001).

By contrast in the retina, where most cells encode information as graded potentials and glutamate release is prolonged, inhibiting glutamate transport has significant effects on the postsynaptic response. The light evoked voltage response (hyperpolarization) in horizontal cells of the salamander retina is reduced (and slower) when cone transporters were inhibited, suggesting that the cone transporter strongly influences the glutamate concentration at this synapse (Gaal et al., 1998; Roska et al., 1998). The electrically, as well as light evoked, non-NMDA and NMDA receptor mediated EPSCs in ganglion cells of the salamander (Higgs and Lukasiewicz, 1999) and the newt (Matsui et al., 1999) retinae were also longer lasting when glutamate uptake was blocked, although the shape of spontaneous non-NMDA receptor mediated EPSCs were not affected in either preparation. Similarly, at large synapses, such as the rat mossy-fibre to unipolar brush cell (UBC) synapse in the cerebellar granule cell layer (Kinney et al., 1997) or the calyceal synapse in the chick cochlear nucleus (onto nucleus magnocellularis (NM) cells; Otis et al., 1996b; Turecek and Trussell, 2000), the EPSC was prolonged when glutamate transporters were blocked, and glutamate transporters were important in controlling frequency dependent EPSC depression at the NM cell synapse (Turecek and Trussell, 2000).

Relevant to the experiments I report in chapter 6, the role of glutamate transporters in synaptic transmission has also been studied at a variety of synapses in the cerebellum. Sarantis et al. (1993) and Overstreet et al. (1999) investigated the mossy fibre to granule cell synapse with differing results: their findings are summarized in section 6.5. Glutamate transporters do not shape the parallel fibre to
stellate cell EPSC produced by single stimulation (Barbour et al., 1994; Carter and Regehr, 2000), but are important during repetitive stimulation and for controlling glutamate spill-over between synapses after trains (Carter and Regehr, 2000). The climbing fibre and parallel fibre to Purkinje cell EPSCs are longer lasting when glutamate transport is impaired (Barbour et al., 1994; Takahashi et al., 1995b; Takahashi et al., 1996a), and postsynaptic glutamate transporters in Purkinje cell dendrites have been shown to regulate activation of the cells metabotropic glutamate receptors and influence LTD (Brasnjo and Otis, 2001).

Glutamate transporters in glial cells can also influence neurotransmitter release by controlling the activation of presynaptic metabotropic glutamate receptors. At synapses in the hypothalamic supraoptic nucleus, blocking glutamate transport inhibited the EPSC amplitude, reduced the frequency of miniature EPSCs and affected paired-pulse facilitation. These effects were dependent on metabotropic glutamate receptor activation and the extent of the surrounding glial sheet (in which the transporters are located; Oliet et al., 2001).

13.5.2 Glutamate transporter knock-out mice

Several groups have generated mice lacking different glutamate transporters. These mice can provide valuable information about the role of individual glutamate transporters in the brain (by contrast many transport blockers affect all transporter subtypes). In chapter 6 I use mice lacking GLAST or GLT-1 to investigate the role of these transporters during synaptic transmission in the cerebellum. I shall therefore briefly summarize the phenotype of each knock-out mouse including, if investigated, the effect on excitatory synaptic transmission.
1.3.5.2.1 The GLAST knock-out mouse

Watase et al. (1998) generated a GLAST knock-out mouse by disrupting the gene in a position which corresponds to the start of the 4th transmembrane spanning segment of the transporter. These mice develop normally and do not show any abnormalities in their phenotype. They manage simple coordinated tasks, such as staying on a stationary or a slowly rotating rod, but fail more challenging tasks such as staying on a quickly rotating rod. The gross as well as the cellular anatomy of the cerebellum, where GLAST is normally heavily expressed, is undistinguishable from the wild type mice, and neither the granule cell density in the granule cell layer nor the number of parallel fibre to Purkinje cell synapses in the molecular layer is changed. The time-course of the single stimulus evoked parallel fibre to Purkinje cell EPSC (recorded in young and in adult mice) was not significantly different between the wild type and the knock-out mice (this is in contrast to my results, see chapter 6), nor was the paired pulse facilitation (which has presynaptic origins). However, Purkinje cells in the mutant mice remained multiply innervated by climbing fibres even at the adult stage (when in wild type mice only one climbing fibre innervates each Purkinje cell) and showed slowly rising and decaying EPSCs as well as “normal” climbing fibre to Purkinje cell EPSCs. The time-course of the single stimulus evoked “normal” climbing fibre to Purkinje cell EPSC recorded in the knock-out was indistinguishable from the ones in the wild-type though. Watase et al. (1998) also found that oedema volumes after cerebellar injury increased significantly in the mutant mice compared to wild type. Importantly, the authors did not find any evidence for upregulation of other glutamate transporters (GLT-1, EAAC-1 and EAAT-4). Taken together, their results indicate that GLAST plays an important role in climbing fibre synapse formation as well as in preventing excitotoxic cerebellar damage after acute brain injury, but suggests that GLAST does not shape synaptic transmission at the parallel or climbing fibre to Purkinje cell synapse. My data in chapter 6 contradict this suggestion.
Harada et al. (1998) used these GLAST knock-out mice to study the role of GLAST in the retina, where it is highly expressed in Müller glial cells. Neither the gross anatomy of the retina nor the Müller cell morphology was altered in the mutant mouse. However, the electroretinogram (ERG) b-wave and oscillatory potentials were reduced. Moreover, GLAST deficient mice were more prone to ischaemic damage in the retina. Their results suggest that GLAST is required for normal signal transmission in the retina and crucial for protecting retinal cells from glutamate toxicity.

1.3.5.2.2 The GLT-1 knock-out mouse

Tanaka et al. (1997) generated a mouse lacking the glial glutamate transporter GLT-1 by disrupting the gene in a position which corresponds to the start of the 3rd transmembrane spanning segment of the transporter. Prenatally the mice appeared to develop properly, so that the body weight and appearance of the knock-outs at birth was indistinguishable from the wild type mice. However, the mutant mice gained weight more slowly, showed lethal spontaneous seizures, were more prone to acute cortical injury and had a mean life span of only 6 weeks. The single stimulus evoked Schaeffer collateral to CA1 pyramidal cell EPSC was identical in both genotypes, but the glutamate transient was larger and glutamate was cleared from the synapse more slowly in knock-out mice (as assessed by using a low affinity competitive glutamate receptor antagonist). GLT-1 knock-out mice showed impaired LTP induction in the hippocampal CA1 region (Katagiri et al., 2001). Taken together, their results indicate that GLT-1 plays an important role in keeping the extracellular glutamate levels low, protects cells from epilepsy and glutamate toxicity, and participates in regulating synaptic plasticity.

Harada et al. (1998) used these GLT-1 knock-out mice to study the role of GLT-1 in the retina, where it is expressed in cones and some cone bipolar cells (Rauen and Kanner, 1994; Harada et al., 1998). The gross anatomy of the retina, the
Müller cell morphology and the electroretinogram (ERG) were indistinguishable in the two genotypes. However, GLT-1 deficient mice were more prone to ischaemic damage in the retina than wild type mice, but much less so than GLAST deficient mice (see above). Their results suggest that GLT-1 is not required for normal signal transmission in the retina, but has a neuroprotective role during retinal ischaemia.

1.3.5.2.3 The EAAC-1 knock-out mouse

Peghini et al. (1997) generated a mouse lacking the neuronal glutamate transporter EAAC-1. These mice develop normally and do not show any neurological abnormalities. They do as well at the rotorod test (motor coordination), and the Morris water maze test (spatial orientation), and are as susceptible to induced epileptic seizures, as their wild type siblings, but they do show reduced spontaneous locomotor activity. The hippocampus and the cerebellum show normal morphology and cell numbers, and the parallel fibre and climbing fibre to Purkinje cell EPSCs are not different in the wild type or knock-out mice (Wachtmann et al., 2000), suggesting that EAAC-1 does not shape synaptic transmission at these synapses. Mice lacking EAAC-1 excrete significantly more glutamate and D-aspartate than wild-type mice, suggesting that EAAC-1 transporters are important for reabsorbing glutamate and aspartate in the renal tubules.

1.3.5.2.4 Antisense knock-down of glutamate transporters

To investigate the role of the different glutamate transporters GLAST, GLT-1 and EAAC-1 in the brain, Rothstein et al. (1996) stopped the synthesis of those transporters (and thus effectively knocked them down) by injecting adult mice with antisense oligonucleotides. GLAST as well as GLT-1 antisense treatment induced progressive paralysis and tonic elevation of extracellular glutamate levels, whereas EAAC-1 deficient mice had epileptic seizures but normal extracellular glutamate
concentration. The loss of GLAST and GLT-1 (but not EAAC-1) resulted in cytotoxicity and cellular degeneration. The authors did not study the effect on synaptic transmission. They concluded that glial glutamate transporters provide the majority of functional glutamate transport and are essential for maintaining low extracellular glutamate and for preventing chronic glutamate neurotoxicity, while neuronal glutamate transporters are important for providing glutamate as a substrate for the inhibitory transmitter GABA, which is needed to prevent epileptic seizures.

1.4 GABA receptors

In chapters 3 and 4 I report experiments on membrane currents in neurones evoked by γ-aminobutyric-acid (GABA), which is a major inhibitory neurotransmitter in the adult mammalian central nervous system (CNS) (reviewed by Kaila, 1994). GABA receptors can be divided into two main classes, namely ionotropic receptors, which open anion channels, and receptors coupled to G-proteins. Ionotropic GABA receptors can be further divided into GABA_A and GABA_C receptors, whereas the G-protein coupled receptors are simply referred to as GABA_B receptors.

1.4.1 Ionotropic GABA receptors

Ionotropic GABA receptors belong to the superfamily of ligand-gated ion channels, including the nicotinic acetylcholine receptors and glycine receptors (Luddens and Wisden, 1991; Luddens et al., 1995). They are membrane-spanning proteins, composed of different subunits, which assemble as pentamers and contain an anion conductance within their structure which is mainly permeant to chloride ions (for reviews see Kaila, 1994; Feigenspan and Bormann, 1998; Qian and Ripps, 2001; Zhang et al., 2001). In this thesis I studied mainly GABA_C receptors and will therefore describe some of their properties in the following sections; I will also
highlight certain similarities and differences between GABA\(_C\) and GABA\(_A\) receptors.

### 1.4.1.1 A brief history of GABA\(_C\) receptors

Johnston et al. (1975) were the first to suggest the existence of GABA activated anion channels distinct from GABA\(_A\) receptors: they discovered GABA activated responses in cat spinal cord interneurones that were not inhibited by the GABA\(_A\) receptor antagonist bicuculline. Sometime later bicuculline-insensitive chloride mediated GABA responses were also detected in the frog optic tectum (Nistri and Sivilotti, 1985; Sivilotti and Nistri, 1989). Furthermore, radiolabelling studies revealed GABA binding sites insensitive to bicuculline and to the GABA\(_B\) agonist baclofen in rat cerebellar membranes (Drew et al., 1984; Drew and Johnston, 1992). This prompted the proposal of a novel ionotropic GABA receptor class named GABA\(_C\) (Drew et al., 1984). The first thorough characterization of GABA\(_C\) receptor mediated currents was performed by Polenzani et al. (1991), who discovered baclofen- and bicuculline-insensitive GABA currents in Xenopus oocytes which had been injected with bovine retinal RNA. Since then, GABA\(_C\) receptor mediated currents have been further investigated in expression systems (for example Woodward et al., 1992a, b, 1993), and in situ in the hippocampus of young rats (Strata and Cherubini, 1994), in the superior colliculus of adult rats (Schmidt et al., 2001) and in the retina of rats (Feigenspan et al., 1993), fish (Qian and Dowling, 1993), salamanders (Lukasiewicz et al., 1994) and ferrets (Lukasiewicz and Wong, 1997). As described in detail in section 1.4.1.5, investigations on GABA\(_C\) receptors in retinal cells (dissociated and in slices; for example: Feigenspan and Bormann, 1994a; Matthews et al., 1994; Dong and Werblin, 1995; Qian and Dowling, 1995; Yeh et al., 1996; Euler and Wassle, 1998; Haverkamp et al., 2000), and on cloned receptors (see below) have shown that GABA\(_C\) receptors differ from GABA\(_A\) receptors in having a higher affinity for GABA and showing little desensitization. Three different GABA\(_C\) receptor subunits have been cloned, the human \(\rho1\) and \(\rho2\)
(Cutting et al., 1991; Cutting et al., 1992) and the rat ρ1, ρ2 and ρ3 (Ogurusu et al., 1995; Ogurusu and Shingai, 1996; Wegelius et al., 1996), and their properties have been studied in Xenopus oocytes (for example: Shimada et al., 1992; Kusama et al., 1995; Zhang et al., 1995; Shingai et al., 1996) and in mammalian cell lines (Enz and Bormann, 1995; Enz and Cutting, 1999). Immunohistochemical work (Enz et al., 1996; Koulen et al., 1997; Fletcher et al., 1998; Koulen et al., 1998a; Wassle et al., 1998; Shields et al., 2000) and RT-PCR studies (Enz et al., 1995; Yeh et al., 1996; Boue-Grabot et al., 1998; Wegelius et al., 1998; Enz and Cutting, 1999) have investigated the localization of GABA<sub>C</sub> receptor protein and mRNA in the retina and the brain of rats, and molecular biological studies have shown interaction of GABA<sub>C</sub> receptors with different proteins (Hanley et al., 1999; Hanley et al., 2000). The physiological role of GABA<sub>C</sub> receptors in the retina (for example Lukasiewicz and Werblin, 1994; Matsui et al., 2001; Roska and Werblin, 2001) and the brain (Martina et al., 1995; Pasternack et al., 1999; Schmidt et al., 2001) is in the process of being unravelled, and investigation of the recently produced ρ1 knock-out mouse (Miller et al., 2000) should provide valuable information on this (see section 3.17.4).

1.4.1.2 Ionotropic GABA<sub>A</sub> receptor subunits

To date seven different classes of GABA<sub>A</sub> receptor subunits (α1-6, β1-3, γ1-3, δ, ε, π, θ) and one class of GABA<sub>C</sub> receptor subunits (ρ1-3) have been cloned. GABA<sub>A</sub> receptors work as heteromers, with the most common native receptor stoichiometry being the assembly of 2α, 2β and one of γ or δ or possibly ε, π, θ (Barnard et al., 1998; Sieghart et al., 1999). The subunit composition determines many of the electrophysiological and pharmacological properties of the ionotropic GABA receptors (for reviews see Kaila, 1994; Feigenspan and Bormann, 1998; Qian and Ripps, 2001). Although homomeric GABA<sub>C</sub> receptors, when expressed in oocytes or mammalian cell lines, have been shown to form functional channels with pharmacological and kinetic properties similar to those found in retinal GABA<sub>C</sub>
receptors, they appear to form and work as heteromers in vivo (Enz and Cutting, 1999). One interesting exception is the rat p2 subunit, which does not form functional homomeric \( \text{GABA}_C \) receptor channels when expressed in Xenopus oocytes (Zhang et al., 1995) or native cells: single-cell RT-PCR combined with patch-clamp experiments showed that while bipolar cells contain mRNA for p1 and p2 and mediate \( \text{GABA}_C \) receptor currents, ganglion cells do not exhibit \( \text{GABA}_C \) receptor currents despite containing p2 mRNA. This suggests that functional \( \text{GABA}_C \) receptors in vivo require the p1 subunit and pharmacological evidence described in section 1.4.1.4 implies that they are most likely assembled of p1/p2 heteromers (Yeh et al., 1996). \( \text{GABA}_A \) and \( \text{GABA}_C \) receptor subunits are present within the same cell type (Greferath et al., 1995; Yeh et al., 1996; Fletcher et al., 1998) and can co-assemble within one channel when co-expressed in Xenopus oocytes (Qian and Ripps, 1999; Pan et al., 2000). However, it is still controversial whether they do so in vivo (Enz and Cutting, 1998). Moreover, \( \text{GABA}_A \) receptor subunits failed to co-immunoprecipitate with \( \text{GABA}_C \) receptor subunits in vitro (Hackam et al., 1998), and immunolabelling studies in rat retinal slices show that the two receptor types localize in discrete puncta (Koulen et al., 1998a), suggesting that they form separate receptor channel populations and do not co-assemble.

1.4.1.3 Structure of ionotropic GABA receptor subunits

As reviewed by Feigenspan & Bormann (1998), Enz & Cutting (1998) and Zhang et al. (2001), each \( \text{GABA}_A \) and \( \text{GABA}_C \) receptor subunit is made up of around 500 amino acids and consists of four membrane spanning \( \alpha \)-helices. The second transmembrane segment (TM2) lines the pore and is important for gating and ion selectivity of the channel. Both the very long amino- and the short carboxy-terminal are located on the extracellular side of the membrane. Each subunit has a large intracellular loop between the TM3 and TM4 (see Figure 3.1), which contains several putative phosphorylation sites which may allow modulation by intracellular
protein kinases such as PKA, PKC and tyrosine kinase. In addition, this loop has also been shown to be important for interaction with intracellular proteins, such as GABARAP for GABA<sub>A</sub> receptors (Wang et al., 1999) and MAP-1B for GABA<sub>C</sub> receptors (Hanley et al., 1999); the function of these interacting proteins is described in section 1.7 and in chapter 3.

1.4.1.4 Pharmacological properties of ionotropic GABA receptors

GABA<sub>A</sub> and GABA<sub>C</sub> receptors are classically differentiated by their different pharmacological properties, most notably the insensitivity of GABA<sub>C</sub> receptors to the competitive GABA<sub>A</sub> receptor antagonist bicuculline (see section 1.4.1.1). GABA<sub>C</sub> receptors are also insensitive to some well-known modulators of GABA<sub>A</sub> receptors, such as barbiturates, benzodiazepines and steroids, which potentiate the action of GABA on those receptors (Polenzani et al., 1991; Bormann and Feigenspan, 1995; Feigenspan and Bormann, 1998). On the other hand, protons and zinc inhibit both types of receptors (Dong and Werblin, 1995; Feigenspan and Bormann, 1998; Kaneda et al., 2000; Rivera et al., 2000). Picrotoxin, a chloride channel blocker, acts on GABA<sub>A</sub> as well as on most GABA<sub>C</sub> receptor channels, the exception being receptors containing the rat ρ2 subunit (Zhang et al., 1995; Enz and Cutting, 1999), which contains an amino acid alteration compared to ρ1 (T299M) which creates the insensitive to picrotoxin. It is interesting to note that GABA<sub>C</sub> receptors in rat retinal bipolar cells display picrotoxin insensitivity (Feigenspan et al., 1993; Pan and Lipton, 1995), suggesting that they contain the ρ2 subunit. Considering that rat ρ2 subunits do not form functional channels when expressed as homomers in Xenopus oocytes (Zhang et al., 1995), the picrotoxin-insensitivity of GABA<sub>C</sub> receptors in bipolar cells suggests that these receptors work as heteromers, containing both ρ1 and ρ2 subunits (mRNA for both receptor subunits is present in the same bipolar cell: Enz et al., 1995; Yeh et al., 1996; see section 1.4.1.2). The only specific GABA<sub>C</sub> receptor blocker available so far is TPMPA (Raguzzino et al., 1996).
1.4.1.5 Electrophysiological properties of ionotropic GABA receptor channels

One of the most striking differences between GABA<sub>A</sub> and GABA<sub>C</sub> receptors is the much higher sensitivity of GABA<sub>C</sub> receptors to GABA. The EC<sub>50</sub> for GABA depends on the subunit composition, but ranges from around 10 to 100 μM for GABA<sub>A</sub> receptors (Kaila, 1994; Feigenspan and Bormann, 1998) and 1 to 5 μM for GABA<sub>C</sub> receptors (Polenzani et al., 1991; Calvo et al., 1994; Feigenspan and Bormann, 1994a; Wang et al., 1994; Zhang et al., 1995). Rat retinal bipolar cells contain GABA<sub>A</sub> receptors which have an EC<sub>50</sub> of 27 μM (and a Hill coefficient of 1.7), and GABA<sub>C</sub> receptors which have an EC<sub>50</sub> of 4 μM (and a Hill coefficient of 1.5; see also chapter 3). The Hill coefficients of around 2 suggest that ionotropic GABA receptors require the binding of at least two GABA molecules for activation (Feigenspan et al., 1993; Feigenspan and Bormann, 1994a).

Another prominent difference between GABA<sub>A</sub> and GABA<sub>C</sub> receptors is their current kinetics (Polenzani et al., 1991; Feigenspan et al., 1993; Qian and Dowling, 1993; Kaila, 1994; Chang and Weiss, 1999; Enz and Cutting, 1999). Whereas GABA<sub>A</sub> receptors desensitize rapidly in the maintained presence of GABA, GABA<sub>C</sub> receptors show no or only very little desensitization, and deactivate very slowly after the GABA concentration falls (possibly reflecting a low unbinding rate constant, which confers their high affinity). They can therefore mediate sustained current responses (Lukasiewicz and Shields, 1998).

Single channel analysis has also revealed major differences between the two receptor types: in rat retinal bipolar cells GABA<sub>A</sub> receptors have a larger single channel conductance, but a shorter mean open time than GABA<sub>C</sub> receptors (GABA<sub>A</sub>: 27-30 pS and 30 ms; GABA<sub>C</sub>: 7 pS and 150ms (Feigenspan et al., 1993)).

Both ionotropic GABA receptor types conduct anions (Bormann et al., 1987; Feigenspan et al., 1993; Feigenspan and Bormann, 1994a), which in vivo are mainly chloride and bicarbonate. The permeability ratio of bicarbonate vs chloride (P<sub>HCO3</sub>/P<sub>Cl</sub>) depends on the subunit composition of the receptor, and varies between
different regions and cells of the CNS, as well as at different developmental stages, but is of the order of 0.1 to 0.3 (Kaila, 1994; Feigenspan and Bormann, 1998).

1.4.1.6 Localization of ionotropic GABA receptor subunits

The subunit composition of GABA receptors, and thus their properties, varies greatly in different regions and cells of the CNS. Whereas GABA\textsubscript{A} receptors seem to be expressed on almost every neurone in the CNS (Kaila, 1994), GABA\textsubscript{C} receptor expression in the adult animal is most prominent within the visual system, especially the retina. The GABA\textsubscript{C} receptor transcripts (for the \(\rho1\) and \(\rho2\) subunits) have been found in the retina, especially in bipolar cells, but also in the dorsal lateral geniculate nucleus (dLGN), the superior colliculus and the visual cortex. The mRNA for \(\rho2\) can also be found in other brain region, such as the cerebellum, hippocampus and cortex, and \(\rho1\) and \(\rho3\) transcripts are, albeit very weakly, also found in some of those areas (Enz et al., 1995; Yeh et al., 1996; Boue-Grabot et al., 1998; Wegelius et al., 1998; Enz and Cutting, 1999). Antibody labelling for \(\rho\) has mainly been performed in the retina (Enz et al., 1996; Koulen et al., 1997; Fletcher et al., 1998; Koulen et al., 1998a; Wassle et al., 1998; Shields et al., 2000), where it confirmed the presence of \(\rho\) in all strata of the inner plexiform layer and also in the outer plexiform layer. The \(\rho\) subunit appears in hot spots at rod and cone bipolar cell axon terminals, and is located in discrete puncta at synaptic sites. Moreover, as mentioned above (section 1.4.1.1), GABA\textsubscript{C} receptor mediated currents have been recorded in the retina and also some other areas of the CNS, indicating that they are functional. In this thesis I recorded GABA-evoked currents mainly from rat rod bipolar cells (Chapters 3 and 4), which do not only contain the GABA\textsubscript{C} receptor subunits \(\rho1\) and \(\rho2\) (Enz et al., 1995; Yeh et al., 1996), but also the GABA\textsubscript{A} receptor subunits \(\alpha1\), \(\alpha3\), \(\beta2/3\) and \(\gamma2\) (Greferath et al., 1994; Yeh et al., 1996; Fletcher et al., 1998). However these cells (in rat) express neither GABA\textsubscript{B} receptors (Heidelberger and Matthews, 1991; Koulen et al., 1998b) nor any of the high affinity GABA transporters (GAT-1, 2, or 3:}
1.4.2 G-protein coupled GABA receptors

Unlike ionotropic GABA<sub>A</sub> and GABA<sub>C</sub> receptors, GABA<sub>B</sub> receptors do not contain an ion channel within their structure, but are coupled to cation channels via G-proteins (for reviews see Bowery, 1989; Marshall et al., 1999; Mohler and Fritschy, 1999). Like other members of the G-protein coupled receptor family, GABA<sub>B</sub> receptor subunits have a structure of seven membrane-spanning segments. So far two types of GABA<sub>B</sub> receptors have been cloned (GABA<sub>B</sub>R1 and GABA<sub>B</sub>R2) and shown to work as heteromeric dimers (Kaupmann et al., 1997; Kaupmann et al., 1998). GABA<sub>B</sub> receptors are expressed throughout the whole central nervous system and can be found on post- as well as presynaptic sites. Broadly speaking, GABA<sub>B</sub> receptor activation results in inhibition – either by activation of potassium channels or by decreasing activation of voltage-gated calcium channels (thus reducing neurotransmitter release).

1.5 GABA and glycine transporters

In chapter 3 I investigate the effect on GABA<sub>C</sub> receptor function of inhibiting GABA transporters, and investigate a possible interaction between a glycine transporter and GABA<sub>C</sub> receptors. Furthermore, understanding glycine transporters is important for understanding how the glycine concentration is controlled near NMDA receptors, which I investigate in chapter 7 (section 1.1.1.3.1). Accordingly, here I briefly review the properties of these transporter types.

GABA and glycine are taken up into cells by GABA and glycine transporters, which are members of the Na<sup>+</sup>/Cl<sup>-</sup>-dependent transporter family. As recently reviewed by Gadea & Lopez-Colome (2001a), Gadea & Lopez-Colome
(2001b) and Masson et al. (1999), they share a similar membrane topology, having twelve transmembrane spanning segments, large extracellular loops and intracellular amino- and carboxy-termini. There are three different high affinity GABA transporters cloned, called GAT-1, GAT-2 and GAT-3 in rat (the names vary between species, so the rat GAT-2 and GAT-3 are called GAT-3 and GAT-4 respectively in mice; I will refer to the rat names in this thesis), one low affinity GABA transporter, called BGT-1 in rat (called GAT-2 in mice), and two glycine transporters, called GLYT-1 and GLYT-2. GLYT-2 has two splice variants, GLYT-2A and GLYT-2B. For GLYT-1 the splice variants produce transporters which differ in their amino terminus, and are distinguished as GLYT-1A, GLYT-1B and GLYT-1C. More recently another splice variant, which differs in its carboxy terminal, has been found in the bovine retina and was named GLYT-1E/F (Hanley et al., 2000). This variant was shown to interact with the intracellular loop of the GABA<sub>C</sub> receptor subunit ρ1 but, as nothing is known about the function of this interaction, in chapter 3 I investigate whether glycine transporter activation modulates GABA<sub>C</sub> receptor properties.

GABA transporters are located throughout the CNS, and although it has long been believed that the three high affinity transporter types have a distinct cell expression pattern (e.g. GAT-1 being neuronal and GAT-3 being glial), GAT-1, GAT-2 and GAT-3 have each been shown to be expressed by both neurones and glial cells, depending on the animal species used and the brain area investigated. BGT-1 is expressed mainly in glial cells. Glycine transporters also are expressed in large areas of the CNS, with GLYT-1 and GLYT-2 being mainly glial and neuronal, respectively. Whereas GLYT-2 is expressed in presynaptic terminals of glycinergic neurones (in the spinal cord, brain stem and cerebellum), GLYT-1 can be found in brain areas which are devoid of glycinergic synaptic transmission as well as in the same areas as GLYT-2 (Zafra et al., 1995). The co-localization of glycine transporters and NMDA receptors led to the suggestion that the extracellular glycine
concentration, and hence the size of the NMDA component of the EPSC at excitatory synapses, can be modulated by glycine transporters (Smith et al., 1992; see also section 1.1.1.3.3). In chapter 7, I examine whether glycine can modulate NMDA receptor activity at the mossy fibre to granule cell synapse in the cerebellum. This is a glutamatergic synapse (see section 1.9) where both glycine transporter subtypes are present: electron microscopy and immunolabelling revealed that GLYT-1 is present in glial cell processes surrounding granule cells, whereas GLYT-2 is present in the Golgi cell terminal membranes apposed to granule cell dendrites (Zafra et al., 1995).

GABA and glycine transporters use the electrochemical gradients for sodium and chloride in order to translocate GABA/glycine against their concentration gradients across the membrane. It was originally thought that all members of the Na⁺/Cl⁻-dependent transporter family share the same stoichiometry, i.e. 2 Na⁺ and 1 Cl⁻ translocate for each GABA/glycine. This stoichiometry produces a transporter which is electrogenic, and indeed GABA and glycine transporters have been studied electrophysiologically. However, it was recently shown that GLYT-2 has a different stoichiometry to GLYT-1, in that it co-transports 3 Na⁺ and 1 Cl⁻ with each glycine molecule (Roux and Supplisson, 2000). This provides much greater accumulative power for glycine, and makes GLYT-2 much less likely to reverse, consistent with a role of this transporter subtype in terminating inhibitory glycinergic synaptic transmission. On the other hand, the stoichiometry of GLYT-1 allows the transporter to reverse relatively easily, for example during neuronal activity when [K⁺]₀ rises and cells depolarize. Reversal of GLYT-1 will release glycine into the extracellular space, consistent with a role for this transporter in modulating excitatory synaptic transmission (see previous paragraph and section 1.1.1.3.1).

1.6. Chloride homeostasis and the polarity of GABA responses

In chapter 4, I investigate how the transmembrane chloride concentration
gradient, which drives GABA_A and GABA_C receptor currents, is controlled in retinal bipolar cells. Here I review previous work on this topic.

The membrane potential of a cell depends on the concentrations of ions on either side of the membrane and the relative permeability of the membrane to those ions. Whenever ion channels open, the permeability of the membrane to the relevant ion increases, and the membrane potential shifts towards the reversal potential of that ion. As mentioned in section 1.4, ionotropic GABA receptors conduct anions when activated, in vivo mainly chloride and bicarbonate (Bormann et al., 1987). The permeability to bicarbonate depends on the subunit composition of the GABA receptor, but is in most cases about 0.1 to 0.3 of that to chloride (for example Kaila, 1994; Feigenspan and Bormann, 1998). So when GABA receptor ion channels open, the membrane potential (V_m) shifts towards the reversal potential of the GABA evoked conductance (E_GABA), which is between the reversal potential for chloride (E_Cl) and the reversal potential for bicarbonate (E_HCO3), and due to the higher permeability for chloride it is much closer to E_Cl than to E_HCO3. The GABA response is hyperpolarizing when E_GABA is more negative, and depolarizing when it is more positive than V_m. Additionally, GABA can also evoke biphasic responses consisting of a hyperpolarization followed by a depolarization (these biphasic responses required the presence of bicarbonate in the solution), for example during intense neuronal activity or the prolonged presence of GABA. This means that E_GABA shifts from being more negative than V_m to being more positive, which may be explained by chloride accumulating inside the cell during prolonged channel opening, along with a significant bicarbonate permeability to the channel (Staley et al., 1995; Backus et al., 1998; Dallwig et al., 1999; Frech et al., 1999).

During development GABA responses are often excitatory (for example Cherubini et al., 1990; Cherubini et al., 1991; Chen et al., 1996; Owens et al., 1996), i.e. E_GABA is significantly more positive than V_m, and can depolarize the membrane potential sufficiently to activate voltage gated calcium channels (Reichling et al.,
Calcium entry evoked by such GABA evoked depolarization is believed to be important for neuronal proliferation, migration and synaptogenesis. In the adult animal GABA responses are usually inhibitory (Kaila, 1994): this is either due to $E_{GABA}$ being more negative than $V_m$ (so that GABA hyperpolarizes the membrane and moves the membrane potential further away from the threshold of many voltage gated cation channels) or due to $E_{GABA}$ being close to (only slightly more negative or positive) or equal to $V_m$ (so that GABA stabilizes the membrane potential at or around its resting value, this is termed “shunting inhibition”). The developmental shift of $E_{GABA}$ appears to be mainly due to a shift of $E_{Cl}$, with the intracellular chloride concentration ([Cl]$_i$) being higher in younger animals. This has been proposed for some time but was only recently directly demonstrated in cells of mammalian brain slices using the gramicidin perforated patch-clamp technique (for example: Owens et al., 1996; Ehrlich et al., 1999; Kakazu et al., 1999).

The intracellular chloride concentration in neurones is usually not determined by passive chloride movement through chloride conducting channels, but is regulated by specific chloride transporters, such as the Cl'-ATPase (extruding chloride), the Cl'/$\text{HCO}_3^-$-exchanger (usually accumulating chloride), the Na$^+$-dependent Cl'/HCO$_3^-$-exchanger (usually extruding chloride) and transporters of the electroneutral cation-chloride co-transporter family (Kaila, 1994; Delpire, 2000). The latter family has seven members, but the two most important ones for neurophysiology appear to be the sodium-potassium-chloride cotransporter NKCC-1 and the brain specific potassium-chloride co-transporter KCC-2 (Payne et al., 1996), both of which have been shown to control [Cl]$_i$ in a variety of neurones (for example Kakazu et al., 1999; Rivera et al., 1999; DeFazio et al., 2000; Sung et al., 2000; Hubner et al., 2001b; Martina et al., 2001). During each transport cycle, NKCC-1 transports 1 sodium, 1 potassium and 2 chloride ions across the membrane (Russell, 2000), whereas KCC-2 co-transport 1 potassium with each chloride ion (Payne, 1997).
Thus, both transporters are electroneutral. During physiological conditions the ion concentrations are such that NKCC-1 accumulates chloride, whereas KCC-2 extrudes it from the cell (see Figure 4.6B for the energy changes associated with chloride transport by these carriers). Thus the presence of NKCC-1 in the cell membrane could aid in depolarizing $E_{\text{GABA}}$, whereas the presence of KCC-2 could aid in hyperpolarizing GABA responses. Interestingly the expression for NKCC-1 and KCC-2 show cellular, subcellular and developmental differences. The overall brain expression levels of NKCC-1 are high at birth and decline during early postnatal development (Plotkin et al., 1997). The presence of this transporter in the neurones of young animals explains their high internal chloride level, more positive $E_{\text{GABA}}$ and depolarizing, excitatory GABA responses. By contrast, KCC-2 levels are low at birth and increase during postnatal development (Lu et al., 1999). The increase in KCC-2 expression was shown to coincide with, and be responsible for, the switch from depolarizing to hyperpolarizing GABA responses, and is regulated by the extracellular GABA concentration (Rivera et al., 1999; Ganguly et al., 2001). NKCC-1 can be found in neurones and glial cells, whereas KCC-2 is expressed only by neurones (Payne et al., 1996; Hubner et al., 2001a). When present in the same cell, NKCC-1 and KCC-2 can be found at different subcellular locations; for example NKCC-1 was found mainly in the dendrites, whereas KCC-2 was found mainly in the axon terminals of retinal rod (ON) bipolar cells, suggesting compartmentalized chloride concentration in this neurone (Vardi et al., 2000a; Vu et al., 2000). As described in detail in section 4.1, this distribution could make $E_{\text{Cl}}$ more positive at the dendrites than at the synaptic terminals of the bipolar cells, which would be appropriate for generating the observed receptive field structure and light response transience in these cells. In Chapter 4, I examine whether the intracellular chloride concentration is, as suggested by the chloride transporter distribution, different in the dendrites and the axon terminal of retinal rod bipolar cells.
1.7. Proteins interacting with receptors and transporters

In chapter 3 and 5, I report experiments studying the effect of proteins interacting with \(\text{GABA}_C\) receptors and glutamate transporters. In this section I review our current knowledge of proteins interacting with synaptic receptors and transporters.

For synaptic transmission to work properly, ion channels, neurotransmitter receptors and transporters have to be located at the appropriate part of the cell, and stabilized in the plasma membrane. Many neurotransmitter receptors are coupled to intracellular signalling pathways and the physical proximity of the receptor to an intracellular protein is crucial for converting binding of the extracellular neurotransmitter into an intracellular signal. Proteins interacting with ion channels, receptors and transporters regulate their subcellular location, activity and intracellular signalling (for recent reviews see: Gamer et al., 2000; Gundelfinger and tom Dieck, 2000; Kennedy, 2000; Sheng and Pak, 2000; Sheng and Sala, 2001).

1.7.1 Interactions with ion channels and receptors

For \(K^+\) channels, interaction of their C-terminus with scaffolding proteins containing PDZ domains determines whether they are expressed in the dendrites or axon of neurones (Arnold and Clapham, 1999), and confers sensitivity to modulation by G proteins (Hibino et al., 2000). Protein interactions at glutamatergic synapses are only sparsely studied for the presynaptic terminal (for a recent review see Gundelfinger and tom Dieck, 2000), but a great deal is known about the postsynaptic side (for recent reviews see Sheng, 2001a, b; Sheng and Sala, 2001). The postsynaptic density (PSD) is a specialized structure densely packed with an array of cytoskeletal and signalling proteins. It is formed by a mesh of supramolecular complexes, in which proteins such as the PDZ protein PSD-95 (just beneath the membrane) and Shank (in the deeper part of the PSD) form a scaffold to cluster
receptors and bring many proteins important for neurotransmission and downstream signalling into close proximity. For example, NMDA receptors interact with α-actinin-2 (via the C-terminal tail of the NR1 subunit), which tethers them to the cytoskeleton and controls their Ca^{2+}-dependent desensitization (Krupp et al., 1999), they interact with CaMKII (via the C-terminal tail of the NR2 subunit), and with a network of other proteins (Husi et al., 2000) including PSD-95, which locates downstream signalling enzymes such as nNOS (neuronal nitric oxide synthase) close to the channel (Brenman et al., 1996; Sheng and Lee, 2000). Similarly, AMPA receptors interact with proteins such as GRIP/APB (Dong et al., 1997; Srivastava et al., 1998; Srivastava and Ziff, 1999), PICK-1 (Xia et al., 1999), Stargazer (Chen et al., 2000b) and NSF (Nishimune et al., 1998; Noel et al., 1999); the latter interaction is particularly intriguing as NSF is implicated in vesicle fusion and probably controls the number of AMPA receptors present in the membrane (see also chapter 3.17.2).

Finally, metabotropic glutamate receptors (mGluR) can be localized close to their downstream effector (the IP_3 receptor) by binding to the Homer class of proteins, which also bind to the IP_3 receptor of the smooth endoplasmic reticulum and thus regulate intracellular calcium release (Brakeman et al., 1997; Tu et al., 1999). Homer also binds to Shank, which in turn binds to GKAP (guanylate kinase associated protein). Shank can thus link the NMDA–PSD-95–GKAP complex to the mGluR–Homer–IP3 complex (Lim et al., 1999; Naisbitt et al., 1999; Tu et al., 1999; Sheng and Kim, 2000).

By contrast, much less is known about proteins interacting with glycine and GABA receptors and their role in constructing inhibitory synapses (for a recent review see Sheng and Pak, 2000; Moss and Smart, 2001). The only binding partner for glycine receptors (via the β subunit) identified so far is gephyrin (Kirsch et al., 1993; Meyer et al., 1995), which anchors the receptor to the cytoskeleton by interacting with microtubules and actin, and might provide a link to intracellular signalling proteins with which it interacts. GABA_A receptors bind to GABARAP
(Wang et al., 1999; Chen et al., 2000a; Kneussel et al., 2000; Wang and Olsen, 2000), GRUB (Bedford et al., 2000), Plic-1 (Bedford et al., 2001), RACK-1 (receptor for activated C kinase) and PKCβII (Brandon et al., 1999). These proteins appear to modulate the receptor activity or participate in targeting, trafficking and insertion of the receptor into the membrane (see also section 3.17.1 and 3.17.2), but an anchoring protein for GABA<sub>A</sub> receptors has not been found yet.

Of most relevance to this thesis, two protein binding partners have been identified for GABA<sub>C</sub> receptors: the glycine transporter GLYT-1E/F splice variant (Hanley et al., 2000) and the microtubule associated protein MAP-1B (Hanley et al., 1999). The purpose of the GLYT-1E/F interactions remains unknown (see also chapter 3.17.5), but MAP-1B could link the receptor to the cytoskeleton by interacting with microtubules and actin. In chapter 3, I show that it also modulates GABA<sub>C</sub> receptor sensitivity (Billups et al., 2000). MAP-1B and GABA<sub>C</sub> receptors have been shown to co-localize in mammalian retinal bipolar cells (Hanley et al., 1999) and cone photoreceptors (Pattnaik et al., 2000). MAP-1B is a high molecular weight protein of around 200-300 kDa (255 kDa), has 2468 amino acids and forms a complex of three proteins: the heavy chain (HC) and two light chains (LC1 and LC3) (Schoenfeld et al., 1989; Hammarback et al., 1991; Langkopf et al., 1992). The heavy chain contains a microtubule binding region (amino acids 589-787) as well as the GABA<sub>C</sub> receptor binding region (amino acids 460-565), and can bind microtubules, actin and p at the same time (Hanley et al., 1999). MAP-1B is a long, flexible, filamentous molecule and appears to have a rod like structure in electron microscopy studies (Sato-Yoshitake et al., 1989; Wiche et al., 1991), which might allow it to stretch to just underneath the membrane when it binds to the GABA<sub>C</sub> receptor. MAP-1B is expressed at high levels throughout the nervous system in the new-born animal and declines during development (Schoenfeld et al., 1989), which has resulted in most efforts going into studying its function in the developing neurone. However in some areas, such as parts of the cerebellum, hippocampus,
spinal cord, olfactory bulb and retina, the expression remains at significant levels in the adult (Schoenfeld et al., 1989; Tucker et al., 1989; Hanley et al., 1999). The function of MAP-1B, especially in the adult brain, is unclear, but during development it appears to regulate microtubule dynamics during neurite outgrowth. Its efficiency of binding to microtubules is regulated by phosphorylation (Pedrotti et al., 1996) by casein kinase II (CKII) and proline-directed protein kinase (PDPK), but it can also be phosphorylated by protein kinase A (PKA) and protein kinase C (PKC) (Diaz-Nido et al., 1988; Kennelly and Krebs, 1991). Two groups have generated MAP-1B knock-out mice, the properties of which are discussed in section 3.17.4.

1.7.2 Interactions with glutamate transporters

Proteins interacting with neurotransmitter transporters are likely to play as important a role in CNS function as proteins interacting with ion channels. The existence of proteins interacting with glutamate transporters has been shown by several lines of evidence. First, the retinal transporter EAAT-5 has a C-terminal motif appropriate for binding to PDZ proteins (Arriza et al., 1997). Second, dialysing retinal glia with peptides mimicking the C-terminus of GLAST transporters increases the glutamate affinity of these transporters (Marie and Attwell, 1999) presumably by displacing an endogenous protein which interacts with the C-terminus and decreases the affinity. Third, the subcellular localization of glial GLT-1 transporters is highly controlled: more transporters are located in membrane facing the synaptic terminals, axons and spines of neurones than in membrane facing capillaries, pia or main dendrites (Chaudhry et al., 1995), presumably because of interaction with cytoskeletal tethering molecules. Indeed, the surface membrane density of transporters is regulated by interaction with intra- and extracellular messengers (Sims et al., 2000), suggesting controlled insertion of transporters into the membrane: a process which for AMPA receptors is controlled by interacting proteins such as NSF (Nishimune et al., 1998) and for GABA_A receptors by interaction with Plic-1.
(Bedford et al., 2001). Finally, proteins interacting with EAAC-1, EAAT-4 and GLT-1 have recently been described, as summarized below.

GTRAP3-18 has been identified as a binding partner for the C-terminus of the widespread neuronal glutamate transporter EAAC-1 (Lin et al., 2001). When co-expressed with EAAC-1 in HEK293 cells, this protein modulates glutamate transport activity by decreasing the glutamate affinity. GTRAP41 and GTRAP48 are binding partners for the C-terminus of the glutamate transporter EAAT-4 (Jackson et al., 2001), which is mainly expressed at perisynaptic sites on cerebellar Purkinje cell spines. Interaction with either of these proteins modulates glutamate transport activity by decreasing the glutamate affinity and increasing the maximum uptake rate (either by increasing the catalytic rate or by increasing its surface availability), and stabilizes the transporter in the membrane. In addition, by interacting with GTP binding proteins, GTRAP48 appears to link the transporter to downstream signalling pathways. The serine/threonine kinase PCTAIRE-1 interacts with the N-terminus (Law and Rothstein, 2000) of EAAT-4, and may link the transporter to intracellular signalling cascades.

Finally, and most relevant to the experiments reported in chapter 5, the cytosolic LIM protein Ajuba was identified by another student in this laboratory (Marie et al., 2002) as a binding partner for the N-terminal part of the glutamate transporter GLT-1 (see section 5.1). Not much is known about this protein, as it has only recently been identified and characterized (Goyal et al., 1999; Kanungo et al., 2000; Marie et al., 2002). It consists of 547 amino acids and has a molecular weight of about 58 kDa. Ajuba contains three LIM domains which are zinc-containing motifs mediating protein-protein and possibly protein-DNA interactions, named after the transcription factors Lin-11, Isl-1 and Mec-3 in which they were first found (for reviews see: Dawid et al., 1998; Bach, 2000). It also contains two potential SH3-recognition motifs as well as two nuclear export signal motifs within its pre-LIM domain (the part of the protein which is N-terminal to the LIM domains). Ajuba has
been shown to shuttle between the cytosol and the nucleus, where it inhibits proliferation and alters the cell fate, suggesting that it transfers intracellular signals to the nucleus (Kanungo et al., 2000). Ajuba has also been shown to participate in intracellular signalling, activating mitogen-activated protein kinase (MAP kinase) pathways via interaction with Grb2 (Goyal et al., 1999). In chapter 5, I examine if Ajuba might have another role, in modulating the properties of GLT-1.

1.8 Anatomy and neuronal circuits in the retina

The experiments reported in chapters 3 and 4 were carried out on bipolar cells in retinal slices. As a background to these experiments, here I review the neural wiring of the retina and light response properties of bipolar cells.

The retina has a lamina structure (Figure 3.21). Its thickness is around 100-200 μm, and in retinal slices (see Figure 3.11) one can easily discriminate two layers of synaptic connections (the outer plexiform layer (OPL) and the inner plexiform layer (IPL)), which separate three layers of cell bodies (the outer nuclear layer (ONL), inner nuclear layer (INL) and ganglion cell layer (GCL)). The retina contains a variety of cell types, each of which serves different functions in visual processing (reviewed by: Shepherd, 1998; Bloomfield and Dacheux, 2001; Masland, 2001a, b). The ONL consists of photoreceptor cell bodies, the INL contains the somata of bipolar, amacrine, horizontal, interplexiform and Müller cells, and the GCL is composed of ganglion cell bodies and displaced amacrine cells. The plexiform layers are regions in which the different cell types form synaptic contacts with each other, as outlined below. I will focus on the main connections made onto and by bipolar cells, the cells studied in this thesis.

The principal flow of visual information is through the entire thickness of the retina. Light passes through all layers of the retina before being absorbed by photopigment, which is located in the most distal part of the retinal photoreceptors. There are two types of photoreceptors, serving different purposes and allowing the
retina to detect light over a wide range of intensities: rods are highly sensitive to light and important for scotopic (night) vision, cones have a higher threshold and are important for photopic (day) vision. Rods and cones hyperpolarize in response to light; in the dark, when they are depolarized, rods and cones release glutamate from their synaptic terminals onto the dendrites of postsynaptic bipolar and horizontal cells in the OPL (Slaughter and Miller, 1983; Bloomfield and Dowling, 1985a; Wu and Maple, 1998).

There are two main classes of bipolar cells - ON and OFF bipolar cells - which have several characteristic anatomical and physiological properties. Whereas the somata of ON bipolar cells are located in the outer part of the INL and their axons travel through most of the IPL to branch near the ganglion cells (in sub-lamina b of the IPL), the cell bodies of OFF bipolar cells are located in the inner part of the INL and have relatively short axons which branch in sub-lamina a of the IPL which is nearer the bipolar and amacrine cell bodies (Nelson et al., 1978; Kolb, 1979; Bloomfield and Miller, 1986). In response to light falling in the centre of their receptive fields, ON bipolar cells depolarize, whereas OFF bipolar cells hyperpolarize. This is due to different receptor types being present on the bipolar cell dendrites, i.e. metabotropic glutamate receptors (mGluR6) on the ON bipolar cells (Slaughter and Miller, 1981, 1985; Tian and Slaughter, 1994; Vardi and Morigiwa, 1997; Vardi et al., 2000b), and ionotropic glutamate receptors (of the non-NMDA type) on the OFF bipolar cells (Brandstatter et al., 1994; Euler et al., 1996; Brandstatter et al., 1997; DeVries and Schwartz, 1999; Marc, 1999; Qin and Pourcho, 2001). When activated by glutamate (i.e. in the dark), mGluR6 receptors on the ON bipolar cell dendrites cause, via a G-protein activated second messenger cascade and subsequent drop in cGMP levels, the closure of cation-conducting nucleotide-gated ion channels and thus hyperpolarization of the membrane (Nawy and Jahr, 1990; Shiells and Falk, 1990; Nawy and Jahr, 1991; Nawy, 1999). Conversely, when glutamate levels are low (i.e. in the light), less mGluR6 receptors
are activated, leading to an increase in cGMP levels, so that the nucleotide-gated cation channels open and the cell membrane depolarizes. In contrast, OFF bipolar cells contain ionotropic glutamate receptors, so when glutamate levels are high (i.e. in the dark), these channels conduct and depolarize the membrane, and when glutamate levels are low (i.e. in the light) these channels close and the cell membrane hyperpolarizes.

ON and OFF bipolar cells can also be categorized into rod or cone bipolar cells, depending on which photoreceptor type, rods or cones, they receive input from. In the rat one can distinguish 10 types of bipolar cells, 9 of which are cone bipolar cells (5 OFF and 4 ON) and only 1 of which is a rod bipolar cell (ON) (Euler and Wassle, 1995; Euler et al., 1996; Hartveit, 1997; Euler and Wassle, 1998).

Bipolar cells are glutamatergic (Bloomfield and Dowling, 1985b; Wu and Maple, 1998), and when depolarized they release glutamate onto postsynaptic cells in the IPL. Cone bipolar cells form synapses with the dendrites of ganglion cells, of which there are 10-15 types, and amacrine cells, of which there are 25-30 types (Masland, 2001b). The properties of the complex cone pathways are largely unknown (Bloomfield and Dacheux, 2001), but the cone signal is transferred to the inner retina by many different cone bipolar cells, i.e. via many parallel channels (Masland, 2001a). Rod bipolar cells, on the other hand, do not appear to form direct synapses with ganglion cells, but contact two or three types of amacrine cells (Kolb, 1979; Strettoi et al., 1990; Strettoi et al., 1992; Bloomfield and Dacheux, 2001). One of these, the AII amacrine cell, makes electrical connections (gap junctions) with cone ON bipolar cells (see Figure 3.21), linking in this way the rod pathway to the ganglion cells (Strettoi et al., 1994). Thus, the most straightforward cone pathway through the retina is: cone – cone bipolar cell (ON or OFF) – ganglion cell (ON or OFF), while the most straightforward rod pathway is: rod – rod bipolar cell – AII amacrine cell – cone ON bipolar cell – ON ganglion cell (Bloomfield and Dacheux, 2001; Masland, 2001a). Ganglion cells are the only output of the retina, and their
axons transfer the visual information to higher centres of the brain.

The vertical information flow through bipolar cells is modulated by GABA acting on \(\text{GABA}_A\) and \(\text{GABA}_C\) receptors located on the bipolar cell dendrites and axon terminals, in the OPL and IPL. The two cell types which play a crucial role in this early visual processing are horizontal cells and amacrine cells. Horizontal cells modulate the information flow at outer retina by “lateral inhibition” (see section 4.1 and 4.8 for a more detailed description), which generates the classical centre-antagonistic surround organization of the receptive field. Amacrine cells modulate information flow in the inner retina by “vertical inhibition” which induces transience into the bipolar cell response (see section 3.17.4 for a more detailed description).

1.9 Anatomy of and neuronal circuits in the cerebellar cortex

In chapters 6 and 7, I describe experiments on two synapses in the cerebellum, the mossy-fibre to granule synapse and the parallel fibre to Purkinje cell synapse. Here I present the anatomical and physiological background needed to understand these experiments.

The cerebellum is an important motor control centre and is believed to be important for motor learning (Marr, 1969). The cerebellar cortex is greatly invaginated, forming different lobes (there are ten main lobes (I-X)). Each lobe displays a highly laminated structure and a well-conserved cellular organisation and microcircuitry (Eccles et al., 1967; Palay and Chan-Palay, 1974; Carpenter and Sutin, 1983), and one can distinguish three different layers in each lobe – the molecular layer, the Purkinje cell layer and the granule cell layer – which are characterised by different types of neurones (Figure 1.3). In the middle of each lobe is the white matter, i.e. bundles of afferent and efferent fibres (see below).
Figure 1.3: Diagram of the cerebellar cortex

Schematic drawing of the cerebellar cortex (in the adult), in the sagittal and transverse planes, showing the major organizational features of cells and fibres (from Eccles et al., 1967). Purkinje cells are shown in red, excitatory granule cells and parallel fibres are shown in green and climbing fibres (Cl) and mossy fibres (Mo) are shown in blue. Inhibitory stellate cells (St), basket cells (Ba) and Golgi cells (Go) are in black.
1.9.1 Cell types

Surrounding the white matter is the granule cell layer. The most abundant cell type in this layer is an excitatory interneurone, the granule cell. Each granule cell has a small soma of about 5–8 μm in diameter, contains on average 4–5 relatively short dendrites and projects its long axon into the molecular layer, where it bifurcates (into a T-shape) and travels for some distance parallel to the surface (in the transverse plane) as parallel fibre (see below). Intermingled between the small somata of the numerous granule cells are larger inhibitory interneurones, the Golgi cells. These cells have soma about 9–16 μm in diameter, an extensive dendritic tree which runs through all three layers of the cortex and a highly branched axon which is confined to the granule cell layer. In some lobes (mainly lobe X, but recent studies have indicated a more widespread distribution: personal communication with Traverse Slater), there is another class of excitatory interneurone, which is restricted to the granule cell layer – the unipolar brush cell. This cell type has a medium sized soma (about 7–10 μm in diameter), a relatively large dendritic brush and an axon with a couple of collaterals, each of which ends in a large bulbous axon terminal within the granule cell layer (reviewed by Mugnaini et al., 1997; Slater et al., 1997; Dino et al., 2000a).

Adjacent to the granule cell layer is the Purkinje cell layer, which consists of a single layer of Purkinje cell bodies, the somata of Bergmann glia and some Lugaro cells. Purkinje cells have a large soma of about 20–40 μm diameter, a highly branched dendritic tree which extends though the molecular layer (in the parasagittal plane) and a long axon which forms the only output of the cerebellar cortex. The somata of Bergmann glia are smaller than those of Purkinje cells and are electrically coupled to each other; their processes extend radially through the molecular layer. Lugaro cells can be seen from time to time at the lower edge of the Purkinje cell layer. These have elongated cell bodies, send long dendrites below and in between
the Purkinje cell bodies and send two axonal plexi into the molecular layer (Laine and Axelrad, 1996, 1998; Dieudonne and Dumoulin, 2000; Dumoulin et al., 2001).

The outermost layer of the cerebellar cortex is the molecular layer, which is rich in neuropil and contains two types of inhibitory interneurones, the stellate and the basket cells. The stellate cells are located in the outer two thirds of the molecular layer, have a medium sized soma (around 10 μm in diameter), radial extending dendrites and a long axon terminating in the molecular layer. Basket cells are located in the lower part of the molecular layer, and have a similar soma size to stellate cells and dendrites ascending into the molecular layer. Their axons run along the Purkinje cell layer and send off axon collaterals which embrace the soma of Purkinje cells.

Astrocytes and oligodendrocytes are diffusely located throughout the granule cell layer and white matter, whereas the radial Bergmann glia span the molecular layer of the cerebellar cortex.

1.9.2 Synaptic connections

Climbing fibres and mossy fibres are the only afferent pathways to the cerebellum. As well as innervating the cerebellar cortex (see below), both send collaterals to form excitatory (glutamatergic) contacts with cells in the deep cerebellar nuclei (DCN). Climbing fibres originate from cells located in the inferior olive, whereas mossy fibres arise from cells in many regions of the central nervous system (such as the cerebral cortex, the vestibular nuclei, the reticular formation and the spinal cord). Once in the cerebellar cortex, each climbing fibre branches off to terminate on the soma and the proximal (central) part of the dendritic tree of Purkinje cells and forms as many as 200–1200 synaptic contacts with a single cell. Climbing fibres are glutamatergic and very reliable in making a Purkinje cell fire.

Mossy fibres on the other hand terminate in the granule cell layer of the cerebellar cortex and contact a large number of neurones in arrangements termed ‘cerebellar glomeruli’ (Figure 1.4) (Hamori and Somogyi, 1983; Jakab and Hamori,
1988; Jakab, 1989; Hamori et al., 1997). These are specialised structures located throughout the granule cell layer, and measure about 10 μm in diameter. Each glomerulus contains a single mossy fibre rosette at its core, a large number of cellular processes arising from granule cells, Golgi cells and sometimes unipolar brush cells, and a surrounding sheath of glial cells in which neurotransmitter transporters (e.g. GLT-1 and GLAST) are localized. Each mossy fibre terminal makes (glutamatergic) synaptic contact with each of the 4–5 dendritic digits of about 50–60 granule cell dendrites, whereas an individual granule cell receives input from 4–5 different mossy fibre terminals. More than 1 mossy fibre need to be active simultaneously to make a granule cell fire (D'Angelo et al., 1995). Granule cell firing can result from repetitive mossy fibre activity which produces temporal summation (Overstreet et al., 1999) or from spatial summation via the activation of several simultaneously active inputs (D'Angelo et al., 1995). The purpose of the granule cell is thus to integrate afferent synaptic input from extrinsic mossy fibres, and serve as a feedforward glutamatergic interneurone projecting to populations of GABAergic interneurones and Purkinje cells. Golgi cell dendrites also receive excitatory input from mossy fibres; their axons make inhibitory (GABAergic) synapses onto granule cell dendrites in the glomerulus (Jakab and Hamori, 1988). In some cases the mossy fibre rosette in a glomerulus also forms a large synaptic contact with the dendritic digits of the dendritic brush of a unipolar brush cell (Rossi et al., 1995); these in turn form excitatory (glutamatergic) synapses with granule cells and other unipolar brush cells, producing feed-forward excitation in the granule cell layer (Dino et al., 2000a; Dino et al., 2000b; Nunzi et al., 2001).

As mentioned in section 1.9.1, each granule cell sends its axon into the molecular layer, where it bifurcates and travels perpendicular to the dendritic trees of Purkinje cells. Since the axons of many granule cells run parallel to each other in the molecular layer, they are usually referred to as ‘parallel fibres’. Each parallel fibre makes excitatory (glutamatergic) synaptic contact with around 300 different Purkinje...
Figure 1.4: Drawing of a cerebellar mossy fibre glomerulus

Schematic drawing of a cerebellar mossy fibre glomerulus (in the adult) in the granule cell layer (from Carpenter and Sutin, 1983). A mossy fibre rosette forms the core of the glomerulus, making excitatory (glutamatergic) synaptic contact with granule cell and Golgi cell dendrites. Golgi cell axons also protrude into the glomerulus, making inhibitory (GABAergic) synaptic contact with granule cell dendrites (but not with the Golgi cell dendrites or the mossy-fibre rosette: Eccles et al., 1967). The whole structure is enclosed in a glial capsule, in which glutamate transporters such as GLT-1 and GLAST are located.
cells, but there is only one contact per Purkinje cell. Although about 150,000 granule cell axons (parallel fibres) form excitatory (glutamatergic) synaptic contacts with a single Purkinje cell dendrite, only about 50 granule cells need to be active to make a Purkinje cell fire an action potential (Barbour, 1993). Parallel fibres form also glutamatergic synapses with stellate, basket and Golgi cell dendrites in the molecular layer, and the Golgi cells in turn inhibit, via a negative feedback loop, the granule cells in the granule cell layer. Basket and stellate cells both receive excitatory input from the parallel fibres and form inhibitory synapses with Golgi cells and Purkinje cells. Each basket cell axon travels along the Purkinje cell layer and its collaterals embrace the soma and initial segment of several Purkinje cells, which they inhibit via axo-somatic (GABAergic) synapses and via so called pinceau terminal synapses at the axon hillock (Southan and Robertson, 1998). Basket, stellate and Golgi cells are also contacted by Lugaro cells (Laine and Axelrad, 1996, 1998; Dieudonne and Dumoulin, 2000), but so far only Golgi cells have been demonstrated to receive inhibitory (mixed GABAergic and glycinergic) input from these cells (Dumoulin et al., 2001).

The only output of the cerebellum is via the Purkinje cell axon, which makes inhibitory (GABAergic) synapses with the deep cerebellar nuclear cells.

1.9.3 Some properties of the synapses studied in this thesis

In this thesis (chapters 6 and 7) I studied the mossy fibre to granule cell as well as the parallel fibre to Purkinje cell synapses and will therefore briefly describe some of the main properties of these synapses.

1.9.3.1 The mossy fibre to granule cell synapse

Most of the mossy fibre to granule cell synapse formation in the rat takes place in the first three weeks after birth, when granule cells migrate from the external
granule cell layer along Bergmann radial glia through the molecular layer (where their processes form the parallel fibres) towards their final destination, the granule cell layer (Altman, 1972a; Hamori and Somogyi, 1983). Here the mossy fibres form excitatory synapses with granule cells and the maturation of the cerebellar glomeruli takes place (Hamori and Somogyi, 1983). Mossy fibres release glutamate as their neurotransmitter, which acts on postsynaptic AMPA and NMDA receptors (Garthwaite and Brodbelt, 1989; Silver et al., 1992; D'Angelo et al., 1993). The AMPA component is very brief, with a 10-90% rise time of around 200 µs, and a decay time constant of 1-2 ms (Silver et al., 1992). The NMDA component of the postsynaptic current changes during postnatal development (Rumbaugh and Vicini, 1999; Cathala et al., 2000), as the NR2 subunit expression of the NMDA receptors in granule cells changes during the first two postnatal weeks (Akazawa et al., 1994; Farrant et al., 1994; Monyer et al., 1994; Watanabe et al., 1994; Wang et al., 1995; Takahashi et al., 1996b): granule cells in rat cerebellum undergo a switch in NR2 expression from NR2B (from birth until around P14) to NR2A/NR2C (starting gradually from around P8) to mainly NR2C (in the adult). The NR1 subunit is expressed throughout this period, but the first mossy fibre synapses form only at the end of the first postnatal week (Altman, 1972b).

The properties of the mossy fibre to granule cell synapse can be modulated in the short term by, for example, metabotropic glutamate and GABA receptors. GABA released from Golgi cell terminals can spill over onto GABAₐ receptors on the mossy fibre terminal, decreasing the amount of glutamate release and thus the amplitude of the postsynaptic current (Mitchell and Silver, 2000a). Conversely, glutamate released from mossy fibres has also been shown to spill over and activate mGlurRs (of type I and II) on neighbouring Golgi cell axon terminals, decreasing GABA release and thus reducing the inhibition onto granule cells (Mitchell and Silver, 2000b). Additionally, granule cells express metabotropic glutamate receptors of groups I and III (Vetter et al., 1999), which couple to the PLC-IP₃/DAG and the
cAMP pathways.

The mossy fibre to granule cell synapse exhibits a longer lasting plasticity, i.e. an mGluR dependent form of long-term potentiation (LTP), which requires NMDA receptor activation (Rossi et al., 1996; D’Angelo et al., 1999; Armano et al., 2000). It can be elicited either by (1) application of an mGluR agonist (t-ACPD; for around 2 minutes) while NMDA receptors are synaptically activated at low frequency (0.1 Hz, recorded in voltage clamp; Rossi et al., 1996), by (2) theta burst stimulation (8 bursts of 10 stimuli at 100 Hz repeated every 250 ms) or a 1 second train (100 Hz) while the granule cell is depolarized (−40 mV; to allow NMDA receptor activation; recorded in voltage clamp; D’Angelo et al., 1999) or by (3) theta burst stimulation (4 bursts of 10 stimuli at 100 Hz repeated every 250 ms) when recorded in current clamp (resting potential was −70 mV; Armano et al., 2000). After any of these protocols the amplitudes of the non-NMDA and the NMDA components of the EPSC/EPSP were potentiated (for >45 minutes) by around 40-100 %. Experiments using pharmacological blockers show that this form of LTP requires the activation of mGluRs, NMDA receptors and PKC, as well as a rise in the intracellular calcium concentration (D’Angelo et al., 1999). LTP protocols at the mossy fibre to granule cell synapse did not only augment the synaptic strength, but increased also the intrinsic excitability of the granule cell (i.e. the threshold to fire an action potential was decreased and the input resistance was increased; Armano et al., 2000). However, LTP was not induced if GABAergic inhibition was intact, i.e. when recordings were made in bicuculline-free solution.

1.9.3.2 The parallel fibre to Purkinje cell synapse

Parallel fibres release glutamate when granule cells fire, which activates ionotropic AMPA receptors (Konnerth et al., 1990; Perkel et al., 1990; Llano et al., 1991), metabotropic glutamate receptors (Batchelor et al., 1994; Tempia et al., 2001) and possibly also glutamate transporters (Canepari et al., 2001) on the Purkinje cell.
The parallel fibre to Purkinje cell EPSC is thus mediated by a fast rising and decaying AMPA component (as documented in chapter 6) and a slowly rising and decaying mGluR (mGluR1) component. Synaptic activation of the mGluR1 receptors (which belong, as mentioned in section 1.1.2, to the group I of mGluRs) leads to an intracellular calcium concentration rise via IP₃ signalling in the Purkinje cell spine (Finch and Augustine, 1998; Takechi et al., 1998), to opening of a cation channel (Canepari et al., 2001) and to release of endogenous cannabinoids, which can act on presynaptic CB1 receptors to reduce the amount of neurotransmitter release from parallel fibres (Kreitzer and Regehr, 2001), climbing fibres (Maejima et al., 2001) and interneurone axon terminals (Diana et al., 2002). Purkinje cell spines also express the δ2 glutamate receptors (Landsend et al., 1997; Zhao et al., 1997), which may be important during synaptogenesis and plasticity. There are no functional postsynaptic NMDA receptors at this synapse after about P10 (Rosenmund et al., 1992; Momiyama et al., 1996; Cull-Candy et al., 1998), but it has recently been shown that the presynaptic parallel fibre terminals express NMDA receptors (Casado et al., 2000). The parallel fibre also expresses GABA_B and A1 receptors which, when activated by GABA and adenosine respectively, modulate presynaptic calcium channels and result in reduced glutamate release (Takahashi et al., 1995b; Dittman and Regehr, 1996, 1997).

The granule cell to Purkinje cell synapse shows short term plasticity (on a second time scale: paired pulse facilitation (PPF; Konnerth et al., 1990; Atluri and Regehr, 1996; Kreitzer and Regehr, 2000)) and long term (hour time scale) potentiation (LTP; Salin et al., 1996) and depression (LTD; Ito and Kano, 1982; Ito, 2001)). The short term facilitation can be elicited by a pair of stimuli (less than about 1 second apart; the facilitation decays with a time constant of around 200 ms) or a train of stimuli (for example 10 stimuli at 1-50 Hz as in Kreitzer and Regehr, 2000). It facilitates the EPSC up to 2.5 times over the millisecond to second time scale and is critically dependent on the residual calcium concentration in the presynaptic
terminal (Atluri and Regehr, 1996; Kreitzer and Regehr, 2000; Carter et al., 2002).
LTP can be induced by low frequency stimulation of the parallel fibres (about 2-8 Hz) and is dependent on presynaptic activation of calcium sensitive adenylate cyclase and PKA activation (Salin et al., 1996). LTP is not only induced but also expressed presynaptically (reviewed by Hansel et al., 2001). Purkinje cell to parallel fibre LTD can be induced by simultaneous low frequency stimulation of parallel fibres and climbing fibres (Ito and Kano, 1982). It depresses the synapse by up to 50% and is dependent on (1) calcium influx via voltage gated calcium channels (thought to be the result of climbing fibre activity), (2) activation of postsynaptic AMPA and mGluR1, and presynaptic NMDA receptors (Casado et al., 2002) by glutamate (as result of parallel fibre activity) and (3) transient PKC activation. Postsynaptic glutamate transporters appear to regulate mGluR (and possibly also presynaptic NMDA receptor) activation and induction of LTD (Brasnjo and Otis, 2001). Long term depression seems to result from a reduction of the number of AMPA receptors in the Purkinje cell membrane due to clathrin mediated endocytosis (reviewed by Hansel et al., 2001). Purkinje cell to parallel fibre LTD appears thus to be induced partly pre- and partly postsynaptically, and expressed postsynaptically. It has long been postulated to play an important role in motor learning (Marr, 1969).
CHAPTER 2

Methods

This chapter describes the general methods used for experiments throughout the thesis. Particular methological details which are important for understanding specific experiments are described in detail in the relevant Results chapters.

The experiments in this thesis were carried out on three cell types: retinal cells, cultured COS cells and cerebellar cells. The preparation of these different cell types will be described in turn.

2.1 Cell preparation

2.1.1 Retina

Retinal slices and isolated cells from postnatal day 35 (P35) Sprague-Dawley rats, as used in Chapter 3 to study the effect of MAP-1B on GABAC currents in bipolar cells and in Chapter 4 to study how the intracellular chloride concentration is controlled in bipolar cells, were obtained as follows.

2.1.1.1 Dissection

The rats were killed by cervical dislocation, followed by decapitation. The eyes were removed immediately and stored submerged in cold external incubation medium (Table 2.1 Solution B, or Table 2.2 Solution A) until dissection of the retina a few minutes later. Each eye was cut open and dissected along the ora serrata, using a razor blade and ophthalmological scissors. The anterior part of the eye, the lens and vitreous humour were removed using fine forceps, and the rest of the eye cup, containing the sclera, pigment epithelium and retina, were transferred to and stored...
in a chamber containing oxygenated incubation medium (Table 2.1 Solution B, or Table 2.2 Solution A) at room temperature. The retinas were used within 8 hours after the animal was killed. To prepare isolated cells or retinal slices, one of the stored eye-cups was cut into quarters, and the retina was separated from the sclera and any remaining vitreous humour.

2.1.1.2 Preparation of isolated retinal cells

Retinal cells were isolated by papain dissociation following the method of Bader et al. (1979) with solutions adapted to the correct tonicity for mammalian cells. A piece of isolated retinal tissue was incubated at 34°C for 20 minutes in 2 ml of mammalian dissociation medium (calcium-free to uncouple Ca\(^{2+}\)-dependent cell adhesion molecules: Table 2.1 Solution A) containing 15 µl of the proteolytic enzyme papain (Sigma, P3125). The retina was then washed 4 times in 4 ml of incubation medium (Table 2.1 Solution B), broken up by passing it in and out of a fire polished Pasteur pipette (i.e. triturated), and plated directly onto the bottom of the recording chamber. The cells were allowed to settle for 15 minutes before perfusing with recording medium (Table 2.1 Solution C). Bipolar cells were easily identified by their morphology (Figure 3.5 shows a picture of a dissociated bipolar cell).

2.1.1.3 Preparation of retinal slices

Retinal slices were obtained using a hand operated chopper: this uses a vertically moving razor blade to cut slices off the retina as the retina is moved underneath. The piece of isolated retina was laid flat on the bottom of a glass petridish, ganglion cell side up, and covered only by a thin film of Ringer. A rectangular piece of Millipore filter paper was used to pick up and transfer the retina to the slicing chamber, where it was secured by two strips of Vaseline and covered by
incubation medium (Table 2.1 Solution B, or Table 2.2 Solution A). The filter paper with the attached retina was chopped to obtain about 200 μm thick slices. Each slice was picked up by the sliced piece of filter paper (to which the slice remained attached) with forceps, tilted through 90° so that it was viewed from the side of the slice, and transferred to the recording chamber where it was held in place by two Vaseline strips. All the layers of the retina could easily be identified (Chapter 3, Figure 3.11).

2.1.2 Cultured COS cells

COS cells were used as an expression system for the experiments described in chapter 5 on a protein interacting with the glutamate transporter GLT-1.

2.1.2.1 Cell culturing

COS-7 cells were cultured in a humidifying incubator (5% CO₂) at 37°C in DMEM (Dulbecco’s Modified Eagle Medium, Gibco) supplemented with 10% foetal calf serum (Gibco), 0.1 μg/ml penicillin and 0.1 μg/ml streptomycin. The cells were split and re-plated the day before they were injected with cDNA for the proteins to be expressed. The confluent cells were detached from the petri-dish by trypsin, transferred to sterile tubes and pelleted at 1000 rpm for 2 minutes. They were then resuspended in fresh medium and plated at a density of about 2x10⁶ cells/10 cm dish on poly-L-lysine coated cover slips.

2.1.2.2 DNA injection

The cDNA stocks were stored at 1 mg/ml at -20°C or -80°C. The glial glutamate transporter GLT-1 was expressed using the vector PRK5-GLT-1 (obtained from Niels Danbolt, Oslo), the LIM protein Ajuba was expressed using the vector PCS2-Ajuba (obtained from Greg Longmore, Washington University) and GFP was
expressed as its S65T mutant with enhanced fluorescence (Cubitt et al., 1995; Heim et al., 1995). On the day of the injection each of these stocks was diluted in phosphate buffered saline (PBS) to a concentration of 50 ng/μl. The COS cells which would express GLT-1 were injected with 50 ng/μl of the PRK5-GLT-1 cDNA and 50 ng/μl of the GFP cDNA; the cells which would express GLT-1 and Ajuba were injected with 50 ng/μl of the PRK-5 GLT-1 cDNA, 50 ng/μl PCS2-Ajuba cDNA and 50 ng/μl of the GFP cDNA. GFP was co-injected to identify cells successfully expressing the injected cDNA: it was assumed that if a cell expressed GFP it would also express the other co-injected cDNA (GLT-1 or Ajuba). This was validated by the observation that glutamate transport currents were almost always seen in cells showing GFP fluorescence but never in cells lacking GFP fluorescence (see chapter 5 section 5.3). Glass pipettes (about 30 MΩ open tip resistance when filled with PBS and immersed in PBS) were used to inject the cDNAs into the nuclei of single cells. About 100 cells per petri-dish were injected. The cells were left for about 24 hours in the incubator (37°C, 5% CO₂) before they were used in the electrophysiology experiments. About 20 out of the 100 injected cells per dish showed GFP fluorescence and thus successful transfection.

2.1.3 Preparation of cerebellar slices

Sprague-Dawley rats (aged postnatal day 14 (P14)), or mice with particular glutamate transporters knocked out (aged P11-P15 for GLT-1 KO mice, P16-P20 for the GLAST KO mice used to study Purkinje cells and P29-P31 for the GLAST KO mice used to study granule cells), were used for the preparation of cerebellar brain slices. The animals were killed by cervical dislocation followed by decapitation, and the head was immediately transferred into chilled slicing medium (Table 2.4 Solution A). The scalp was removed and the skull opened from the dorsal surface by a transverse cut through the brain just posterior to the olfactory bulb, and lateral cuts on either side of the head from the anterior to the posterior running well behind the
lamnroid suture. The parietal bones and the occipital bone were carefully raised with forceps, and the whole brain was quickly removed and placed in ice-cold oxygenated slicing medium (with a lowered [Na⁺] to reduce cell death; Table 2.4 Solution A). To obtain parasagittal slices of the cerebellar vermis, a transverse cut was made through the inferior colliculus and a parasagittal cut through one of the cerebellar hemispheres. This cerebellar block was mounted on the stage of a vibrating tissue slicer (Vibratome), cemented with Superglue and mechanically stabilised by an agar block attached to the Vibratome stage. The brain was immersed in ice-cold oxygenated slicing medium throughout the cutting process, which was exchanged every 3-5 slices made. Parasagittal slices of the cerebellar vermis, 200-225 μm thick, were cut, placed in oxygenated incubation medium (Table 2.4 Solution B) and stored at 35-37°C for about 30 minutes. The slices were then kept at room temperature until used for recording, not more than 8 hours after the animal was killed. For the experiment, a cerebellar slice was placed in the recording chamber (1 ml volume) and held in place by a “harp” made of a parallel array of nylon threads, separated from each other by 0.5-1.0 mm, strung on a platinum frame.

2.2 Mechanical and optical set-up

The recording chamber containing retinal slices or isolated cells, cerebellar slices or COS cells was placed on the stage of an upright microscope (Axioscope, Zeiss) and connected to an inlet tube and a sucker (connected to a vacuum pump), so that the slices/isolated cells were constantly superfused with oxygenated solution. The inlet was either gravity fed from 50 ml syringes (flow rate around 6-8 ml/min) or driven by a peristaltic pump (flow rate around 3-5 ml/min). Cells were viewed using a 40x water immersion objective with differential interference contrast (DIC) (Normarski optics). The microscope was equipped with a xenon lamp and appropriate fluorescence filters (FITC; excitation: 425 nm, emission: 515 nm) to view cells COS transfected with GFP (Chapter 5) or cells filled with Lucifer Yellow
2.3 Pipettes and electrical set-up

Patch pipettes were made of filament-containing borosilicate glass capillaries. These were either thick-walled (outer diameter 1.5 mm, inner diameter 0.86 mm, type GC150F-10 from World Precision Instruments) for granule cells and bipolar cells, or thin walled (outer diameter 1.5 mm, inner diameter 1.17 mm, type GC150TF-10) for Purkinje cells and COS cells. The patch pipettes were produced by pulling the capillaries either in a two step horizontal puller (BB-CH), or using a two step vertical puller (Narishige PC-10). Patch pipettes were filled with the appropriate intracellular solution (Table 2.5). The membrane potential applied to the cell is slightly more negative than that measured by the patch-clamp apparatus, due to the presence of a liquid junction potential at the boundary between the electrode solution and bath solution before a seal is made on a cell, which is not present after the seal is made (Fenwick et al., 1982). For my internal solutions, which contain a high chloride concentration this potential was measured as approximately –2 mV. This was not compensated for in most of the data shown (because the error is so small) but it was added onto the measured voltage for all the experiments determining the reversal potential of GABA-evoked currents at different locations in retinal bipolar cells (chapter 4) for which a few millivolts error could be important.

The recording electrode was mounted into the pipette holder of a patch-clamp headstage (Axopatch CV202AU, Axon Instruments), which was attached to and moved by an electric micro-manipulator (SMI, Luigs & Neumann, Germany). A chlorided silver wire (or in some experiments, where the external chloride concentration was altered, a 4M NaCl filled Agar bridge, to prevent changes of bath electrode potential) was placed in the recording chamber to serve as the bath electrode. Membrane currents were recorded with an Axopatch 200A amplifier (filtered at 10 kHz, -3dB, four-pole, low-pass Bessel filter), digitised using a
Digidata 1200 Interface (Axon Instruments) and stored either via a digital data recorder (PCM701ES, Sony) on video tape or directly onto a personal computer (using pClamp 5 or pClamp 8), on which the data were analysed off-line using Clampfit 6 or 8 (Axon Instruments). Additionally, all data were recorded continuously using a chart recorder.

2.4 Patch-clamp recordings

All recordings were performed either in the conventional or the perforated whole-cell configuration (Hamill et al., 1981; Edwards et al., 1989). The general principle of the patch-clamp technique is the obtaining of a high resistance seal (usually 1-10 GΩ) between the cell membrane and the tip of the glass patch pipette, so that most of the current flowing through the membrane patch flows directly into the pipette to the patch clamp amplifier and is therefore recorded with a high signal to noise ratio. The gigaohm-seal can be obtained by attaching the pipette onto the cell surface and sucking gently. The chances of formation of a gigaohm-seal can be increased by applying positive pressure to the pipette before contacting the cell to keep the pipette tip clean, so that the attachment of any kind of debris flowing in the bath solution, or of tissue when entering the slice, is prevented (for a description of slice patching see Edwards et al., 1989). After formation of a high resistance seal in the cell-attached mode, and compensation of the pipette capacitance transient, further suction is applied to the pipette to rupture the membrane patch below the pipette tip to achieve a low resistance access to the cell’s interior. In this conventional whole-cell patch-clamp mode the cell interior is in direct contact with the pipette interior. Ions of the cytoplasm will diffuse into the pipette, and vice versa, resulting in the cell becoming dialysed within several minutes after the membrane patch is broken (see section 2.7 for estimates of the time needed for this). In this way the intracellular solution composition can be controlled by the pipette solution.

Whole-cell clamping was used for the majority of the experiments in this
thesis. However, for the experiments in chapter 4 determining the chloride concentration in retinal bipolar cells, and for some experiments on COS cells in chapter 5, it was desirable not to perturb the internal cellular environment. This was achieved by using the perforated patch technique (Horn and Marty, 1988), in which a pore-forming antibiotic such gramicidin, Amphotericin B or nystatin is included in the pipette solution. After formation of a high resistance seal in the cell-attached mode and compensation of the pipette capacitance transients, the antibiotic slowly forms pores in the membrane patch beneath the pipette tip, and thus provides electrical access to the cell's interior. Depending on the perforating agent used, the pores are permeable to different ions, so the cell gets some of its internal ions exchanged with the pipette solution. To investigate the intracellular chloride concentration in bipolar cells (chapter 4) I used gramicidin D (#G-5002, Sigma) as perforating agent since this does not alter \([\text{Cl}^-]\), because its pores are \(\text{Cl}^-\) impermeable but conduct cations well (Kyrozis and Reichling, 1995). To investigate the possible modulation of glutamate transporters by the intracellular protein Ajuba I used Amphotericin B (#A-4888, Sigma) as the perforating agent which produces pores permeable to monovalent cations and anions (Rae et al., 1991).

2.5 Series resistance

Series resistance is the resistance between the cell's interior and the pipette's interior when in the whole-cell patch clamp configuration. It is measured as described in the next section. A low series resistance (in the MΩ range) implies a good electrical and diffusion pathway into the cell. A good diffusion pathway is essential for the efficient exchange of molecules between the pipette and the cell. A good electrical pathway to the cell interior is important because current flowing between pipette and cytoplasm will result in a voltage drop across the pipette tip, the value of which depends on the series resistance and the size of the current. A high series resistance or large current flow will result in a high voltage drop, and the
apparent membrane potential is the sum of the real membrane potential plus the voltage drop. In most of my experiments this voltage drop is negligible (see sections 2.8.1, 2.8.3 and 2.8.4) and was not corrected for. In Chapter 4, however, it was important to correct for the voltage drop (see section 2.8.2).

2.6 Cell capacitance measurements

The cell membrane capacitance and resistance, and the series resistance can be measured by analysing the current response to a voltage step. The membrane acts as a capacitor and resistor connected in parallel, and the series resistance is in series with these (Figure 2.1). The current flow, I, through this circuit in response to a voltage step, $V_s$, is (Tessier-Lavigne et al., 1988):

$$I(t) = \frac{V_s}{R_m + R_s} \left(1 + \frac{R_m \cdot e^{-t/T}}{R_s} \right)$$

(2.1)

where $t$ is the time after the onset of the voltage step, $R_m$ is the membrane resistance, $R_s$ is the series resistance, and $\tau$, the decay time constant of the current transient, is:

$$\tau = C_m \cdot \frac{R_s \cdot R_m}{R_s + R_m}$$

(2.2)

At the onset of the voltage step, at $t = 0$, the capacitor is uncharged, all current flows through it and the voltage across it is zero. Consequently, just as the voltage step is applied, the voltage across the series resistance is the applied voltage step, and the initial current flowing allows calculation of the series resistance as:

$$R_s = \frac{V_s}{I(t = 0)}$$

(2.3)

At steady state, i.e. $t = \infty$, the capacitor is fully charged and no current flows through it. The membrane resistance can then be calculated from the voltage step and the current at $t = \infty$:

$$R_m = \frac{V_s}{I(t = \infty)} - R_s$$

(2.4)
Figure 2.1: Measurement of cell capacitance

(A) Equivalent circuit of a whole-cell patch-clamped cell. $R_s$ is the series resistance, $R_m$ is the membrane resistance and $C_m$ is the membrane capacitance.

(B) Example of a current response (black) to a 5 mV voltage step (grey) of a whole-cell patch-clamped COS cell. In this cell $I(t = 0)$ was 800 pA, $I(t = \infty)$ was 20 pA and $\tau$ was 0.32 ms (fitted with a single exponential using Clampfit). With these values $R_s = 6.25 \text{ M}\Omega$ (equation 2.3), $R_m = 250 \text{ M}\Omega$ (equation 2.5) and $C_m = 53 \text{ pF}$ (equation 2.7).
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Substituting $R_g$ from equation 2.3 gives:

$$R_m = V_s \cdot \frac{I(t = 0) - I(t = \infty)}{I(t = 0) - I(t = \infty)} \quad (2.5)$$

The membrane capacitance can be calculated by rearranging equation 2.2 to give:

$$C_m = \tau \cdot \frac{R_s + R_m}{R_s \cdot R_m} \quad (2.6)$$

Substituting $R_s$ from equation 2.3 and $R_m$ from equation 2.5 gives:

$$C_m = \tau \cdot \frac{I(t = 0)^2}{V_s \cdot (I(t = 0) - I(t = \infty))} \quad (2.7)$$

The time constant, $\tau$, was obtained by fitting the current transient with a single exponential using Clampfit.

### 2.7 Diffusion of substances from the pipette into the cell

During whole-cell patch-clamping the intracellular ion composition is controlled by the pipette solution. The time needed for a substance to diffuse into the cell from the patch-pipette can be estimated as follows. The diffusive flux, $J$, of a substance along the x axis (from the pipette into the cell) is given by:

$$J = -D \cdot A \cdot \frac{dC}{dx} \quad (2.8)$$

where $D$ is the diffusion coefficient of the substance, $A$ is the area available for diffusion, $C$ is the concentration of the substance at point $x$ and $dC/dx$ is the concentration gradient of $C$ in the $x$ direction. Assuming the end of the pipette to be an idealised barrier of width $w$ and area $A$, equation 2.8 becomes:

$$J = D \cdot A \cdot \frac{C_{\text{pipette}} - C_{\text{cell}}}{w} \quad (2.9)$$
with \( C_{\text{pipette}} \) being the concentration of the substance in the pipette and \( C_{\text{cell}} \) being the concentration of the substance in the cell. For a cell of volume \( V_{\text{cell}} \), the amount of substance in the cell is \( V_{\text{cell}} \cdot C_{\text{cell}} \). The diffusive flux, \( J \), tends to increase the total amount of substance in the cell, so:

\[
J = \frac{d(V_{\text{cell}} \cdot C_{\text{cell}})}{dt} \tag{2.10}
\]

From equations 2.9 and 2.10, the rate of increase of the substance's concentration in the cell is given by:

\[
\frac{d(V_{\text{cell}} \cdot C_{\text{cell}})}{dt} = D \cdot A \cdot \frac{C_{\text{pipette}} - C_{\text{cell}}}{w} \tag{2.11}
\]

The pipette series resistance across the barrier is:

\[
R_s = \frac{\rho \cdot w}{A} \tag{2.12}
\]

where \( \rho \) is the resistivity of the pipette solution. Putting equation (2.12) into equation (2.11) gives:

\[
V_{\text{cell}} \cdot \frac{dC_{\text{cell}}}{dt} = \frac{D \cdot \rho}{R_s} \cdot (C_{\text{pipette}} - C_{\text{cell}}) \tag{2.13}
\]

or, since \( C_{\text{pipette}} \) is constant:

\[
\frac{d(C_{\text{cell}} - C_{\text{pipette}})}{dt} = -\frac{D \cdot \rho}{V_{\text{cell}} \cdot R_s} \cdot (C_{\text{cell}} - C_{\text{pipette}}) \tag{2.14}
\]

Rearranging and integrating, this gives:

\[
\int_0^t \frac{1}{(C_{\text{cell}} - C_{\text{pipette}})} \cdot d(C_{\text{cell}} - C_{\text{pipette}}) = -\frac{D \cdot \rho}{V_{\text{cell}} \cdot R_s} \cdot \int_0^t dt \tag{2.15}
\]

which gives:

\[
\log \left[ \frac{C_{\text{cell}} - C_{\text{pipette}}(t)}{C_{\text{cell}} - C_{\text{pipette}}(0)} \right] = -\frac{D \cdot \rho}{V_{\text{cell}} \cdot R_s} \cdot (t - 0) \tag{2.16}
\]

this gives:
If $C_{\text{cell}} = 0$ at $t = 0$, rearranging gives:

$$
\left( \frac{C_{\text{cell}} - C_{\text{pipette}}}{C_{\text{cell}} - C_{\text{pipette}}} \right)_0 = e^{-\frac{D \cdot \rho}{V_{\text{cell}} \cdot R_s} \cdot t} \tag{2.17}
$$

Thus, the concentration of the substance in the cell, $C_{\text{cell}}$, approaches the concentration of the substance in the pipette, $C_{\text{pipette}}$, exponentially:

$$
C_{\text{cell}}(t) = C_{\text{pipette}} \cdot e^{-\frac{D \cdot \rho}{V_{\text{cell}} \cdot R_s} \cdot t} \tag{2.18}
$$

with a time constant of:

$$
\tau = \frac{V_{\text{cell}} \cdot R_s}{D \cdot \rho} \tag{2.20}
$$

For a typical cell of diameter 10 $\mu$m and a volume 523 $\mu$m$^3$, a series resistance of 5 M$\Omega$, a diffusion coefficient of $10^{-9}$ m$^2$s$^{-1}$ (typical for small cations like Na$^+$, K$^+$ and Cl$^-$) and a resistivity of 0.1 $\Omega$m, this predicts a time constant for equilibration of small ion in the cell of $\sim$ 26 seconds. In Chapter 3 I use equation (2.20) to estimate the time constant for equilibration of small peptides into bipolar cells as $\sim$ 248 seconds.

### 2.8 Protocols and data analysis

Having given an overview of the main methods used, the following sections give some methodological details specific to each results chapter.

#### 2.8.1 Chapter 3 - GABA$_C$ currents in retinal bipolar cells

GABA$_C$ receptor mediated currents were investigated by whole-cell patch-
clamping either isolated retinal bipolar cells or bipolar cells in retinal slices. The recordings were restricted to ON bipolar cells, mainly rod bipolar cells (about 80%) and in some cases the morphologically similar cone bipolar cells type 8 or 9 (about 20%). The different types of bipolar cells were identified by their morphology (filled with Lucifer Yellow) and location in the retinal slice (see Chapters 1, 3 and 4 for classification and identification of bipolar cells). Cells were selected which had a soma in the inner nuclear layer (INL) closely apposed to the outer plexiform layer (OPL), with dendrites in the OPL and an axon heading down to the ON lamina of the inner plexiform layer (IPL), i.e. terminating in the part of the IPL closest to the ganglion cells.

To obtain GABA dose-response curves, different concentrations of GABA were bath applied and analysed as described in Chapter 3. GABA<sub>C</sub> receptor mediated currents were recorded in the presence of 300 μM bicuculline, a concentration which should be sufficient to block GABA<sub>A</sub> receptors even at the highest concentration of GABA used in these experiments (see section 3.6). To block synaptic transmission in the retinal slice calcium chloride in the superfusate was replaced by 4 mM CoCl<sub>2</sub>, which blocks voltage-gated calcium channels. The intracellular solution was potassium based (Table 2.5 solution A) and included either a peptide designed to disrupt the interactions between GABA<sub>C</sub> receptors and the cytoskeletal protein MAP-1B, or a control peptide (see section 3.5). The peptides were synthesised by Altabioscience and stored as a 50 mg/ml stock (in DMSO) at −20°C. They were diluted into the intracellular solution on the day of the experiments and used at a final concentration of 100 μM. In some cases the peptidase inhibitors leupeptin, bestatin and pepstatin (Table 2.5 solution A) were included in the pipette to prevent peptide breakdown, but no difference in the results was observed.

The open tip resistance of the pipettes measured with the pipette in the bath was 5-7 MΩ (filled with solution C or D in table 2.1, or solution A in table 2.5). The cells were whole-cell voltage-clamped at −60 mV. All through the experiment, −5
mV pulses were given to monitor the series resistance and the membrane properties of the cell. The membrane capacitance was usually ~5 pF, the membrane resistance of the cell was ~1 GΩ and the series resistance was ~25 MΩ. A series resistance of $R_s = 25 \, \text{MΩ}$ will induce a voltage error of $V_s < 2.5 \, \text{mV}$ for a typical current of $I < 100 \, \text{pA}$ ($V_s = R_s I$), which was not corrected for. Series resistance compensation was not used. All experiments for this project were done at room temperature and in the light.

GABA evoked current amplitudes were measured by hand directly from the chart recorder trace.

### 2.8.2 Chapter 4 – Control of $[\text{Cl}^-]_i$ in retinal bipolar cells

GABA receptor mediated currents were investigated by perforated patch-clamping bipolar cells using gramicidin, in retinal slices of P35 day old rats. As for the experiments in Chapter 3, the recordings were restricted to ON bipolar cells, mainly rod bipolar cells and in some cases cone bipolar cells type 8 or 9. Cells were selected that had a soma in the INL closely apposed to the OPL, with dendrites in the OPL and an axon heading down to the IPL. Further identification was provided by checking that the cell responded when GABA was puffed onto the ON lamina of the IPL (closest to the ganglion cells) but not when it was puffed onto the OFF lamina (closest to the INL). When possible, the identity of the cell was confirmed by filling the cell with Lucifer Yellow from the patch pipette (in whole-cell mode) after the experiment was completed in perforated patch mode (as described in chapter 4).

To obtain GABA responses, 100 µM GABA was pressure applied (puffed) from a pipette controlled by a PicoSpritzer (PMI-100 pressure micro injector, Cornerstone, Dagan). The extracellular solution (bubbled with 100% oxygen) was HEPES buffered - this allowed me to convert the measured reversal potentials directly into values of intracellular chloride, without the complication of correcting for the permeability of GABA-gated channels to bicarbonate. The intracellular
solution (Table 2.5 solution B) was potassium based, to provide physiological conditions and normal operation of the K⁺-dependent Cl⁻ transporter KCC2, and contained 0.2% Lucifer yellow to allow cell identification after the experiment was completed, and 64 μg/ml gramicidin D (Sigma, #5002). Every few days a 8 mg/ml gramicidin stock solution was prepared in DMSO, vortexed (~2 minutes), sonicated (~10 seconds) and stored in the fridge. On the day of the experiment some of this stock was diluted into intracellular solution (Table 2.5 solution B) to a final concentration of 64 μg/ml and vortexed for several minutes (giving a residual 0.8% DMSO in the pipette).

The open tip resistance of the pipettes in solutions B or C of table 2.2 was 5-7 MΩ. After forming a seal on the cell membrane, I waited ≥30 minutes for the gramicidin to make sufficient pores in the membrane to lower the series resistance to below 100 MΩ (range 30-100 MΩ, generally around 50 MΩ). A series resistance of Rs = 100 MΩ will induce a voltage error of V_s <5 mV for a typical current of I <50 pA (V_s = RsI; note that currents in this study were less than in that of chapter 3 because most of the current is generated by the applied GABA, which was locally applied here, but was applied for the whole cell for the experiments of chapter 3). For each cell this voltage error was calculated and subtracted from the apparent reversal potential of the GABA evoked current to obtain the true reversal potential. The junction potential between the electrode and the external solution before the seal was made on a cell was measured as −2 mV (as described by Fenwick et al., 1982). All membrane potentials were corrected for this, assuming that, in perforated patch mode, after cations had equilibrated across the pores formed by gramicidin in the membrane, there was no junction potential between the electrode and the inside of the cell.

The cells were normally voltage clamped at −40 mV. During the course of an experiment -5mV pulses were given from time to time to monitor changes in series resistance and the membrane properties of the cell. The membrane capacitance was
usually ~5 pF, the membrane resistance of the cell was ~1 GΩ and the series resistance was ~50 MΩ. Series resistance compensation was not used, but the resulting voltage error was corrected for as just described. All experiments for this project were done at 25-28 °C and in the light.

GABA evoked current amplitudes recorded at constant potential were measured by hand directly from the chart recorder trace. Currents during voltage ramps were analysed using Clampfit 8.

2.8.3 Chapter 5 – Interaction of the protein Ajuba with the glutamate transporter GLT-1

COS cells were cultured and injected with DNA as described in section 2.1.2. Usually four dishes of cells were prepared – two containing cells expressing GLT-1 and GFP only, and two containing cells expressing GLT-1, Ajuba and GFP. The cells were transferred from the incubator into the electrophysiological set-up 18-24 hours after the injection. Once in the recording chamber, the cultured COS cells were perfused with oxygenated (100% O₂) solution (Table 2.3 solution A). Cells successfully expressing the injected DNA were identified by their GFP fluorescence (see section 2.2). Experiments were performed on both sets of dishes, alternating between them, on the same day. Unless specifically mentioned, the cells were whole-cell voltage clamped at −60 mV, and glutamate transporter currents evoked by bath applied glutamate were recorded at room temperature. The intracellular solution was potassium based to provide the internal K⁺ needed for glutamate transporter operation (table 2.5; Barbour et al., 1988).

During the course of an experiment −5 mV pulses were given from time to time to monitor changes in series resistance and the membrane properties of the cell. The membrane capacitance of COS cells was usually around 80 pF, the membrane resistance was ~150 MΩ and the series resistance was ~5 MΩ. A series resistance of $R_s = 5 \text{ MΩ}$ will induce a voltage error of $V_s < 2 \text{ mV}$ for a typical current of $I < 400 \text{ pA}$.
(V_s = R_s I), which was not corrected for.

For the experiments in section 5.9 the cells were perforated patch-clamped at -60 mV. Every couple of days a 30 mg/ml Amphotericin B stock solution was prepared in DMSO, vortexed, sonicated and stored in the fridge. Just before the experiments some of the stock was diluted into the intracellular solution (Table 2.5 solution C), vortexed (about 1 minute) and sonicated (10-20 s), producing a final concentration of 200 μg/ml (with a residual 0.7% DMSO in the pipette). Amphotericin B was used as the perforating agent, because it forms relatively large holes in the membrane (and thus allows a good electrical access) but does not permit large molecules or proteins (such as Ajuba) to leave the cell.

The open tip resistance of the pipettes filled with solution C of table 2.5 and immersed in solution A of table 2.3 was around 2 MΩ. After forming a seal on the cell membrane, I waited around 10-15 minutes for the Amphotericin B to make sufficient pores in the membrane to lower the series resistance to around 20 MΩ. A series resistance of R_s = 20 MΩ will induce a voltage error of V_s <2 mV for a typical current of I <100 pA (V_s = R_s I). This voltage error was not corrected for. Series resistance compensation was only used in the experiments described in section 6.4. All experiments were performed at room temperature.

Transporter mediated currents were analysed by measuring the amplitude on the chart recorder print out.

2.8.4 Chapter 6 & 7 – Study of synaptic transmission in the cerebellum

Synaptic transmission in the cerebellum was studied at the mossy-fibre – granule cell synapse (in rat at postnatal day 14 (P14), and in mice lacking GLAST transporters at P28-30, or lacking GLT-1 transporters at P12-15), and at the parallel-fibre – Purkinje cell synapse (in mice lacking GLAST transporters at P16-20). Experiments were at room temperature or at 37°C (as indicated in the text of
Chapters 6 and 7). Synaptic transmission was evoked by electrical stimulation using a Ringer’s-filled glass pipette placed in the granule cell layer (to stimulate the mossy-fibres) or in the molecular layer (to stimulate the parallel fibres). Unless specifically mentioned, granule cells were voltage clamped at −60 mV and Purkinje cells at −70 mV. A brief (20-100 μs) voltage pulse, or trains of stimuli (10 stimuli at 100 Hz for granule cells; 10, 20 or 50 stimuli at 200 Hz for Purkinje cells) were delivered via the stimulation electrode and the resulting current response was recorded. For each holding potential, stimuli were applied 10-60 times, at intervals of 10 seconds (0.1 Hz; granule cells) or either 25 or 60 seconds (0.04 or 0.017 Hz; Purkinje cells). Currents were sampled at 20-50 kHz and low pass filtered at 10 kHz.

The extracellular solution (Table 2.4) was continuously bubbled with 95% O₂/5% CO₂ gas. All experiments on granule cells (Chapter 6 and 7) were performed in the presence of 20 μM bicuculline, to inhibit GABA_A receptor mediated currents which occur frequently due to spontaneous Golgi cell activity and GABA release. For the experiments in Chapter 6, the extracellular solution contained 10 μM glycine, a necessary co-agonist of the NMDA receptor. For the experiments in Chapter 7, 5 μM strychnine was added to the solution to block glycine receptors. The experiments on Purkinje cells (Chapter 6) were done in the presence of 10 μM gabazine (SR95531), to block GABA_A receptors. When drugs were used in an experiment, they were applied for at least 2 minutes before recording took place to allow enough time for the solutions to be exchanged within the slice. To allow a good voltage clamp, the pipette solution was cesium based (to block voltage-gated potassium currents) and contained QX314 (to block voltage-gated sodium currents). In most cases 0.2% di-potassium Lucifer Yellow was included in the pipette solution to allow visual identification of the cells.

The open tip resistance of the pipettes (filled with solution from table 2.5 and immersed in extracellular solution from table 2.4) was 5-7 MΩ for granule cells and 2-4 MΩ for Purkinje cells. Throughout the course of an experiment, changes in series
resistance and membrane properties were monitored by application of brief hyperpolarizing voltage steps (-5 mV) delivered prior to each synaptic stimulus. The series resistance was usually around ~20 MΩ for granule cells and ~8 MΩ for Purkinje cells. A series resistance of Rs = 20 MΩ will induce a voltage error of $V_s < 2$ mV for a typical current of $I < 100$ pA ($V_s = R_s I$) in granule cells, and this was not corrected for. Series resistance compensation was only used for Purkinje cell experiments (Chapter 6).

For analysis of EPSCs, EPSCs recorded at the same holding potential were averaged. The averaged EPSC was then analysed for its peak amplitude, the amplitude after 20 ms (to provide an estimate of the NMDA receptor mediated component of the EPSC), and the total charge transfer (area underneath the curve) using Clampfit 8.

### 2.9 Statistics

All values are presented as mean ± s.e.m.. Significance tests were carried out using 2-tailed Student’s t-tests (paired or unpaired as appropriate).
Table 2.1: Extracellular solutions for chapter 3

Extracellular solutions used in experiments on the interaction of GABA<sub>C</sub> receptors with MAP-1B.

A = mammalian dissociation medium
B = slice and incubation medium
C = recording solution (calcium)
D = recording solution (cobalt)

All concentrations in mM

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaCl</td>
<td>101</td>
<td>130</td>
<td>130</td>
<td>130</td>
</tr>
<tr>
<td>KCl</td>
<td>3.7</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>MgCl&lt;sub&gt;2&lt;/sub&gt;</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>CaCl&lt;sub&gt;2&lt;/sub&gt;</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>CoCl&lt;sub&gt;2&lt;/sub&gt;</td>
<td></td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>HEPES</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Glucose</td>
<td>15</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Na-pyruvate</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D,L-cysteine HCl</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NaHCO&lt;sub&gt;3&lt;/sub&gt;</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NaH&lt;sub&gt;2&lt;/sub&gt;PO&lt;sub&gt;4&lt;/sub&gt;</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pH with NaOH</td>
<td>7.4</td>
<td>7.4</td>
<td>7.4</td>
<td></td>
</tr>
<tr>
<td>Bicuculline</td>
<td>0.3</td>
<td>0.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2.2: Extracellular solutions for chapter 4

Extracellular solutions used in experiments on $[\text{Cl}^-]_i$ in bipolar cells.

A = slice and incubation solution
B = recording solution
C = recording solution, high potassium

All concentrations in mM

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NaCl</strong></td>
<td>135</td>
<td>135</td>
<td>135</td>
</tr>
<tr>
<td><strong>KCl</strong></td>
<td>2.5</td>
<td>2.5</td>
<td>6</td>
</tr>
<tr>
<td><strong>MgCl$_2$</strong></td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td><strong>CaCl$_2$</strong></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>HEPES</strong></td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td><strong>NaH$_2$PO$_4$</strong></td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>Glucose</strong></td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td><strong>Na$_2$EGTA</strong></td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td><strong>PH with NaOH</strong></td>
<td>7.4</td>
<td>7.4</td>
<td>7.4</td>
</tr>
<tr>
<td><strong>NBQX</strong></td>
<td>0.02</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td><strong>AP-5</strong></td>
<td>0.05</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td><strong>[Chloride]</strong></td>
<td>145.5</td>
<td>145.5</td>
<td>149</td>
</tr>
</tbody>
</table>
Table 2.3: Extracellular solutions for chapter 5

Extracellular solutions used in COS cell experiments on the interaction of Ajuba with GLT-1.

A = recording solution (chloride)
B = recording solution (nitrate)
C = recording solution (kainate)

All concentrations in mM

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaCl</td>
<td>140</td>
<td>140</td>
<td></td>
</tr>
<tr>
<td>NaNO₃</td>
<td></td>
<td>140</td>
<td></td>
</tr>
<tr>
<td>KCl</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>MgCl₂</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>CaCl₂</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>HEPES</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Glucose</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>NaH₂PO₄</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Kainate</td>
<td></td>
<td></td>
<td>0.3</td>
</tr>
<tr>
<td>pH with NaOH</td>
<td>7.4</td>
<td>7.4</td>
<td>7.4</td>
</tr>
</tbody>
</table>
Table 2.4: Extracellular solutions for chapters 6 & 7

Extracellular solutions used in experiments on cerebellar synaptic transmission.

A = slicing medium
B = incubation medium
C = recording solution (granule cells; Chapter 6)
D = magnesium-free recording solution (granule cells; Chapter 6)
E = recording solution (granule cells; Chapter 7)
F = recording solution (Purkinje cells; Chapter 6)

All concentrations in mM

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaCl</td>
<td>120</td>
<td>120</td>
<td>120</td>
<td>120</td>
<td>124</td>
<td></td>
</tr>
<tr>
<td>KCl</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>NaHCO₃</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>NaH₂PO₄</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>CaCl₂</td>
<td>0.1</td>
<td>0.1</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>3</td>
</tr>
<tr>
<td>MgCl₂</td>
<td>4</td>
<td>4</td>
<td>1.2</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Glucose</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Sucrose</td>
<td>240</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pH with 5% CO₂</td>
<td>7.4</td>
<td>7.4</td>
<td>7.4</td>
<td>7.4</td>
<td>7.4</td>
<td>7.4</td>
</tr>
<tr>
<td>Strychnine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.005</td>
<td></td>
</tr>
<tr>
<td>Glycine</td>
<td></td>
<td></td>
<td>0.01</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bicuculline</td>
<td></td>
<td></td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Gabazine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
</tr>
</tbody>
</table>
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Table 2.5: Intracellular solutions

A = Chapter 3 - retinal bipolar cell GABA_C – MAP-1B interaction
B = Chapter 4 - retinal bipolar cells [Cl^-]i experiments
C = Chapter 5 - Ajuba – GLT-1 interaction (COS cells)
D = Chapter 6 – synaptic transmission to Purkinje cells
E = Chapter 6 & 7 – synaptic transmission to granule cells

All concentrations in mM

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>KCl</td>
<td>135</td>
<td>135</td>
<td>140</td>
<td></td>
<td>125</td>
</tr>
<tr>
<td>CsCl</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>140</td>
</tr>
<tr>
<td>Cs-gluconate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>140</td>
</tr>
<tr>
<td>MgCl_2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4.6</td>
<td></td>
</tr>
<tr>
<td>CaCl_2</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>Na_2EGTA</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>0.5</td>
<td>5</td>
</tr>
<tr>
<td>HEPES</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Mg-ATP</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Na_2-GTP</td>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>QX-314</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>Bestatin</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leupeptin</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pepstatin</td>
<td>0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pH with KOH</td>
<td>7.2</td>
<td>7.2</td>
<td>7.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pH with CsOH</td>
<td></td>
<td></td>
<td></td>
<td>7.3</td>
<td>7.2</td>
</tr>
<tr>
<td>Lucifer Yellow</td>
<td>0.2 %</td>
<td>0.2%</td>
<td></td>
<td></td>
<td>0.2%</td>
</tr>
</tbody>
</table>

109
CHAPTER 3

Modulation of GABA\(_C\) receptor sensitivity by MAP-1B

3.1. Introduction

As described in chapter 1, GABA\(_C\) receptors contribute importantly to the light response of retinal bipolar cells, and thus to early visual processing (see also section 3.17.4 and 4.1). The aim of the experiments described in this chapter was to find out whether the microtubule-associated-protein MAP-1B or the glycine transporter GLYT-1E/F influence GABA\(_C\) receptor properties.

Yeast-two hybrid screening revealed MAP-1B (see section 1.7.1) as a binding partner for the GABA\(_C\) receptor \(\rho_1\) subunit (Hanley et al., 1999). Subsequently, using pull down assays, MAP-1B was shown to interact with both the \(\rho_1\) and \(\rho_2\) subunits of the GABA\(_C\) receptor, but not with the GABA\(_A\) receptor subunits \(\alpha_1\), \(\beta_3\), and \(\gamma_2\) (Billups et al., 2000). Antibody staining showed that MAP-1B co-localizes with GABA\(_C\) receptors both when co-expressed in cultured COS cells, and in retinal bipolar cells, which express GABA\(_C\) receptors endogenously, especially on their axon terminals (Hanley et al., 1999). Because of its ability to bind to microtubules, actin and the \(\rho\) subunit simultaneously, MAP-1B was proposed to anchor GABA\(_C\) receptors to the cytoskeleton (Hanley et al., 1999; Moss and Smart, 2001). However, as has been shown for other receptor-interacting proteins (see section 1.7.1 and section 3.17.2), MAP-1B could additionally modulate the GABA\(_C\) receptor’s kinetic properties (altering, for example, the EC\(_{50}\) for activation by GABA, or the maximum open probability).

The glycine transporter GLYT-1E/F has also been shown to interact with the GABA\(_C\) receptor subunit \(\rho_1\) (Hanley et al., 2000), but the function of this interaction
is unclear. The transporter and MAP-1B might bind to the same site on \( \rho_1 \), and competition for this binding site might influence the cells’ response to GABA or glycine uptake. Alternatively, it is possible that the glycine transporter and MAP-1B bind to separate sites on \( \rho_1 \), possibly simultaneously. Binding of the glycine transporter to \( \rho_1 \) might influence GABA\(_C\) receptor kinetic properties, or alternatively GABA\(_C\) receptor activation might influence glycine transporter function.

This work was done in collaboration with Jonathan Hanley, who did all of the molecular biological work, which is described briefly to provide the background to the electrophysiological work that I did.

### 3.2. Identification of the MAP-1B binding site on \( \rho_1 \)

GABA\(_C\) receptors are composed of \( \rho \) subunits and are thought to work as pentamers (see section 1.4). Each GABA\(_C\) receptor subunit transverses the membrane four times and has a large intracellular amino acid loop (E\(^{355}\)-R\(^{454}\)) joining the 3\(^{rd}\) and 4\(^{th}\) transmembrane domains (TM3 and TM4) (Figure 3.1). Previous work (Hanley et al., 1999) has shown that MAP-1B binds to the C-terminal quarter of this intracellular loop (S\(^{434}\)-R\(^{454}\)).

My electrophysiological experiments depended on knowing the exact sequence of the binding site for MAP-1B on the \( \rho_1 \) subunit. To narrow down the location of the binding site, my collaborator Jon Hanley constructed three different GST fusion proteins containing different stretches of the TM3-TM4 intracellular loop (Figure 3.2 A, B). One construct included the C-terminal end of the loop (GST-402-R\(^{454}\)), which has been shown previously to bind to MAP-1B like the full-loop (E\(^{355}\)-R\(^{454}\)) (Hanley et al., 1999), as shown in Figure 3.4. The other two constructs contained the full-loop of \( \rho_1 \) with either the last 5 (GST-E\(^{355}\)-I\(^{449}\)) or the last 10 (GST-E\(^{355}\)-I\(^{444}\)) amino acids at the C-terminal end missing. Beads, to which these fusion proteins were attached, were used to pull down MAP-1B from rat retinal extracts (Figure 3.2 B), and binding was tested by Western blotting and probing with
Figure 3.1: Schematic drawing of a GABA<sub>C</sub> receptor subunit

Each GABA<sub>C</sub> receptor subunit is thought to have a long extracellular N-terminus, four α-helices transversing the membrane, a large intracellular loop joining the 3<sup>rd</sup> and 4<sup>th</sup> transmembrane spanning segments (TM3-TM4) and a short extracellular C-terminus. MAP-1B has been shown to bind to the last quarter of the large intracellular loop (amino acids 434-454)(Hanley et al., 1999). The stretch indicated in red indicates the last 10 amino acids of this loop (not to scale), which were investigated in the pull-down assays described in Section 3.2.
GABA$_C$ receptor subunit
Figure 3.2: MAP-1B binds to the extreme C-terminus of the $\rho_1$ TM3-TM4 intracellular loop

(A) Sequence of GST fusions with the C-terminal half of the $\rho_1$ intracellular loop ($\rho_1^{402-454}$), and with a ten amino acid truncation ($\rho_1^{355-444}$), and a five amino acid truncation ($\rho_1^{355-449}$) of the whole loop. (B) Cartoon illustrating the pull-down assay performed in C. Parts of the TM3-TM4 loop are fused to GST (giving GST-$\rho_1$), which is then attached to beads and used to pull down proteins from retinal extracts. MAP-1B binding was detected by Western blotting. (C) Upper gel: binding of MAP-1B to the ten amino acid truncation fusion protein (lane 3), compared with binding to the C-terminal half of the intracellular loop $\rho_1^{402-454}$ (lane 4). Lane 2 shows lack of binding to GST and lane 1 shows the input to the assay ("in" represents the MAP-1B present in 1% of the input). Lower gel: Same as in the upper gel, but for the 5 amino acid truncation fusion protein.

This work was carried out by my collaborator Jonathan Hanley.
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antibodies against MAP-IB (Figure 3.2 C). As a control it was confirmed that the beads containing GST alone (GST) did not bind MAP-IB (Figure 3.2 C, upper and lower gel, lanes 2). The construct including the C-terminal end of the loop (GST-402-R^{454}) pulled down MAP-IB (Figure 3.2 C, upper and lower gel, lanes 4), whereas the construct with the 10 amino acid truncation (GST-E^{355}-I^{444}) showed no binding (Figure 3.2 C, upper gel, lane 3), and the one with the 5 amino acid truncation (GST-E^{355}-I^{449}) only very weak binding (Figure 3.2 C, lower gel, lane 3). These data indicate that the last 10 amino acids (D^{445}-R^{454}) of the intracellular loop of $\rho_1$ are necessary for binding of MAP-IB, with residues within the last 5 amino acids (D^{450}-R^{454}) playing a particularly important role.

To investigate the importance for binding MAP-IB of specific amino acids within this C-terminal end of the intracellular loop, Jon Hanley carried out site-directed mutagenesis. Mutations were made in groups of three to the corresponding amino acids of the GABA_A receptor $\alpha_1$ subunit (Figure 3.3 A), which has been shown not to interact with MAP-IB, and COS cells were used to express the mutated full-length myc-tagged $\rho_1$. Beads with GST-MAP-IB attached (GST fused to the part of MAP-IB which binds $\rho_1$, i.e. amino acids 460-585) were used to pull down the mutated $\rho_1$ from lysates of transfected COS cells (Figure 3.3 B). Binding was determined by Western blotting and probing with a myc antibody (Figure 3.3 C). The most C-terminal mutation (KY-RL) prevented binding of $\rho_1^{myc}$ (Figure 3.3 C, lane 11), indicating that these amino acids play a crucial role for the interaction between MAP-IB and $\rho_1$. The more N-terminal mutations (THA-VSK and RID-FNS, Figure 3.3 C, lane 9 and lane 7, respectively) reduced binding, indicating that they also play a part in the interaction. The most N-terminal mutation (VSM-KKT, Figure 3.3 C, lane 5) did not affect binding compared to the wild type (Figure 3.3 C, lane 3), indicating that those residues are outside the binding region. These data suggest that the MAP-IB binding site does not extend further N-terminally than R^{443}. 
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Figure 3.3: Identification of amino acid residues in the $\rho_1$ intracellular loop which are important for MAP-1B binding

Groups of residues in $\rho_1$ were mutated to the equivalent sequence of the $\alpha_1$ subunit of GABA$_A$ receptors. (A) Alignment of the extreme C-terminal regions of the intracellular TM3-TM4 loop of the $\rho_1$ and $\alpha_1$ subunits. The amino acid substitutions are shown in boxes; identical amino acids were not mutated. (B) Cartoon illustrating the pull-down assay performed in C. (C) Immobilized GST fusion proteins corresponding to the $\rho_1$-binding region of MAP-1B were incubated with extracts of COS cells transfected with mutants of full-length $\rho_1^{myc}$. Binding of $\rho_1^{myc}$ mutants to GST-MAP-1B as determined by Western blotting probed with an antibody against $myc$. For each construct, “in” represents the $\rho_1^{myc}$ present in 5% of the input, and “bd” represents protein bound to GST-MAP-1B; “GST” shows lack of binding of $\rho_1^{myc}$ to GST alone.

This work was carried out by my collaborator Jonathan Hanley.
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The above truncation and mutagenesis experiments suggest that MAP-1B binds to the last 12 amino acids of the $\rho_1$ intracellular loop joining TM3 and TM4 ($R^{443}-R^{454}$), with the last 5 amino acids, especially $K^{451}Y^{452}$, playing a crucial role.

### 3.3. Block of MAP-1B binding to $\rho_1$ by competition with a binding site peptide

Having identified the binding site for MAP-1B on $\rho_1$, the next step needed for my electrophysiological work was to show that peptides corresponding to this site could compete with $\rho_1$ for binding to MAP-1B, and thus disrupt the $\rho_1$ – MAP-1B interaction. Peptides containing the rat version of this sequence ("binding site peptide", RINTHAIDKYSR) were synthesized (the human sequence RIDTHAIDKYSR, as used in the experiments above, differs slightly from the rat sequence RINTHAIDKYSR, which was used in the following experiments since the peptide was ultimately to be used in electrophysiological recordings, which were performed on rat tissue). Pull-down assays were performed to see if the peptide competes with $\rho_1$ for binding to MAP-1B: beads to which GST-full-loop $\rho_1^{355-454}$ was attached, were used to pull down MAP-1B from retinal extracts in the presence of different concentrations (50 nM, 100 nM and 250 nM) of the binding-site peptide. As a control, the experiments were repeated in presence of a high concentration (250 nM) of peptide containing a scrambled version (HRTSKINIYRDA) of the binding site (Figure 3.4 A). The binding of MAP-1B to $\rho_1$ was determined by Western blotting and probing with a MAP-1B antibody. The binding-site peptide prevented binding of MAP-1B to $\rho_1$ in a dose-dependent manner (Figure 3.4 B, lanes 4, 5, 6), whereas even a high concentration of the scrambled control peptide did not interfere with binding (Figure 3.4 B, lane 3). This confirmed that the last 12 amino acids of the large intracellular loop are sufficient to bind MAP-1B, and allowed me to use the peptide in electrophysiological recordings to study the effect of MAP-1B binding on $\text{GABA}_C$ receptor properties.
Figure 3.4: Competitive inhibition of MAP-1B binding to $\rho_1$ by peptides

The binding site peptide containing the motif RINTHAIDKYSR competes with $\rho_1$ for binding to MAP-1B in retinal pull-down assays. (A) Cartoon illustrating the pull-down assay performed in B. Immobilized GST (small circles on bead) was incubated with retinal extract to control for unspecific binding (1st panel). GST-$\rho_1^{355-454}$ (small circles with crescent shape) was incubated with retinal extract, followed by a peptide. With a scrambled control peptide (containing the sequence X–HRTSKINRYDA, where X was the antennapedia sequence RQIKIWFQNRRMKWKK, biotinylated at the N-terminus; X promotes peptide entry into cells, but this property was not used in the experiments reported here), MAP-1B binds to the $\rho_1$ bead as usual (2nd panel). With binding site peptides present (with sequence X–RINTHAIDKYSR) some MAP-1B binds to the peptide instead of the $\rho_1$ bead (3rd panel). With an excess of binding site peptide present (4th panel), no MAP-1B binds to the $\rho_1$ bead. (B) Results of the experiments. MAP-1B binding was assessed by Western blotting probed with a MAP-1B antibody. MAP-1B binds to the $\rho_1$ beads in the presence of the scrambled control peptide (250 nM, lane 3), but 50-250 nM of the binding site peptide progressively block the binding (lanes 4-6). “GST” shows no binding of MAP-1B to GST alone (lane 2), and “in” represents MAP-1B present in 1% of input (lane 1).

This work was carried out by my collaborator Jonathan Hanley.
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3.4. GABA\textsubscript{C} receptors in bipolar cells

To investigate the properties of GABA\textsubscript{C} receptor mediated currents and their possible modulation by MAP-1B, I carried out electrophysiological recordings on rat retinal bipolar cells. These express GABA\textsubscript{C} receptors on their synaptic terminals, where they mediate feedback inhibition in the inner retina. The vast majority of my recordings were done on rod bipolar cells (RBC), both in retinal slices (see below) and isolated from the retina. Isolated RBCs can be easily identified by their morphology (Karschin and Wassle, 1990), comprising a relatively small soma (diameter around \(7\ \text{\mu m}\)), short dendritic branches and a long axon (around 40-80 \(\text{\mu m}\) long), which \textit{in vivo} spans most of the inner plexiform layer, with a bulbous, unbranched axon terminal (Figure 3.5).

To confirm the presence of the GABA\textsubscript{C} receptor subunit \(\rho_1\) on the type of bipolar cell that I recorded from, I performed antibody staining for \(\rho\) on isolated bipolar cells. As previously shown (Enz et al., 1996; Hanley et al., 1999), the antibodies labelled the axon terminal, axon, soma and dendrites of the bipolar cell (Figure 3.6 A). Omitting the primary antibody and incubating the cells only with the secondary antibody gave no labelling (Figure 3.6 B).

3.5. The electrophysiological experimental design

To determine whether the interaction of \(\rho_1\) with MAP-1B affects the properties of GABA\textsubscript{C} receptors, I whole-cell patch-clamped the soma of rat retinal bipolar cells (Figure 3.7). Included in the patch-pipette, and thus dialyzed into the cell, was either the “binding site peptide” (containing \(\rho_1\)’s MAP-1B binding sequence RINTHAIDKYSR, see above, section 3.3), or a “control peptide”, containing a scrambled version of the binding site peptide, HRTSKINIYRDA. The aim, as in the \textit{in vitro} experiments described in section 3.3 (Figure 3.4), was for the
Figure 3.5: Picture of a dissociated rod bipolar cell

Isolated rod bipolar cells are easily identified by their morphology: a medium sized soma, short dendritic branches and a long axon ending in a single, relatively large, bulbous axon terminal. The scale bar is 10 μm.
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Figure 3.6: $\rho_1$ is present in rod retinal bipolar cells

Antibody labelling for the $\rho_1$ subunit in isolated rat rod bipolar cells. (A) Left panel: transmission light image of an isolated bipolar cell. Right panel: the antibody against $\rho_1$ reveals localization of the GABA$_C$ receptor subunit in rod bipolar cells in the axon terminal, the axon and soma of the cell. The primary antibody was raised in rabbit against the extracellular N-terminus of $\rho_1$. The secondary antibody was anti-rabbit with the fluorophore Texas-Red fused onto it. (B) As in A but omitting the primary antibody in the right panel. This negative control shows no staining.
Omitting primary antibody
To investigate the effect of disrupting the $\rho_1$ – MAP-1B interaction on GABA$_C$ receptor mediated currents, the somata of bipolar cells in retinal slices were whole-cell patch-clamped, as shown in this cartoon. Included in the pipette solution, and thus dialyzed into the cell, was either the binding-site peptide (indicated in red) or a scrambled version of it. Whereas the scrambled control peptide (blue) does not compete with the GABA$_C$ receptor subunit for binding to MAP-1B (left side of inset), the binding-site peptide (red) competes with $\rho_1$ for binding MAP-1B (indicated in brown) and displaces MAP-1B from the GABA$_C$ receptor subunit (right site of inset). Possible changes of GABA$_C$ receptor properties (e.g. $EC_{50}$ and $I_{max}$) were investigated by recording GABA dose-response curves for GABA$_C$ receptor mediated currents over a 30 minute recording period.
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binding site peptide to compete with endogenous $\rho_1$ for binding to MAP-1B, and to thus displace MAP-1B from $\rho_1$. The scrambled peptide is not expected to do this, and serves as a control (Figure 3.7). The peptides were estimated to equilibrate throughout the cytoplasm with a time-constant of around 250 seconds (see section 3.8). Thus, to allow for the peptide to equilibrate inside the cell and disrupt the $\rho_1$ - MAP-1B interaction, the properties of GABAc receptor mediated currents needed to be observed over a period of time (up to 30 minutes seemed sufficient). Such a strategy has been used successfully by others to disrupt the interaction of endogenous proteins with AMPA receptors and with glutamate transporters (Nishimune et al., 1998; Marie and Attwell, 1999).

GABAc receptor mediated currents were activated by bath application of GABA, and recorded in the presence of bicuculline to block GABA_A receptor mediated currents. The intra- and extracellular solutions contained equimolar chloride concentrations, resulting in a chloride reversal potential (from the Nernst equation) of around 0mV. Since the recordings described in this chapter were all done at -60 mV, GABA-evoked chloride currents are inward.

The aim of the experiments was to determine whether the $\rho_1$ - MAP-1B interaction altered either the EC$_{50}$ of the GABAc receptors for GABA, or the maximum current they can generate at a saturating GABA concentration ($I_{\text{max}}$). Preliminary experiments therefore established that it was possible to isolate GABAc receptor currents, and defined the EC$_{50}$ for GABA in control conditions with the $\rho_1$ - MAP-1B interaction functioning.

3.6. TPMPA blocks the bicuculline resistant GABA-evoked current in isolated bipolar cells

Initially I recorded GABA-evoked currents in dissociated bipolar cells (Figure 3.8 A). Application of GABA (10 $\mu$M) evoked inward currents, which were reduced by $20.7 \pm 3.1 \%$ (n=4) by the GABA_A antagonist bicuculline (100 $\mu$M),
Figure 3.8: Isolated bipolar cells contain functional GABA\textsubscript{A} and GABA\textsubscript{C} receptors

(A) Specimen trace recorded from an isolated rod bipolar cell of a 35 day old rat. GABA evoked an inward current, which was partially blocked by 100 µM bicuculline (a GABA\textsubscript{A} receptor antagonist). The remaining current was abolished by 200 µM TPMPA (a GABA\textsubscript{C} receptor antagonist). These effects were reversible. The cell was voltage-clamped at −60 mV. (B) Averaged data from 4 isolated bipolar cells. The bicuculline resistant current (left bar) was blocked by TPMPA (right bar), revealing it as GABA\textsubscript{C} receptor mediated.
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which is expected to block 99% of the current generated by GABA$_A$ receptors (assuming activation of GABA$_A$ receptors obeys a Hill equation with an EC$_{50}$ of 10 μM, a Hill coefficient of 1 and that the K$_i$ for bicuculline is 1 μM (Woodward et al., 1993; Krishek et al., 1996). The remaining current was blocked by co-application of the GABA$_C$ receptor inhibitor TPMPA (200 μM) (Ragozzino et al., 1996), which did not generate a current on its own (as shown later for slice bipolar cells in Figure 3.12). The bicuculline resistant current, i.e. the GABA$_C$ receptor mediated current, was reduced by 98.4 ± 0.9% (n=4) by TPMPA (Figure 3.8 B). These results confirm that dissociated bipolar cells contain functional GABA$_A$ and GABA$_C$ receptors. On average the GABA$_C$ current is about 79.3 ± 3.1 % of the total current evoked by 10 μM GABA, and can be isolated by application of bicuculline.

3.7. The EC$_{50}$ for GABA of GABA$_C$ receptors in isolated bipolar cells

To obtain the apparent affinity of the GABA$_C$ receptor for GABA, different concentrations (1, 3, 10, 30 μM) of GABA were applied to isolated rod bipolar cells in the presence of 300 μM bicuculline (Figure 3.9 A). The evoked currents in each cell were normalized to the value evoked by 10 μM GABA in that cell, and fitted to the Hill equation:

$$I = \frac{I_{\text{max}} \cdot [\text{GABA}]^N}{\text{EC}_{50}^N + [\text{GABA}]^N}$$

(3.1)

where $I_{\text{max}}$ is the maximum current at saturating [GABA], and N is the Hill coefficient. Best fits were obtained using N = 1.6, and this value was fixed for all subsequent curve fitting using this equation. The averaged EC$_{50}$ of 7 cells was 3.0 ± 0.2 μM (Figure 3.9 B), a value similar to the 4.2 μM obtained for the same cell type by Feigenspan and Bormann (1994).
(A) Specimen trace recorded from an isolated rod bipolar cell at −60 mV. Different concentrations of GABA were bath applied in the presence of 300 μM bicuculline to block GABA$_A$ receptors and isolate GABA$_C$ receptor currents. (B) Dose-response curve for the GABA evoked GABA$_C$ responses recorded from 7 isolated bipolar cells. In each cell the responses were normalized to the response evoked by 10 μM GABA, and then rescaled to a saturating response of 1. The curve is a fit to the Hill equation (equation 3.1) with $N = 1.6$ and a mean EC$_{50}$ of 3 μM.
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Figure 3.10: GABA dose-response curve recorded from isolated bipolar cells in zero calcium/cobalt containing solution

(A) Specimen trace recorded from an isolated rod bipolar cell at -60 mV in zero calcium / 4 mM cobalt solution. Different concentrations of GABA were bath applied in the presence of 300 µM bicuculline to block GABA_A receptors and isolate currents mediated by GABA_C receptors. Occasionally, as shown here, the current desensitized, but this may by an artefact of the cell isolation procedure as it was not observed in recordings made from bipolar cells in retinal slices. (B) Dose-response curve for the GABA evoked GABA_C responses recorded from 5 isolated bipolar cells. In each cell the responses were normalized to the response evoked by 30 µM GABA, and then rescaled to a saturating response of 1. The curve is a fit to the Hill equation (equation 3.1) with N = 1.6 and a mean EC50 of 11 µM.
Repeating these experiments in solution containing no calcium and with 4 mM added cobalt chloride, as used to block synaptic transmission in experiments on slices described below, gave a higher EC$_{50}$ of 11 ± 2 µM in 5 isolated bipolar cells (Figure 3.10 A, B). Cobalt is routinely used to synaptically isolate bipolar cells in retinal slices (Euler et al., 1996; Euler and Wassle, 1998), but this result shows that it also modifies the properties of the GABA$_C$ receptors, as has been reported previously for $\rho_1$ transfected cells (Xenopus oocytes) and horizontal cells isolated from the catfish retina (Calvo et al., 1994; Kaneda et al., 1997).

3.8. Peptide diffusion time to bipolar cell axon terminal

As has been reported by others (Karschin and Wassle, 1990), dissociated bipolar cells stayed healthy for only a few minutes, after which their membrane resistance dropped, and the current became too noisy to measure the dose-response curve accurately. To allow the peptide to equilibrate throughout the cytoplasm and to disrupt the $\rho_1$ – MAP-1B interaction, the GABA$_C$ receptor mediated currents needed to be monitored for longer than the few minutes possible with dissociated bipolar cells. One can calculate the time constant for the peptide diffusing into the cytoplasm and equilibrating inside the cell as follows. The diffusion constant of the peptides was estimated as $D = 1.07 \times 10^{-10}$ m$^2$/sec by scaling the value for somatostatin in proportion to the square root of the ratio of its molecular weight (1638) to that of the peptides used here (3945). For an axon of length $L = 50$ µm, the diffusion time from the soma to the axon terminal is \( \tau = \frac{L^2}{2 \cdot D} = 12 \) sec. Thus, once inside the cell soma, the peptides used should equilibrate through the cell relatively quickly. The time constant for the peptide to equilibrate between the patch pipette and the cell volume is given by (see Chapter 2.7, equation 2.20)

\[
\tau = \frac{V \cdot R_g}{D \cdot \rho}
\]
where the cell volume \( V \) is \( \sim 850 \mu m^3 \) (for a 10 \( \mu m \) diameter soma, 100 \( \mu m \) total length of axon plus dendrites of diameter 2 \( \mu m \), and a synaptic terminal of diameter 3 \( \mu m \)), the series resistance \( R_s \) is 25 \( M\Omega \), and the resistivity of the pipette solution \( \rho \) is 0.8 \( \Omega m \). With these numbers, \( \tau = 248 \) sec (\( \sim 4 \) minutes).

Since isolated bipolar cells only stayed healthy for a few minutes, I switched to patch-clamping bipolar cells in retinal slices, which could be recorded from for 30 minutes without any deterioration in health. Slice bipolar cells were also preferred because the cytoskeleton with which the GABA\(_C\) receptors are thought to interact via MAP-1B is likely to be less disrupted than in isolated cells that have been enzyme treated and triturated through a Pasteur pipette.

### 3.9. Bipolar cells in retinal slices

The type of bipolar cells recorded from in retinal slices were identified by filling with the fluorescent dye Lucifer Yellow from the patch pipette (Figure 3.11 and 4.1; Chapter 2). Rod bipolar cells were identified by the presence of a soma in the outermost part of the inner nuclear layer, and a long axon terminating in the inner part of the inner plexiform layer (Figure 3.11). The majority of cells with this morphology are rod bipolar cells. A small fraction are ON cone bipolar cells (of classes 8 and 9: see (Euler and Wassle, 1995; Euler et al., 1996; Hartveit, 1997; Euler and Wassle, 1998) for the morphological characterization of rat bipolar cells).

### 3.10. TPMPA blocks the bicuculline resistant GABA-evoked current in slice bipolar cells

In retinal slices (Figure 3.12 A), as in isolated cells, bath application of 30 \( \mu M \) GABA in the presence of the GABA\(_A\) receptor antagonist bicuculline (300 \( \mu M \)) evoked an inward current in bipolar cells (with \( E_C \) set at 0mV), which was blocked by co-application of the GABA\(_C\) receptor antagonist TPMPA (200 \( \mu M \)). This block
Figure 3.11: Rat retinal slice

Transmitted light pictures of a retinal slice taken with an (A) 10X and a (B) 60X lens. In (A) all layers of the retina are clearly visible: photoreceptor outer segments (OSL), outer nuclear layer (ONL), outer plexiform layer (OPL), inner nuclear layer (INL), inner plexiform layer (IPL) with sublamina a and b, and ganglion cell layer (GCL). The black strip at the bottom is the millipore filter paper to which the slice was attached. (B) shows the inner nuclear layer in higher magnification. The star indicates the soma of a rod ON bipolar cell (a fluorescence picture of this cell is shown in Figure 4.1); the arrow heads point to a cell process (possibly a bipolar cell axon) which penetrates the IPL.
Figure 3.12: GABA<sub>C</sub> receptor mediated currents in slice bipolar cells

(A) Specimen trace recorded from a slice bipolar cell of a 35 day old rat. GABA evoked an inward current, which was almost completely inhibited by 200 μM TPMPA (the GABA<sub>C</sub> receptor antagonist). The blocking effect was slowly reversible. TPMPA itself did not affect the membrane current. The cell was voltage-clamped at –60 mV and recorded from in the presence of 300 μM bicuculline and in 0 mM calcium / 4 mM cobalt solution. (B) Averaged data from 4 slice bipolar cells. The GABA evoked current (left bar) was blocked by 97% by TPMPA (right bar), revealing it as GABA<sub>C</sub> receptor mediated.
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was only slowly reversible. TPMPA did not evoke a current on its own (Figure 3.12 A). The GABA<sub>C</sub> receptor mediated current evoked by 30 μM GABA was reduced by 97 ± 2 % (n = 4) by 200 μM TPMPA (Figure 3.12 B), whereas 2 mM TPMPA reduced the current generated by 300 μM GABA by 93 ± 3 % (n=2). These results confirm that the GABA-evoked current in the presence of bicuculline is mediated by GABA<sub>C</sub> receptors.

### 3.11. The EC<sub>50</sub> for GABA of GABA<sub>C</sub> receptors recorded in slices

To obtain the EC<sub>50</sub> of the GABA<sub>C</sub> receptors in bipolar cells in situ in retinal slices, different concentrations (3, 10, 30, 100, 300 μM) of GABA were bath applied in the presence of 300 μM bicuculline, with external Ca<sup>2+</sup> removed and 4 mM Co<sup>2+</sup> added to block synaptic transmission (see Chapter 2; this was done to prevent GABA evoking a response in e.g. horizontal or amacrine cells and thus producing a synaptic response in the bipolar cell). Whereas low GABA doses evoked a sustained current, high doses evoked a slightly desensitizing current (Figure 3.13 A). The currents (I) evoked by different GABA concentrations were normalized to the value evoked by 300 μM in the same cell, and fit by the Hill equation (equation 3.1; N was set to 1.6 as for isolated cells). The averaged EC<sub>50</sub> of 14 cells was 40.4 ±1.9 μM (ranging from 26 to 80 μM in individual cells), i.e. much higher than the 3 μM or 11 μM obtained in isolated cells in the absence or presence, respectively, of cobalt (section 3.7).

### 3.12. GABA transporters increase the apparent EC<sub>50</sub> for GABA of GABA<sub>C</sub> receptors in slice bipolar cells

A possible reason for why the apparent EC<sub>50</sub> for GABA is so much higher for GABA<sub>C</sub> receptors in slice bipolar cells, compared to in isolated cells, is the presence of prominent GABA uptake mechanisms in the slice. GABA transporters (see section
Figure 3.13: Effect of SKF-98776A on the GABA dose response curve in retinal slice bipolar cells

(A) and (B) Specimen GABA evoked currents, at −60 mV, recorded from a slice bipolar cell in zero calcium / 4 mM cobalt solution containing 300 μM bicuculline. To obtain the dose-response curve of GABA<sub>C</sub> receptors in control solution (A), and with GABA uptake inhibited (B), different concentrations of GABA were bath applied in the absence (A) or presence (B) of the GAT-1 blocker SKF-89976A (100 μM). The data shown in A and B are from the same cell and have been scaled to have the same peak at 300 μM GABA (slight run down with time resulted in the maximum current being smaller when the measurements in SKF-89976A were made). (C) Dose-response curve for GABA<sub>C</sub> responses recorded as in A and B from 5 slice bipolar cells in control or in the presence of 100 μM SKF-89976A. In each cell the responses were normalized to the response evoked by 300 μM GABA. (D) Hill curves fitted through the data in C, with N = 1.6, had an EC<sub>50</sub> of 51 μM in control conditions and 13 μM with GAT-1 blocked.
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1.5), mainly GAT-1 in neurones and GAT-3 in glial cells, remove GABA from the extracellular space and lower the [GABA] around the cells within the slice below the concentration which is applied in the bulk solution. This will result in a higher apparent EC50 (measured as the GABA concentration in the superfusion solution) for GABA_C receptors in slice bipolar cells. To try to reduce this effect, I applied the GAT-1 inhibitor SKF-89976A (100 μM) (Borden et al., 1994; Takahashi et al., 1995a), which decreased the EC50 of GABA_C receptors recorded in slice bipolar cells by a factor of four (Figure 3.13 A, B). The average EC50 for GABA in 5 cells decreased from 51.0 ± 3.7 μM to 13.4 ± 2.2 μM when GAT-1 was blocked (p=0.00002) (Figure 3.13 C, D). Thus, GABA uptake into surrounding cells in the slice seems to be a major reason for the higher EC50 of GABA_C receptors when recorded in slice bipolar cells. As stated above, the recorded EC50 values in the absence of the GAT-1 blocker were found to vary substantially, i.e. between 26 and 80 μM. This huge variation is likely to depend on how influential the uptake mechanisms are, for example how deep within the slice the recorded cell is.

Although GAT-3 transporters may also lower the GABA concentration around bipolar cells, there are no specific non-transported GAT-3 blockers to test this: the GAT-3 blocker β-alanine also activates GABA_C receptors (Calvo and Miledi, 1995), and in addition is transported by GAT-3 (Clark and Amara, 1994) so it will tend to raise the extracellular GABA concentration by heteroexchange on GAT-3 with intracellular GABA.

Figure 3.14 summarizes EC50 values measured in the different conditions. Isolated bipolar cells recorded in zero cobalt solution show an EC50 of around 3 μM (first bar). This value increases to around 11 μM when cobalt is present and calcium is removed (second bar). Slice bipolar cells recorded in cobalt containing zero Ca2+ solution with GABA uptake functioning, show an EC50 of around 40 μM (fourth bar), and the GAT-1 uptake inhibitor decreases the EC50 to around 13 μM (third bar), a level which is not significantly different (p=0.44) from the 11 μM recorded in.
Figure 3.14: EC$_{50}$ for GABA of GABA$_C$ receptors recorded in different conditions

First bar: Isolated bipolar cells recorded in normal calcium containing solution have an EC$_{50}$ of around 3 µM (see Section 3.7; Figure 3.9). 2nd bar: Isolated bipolar cells in the presence of 4 mM cobalt and zero calcium have an EC$_{50}$ of around 11 µM (see section 3.7; figure 3.10). 3rd bar: Slice bipolar cells recorded in zero calcium / 4 mM cobalt solution, with GAT-1 blocked (100 µM SKF-89976A) have an EC$_{50}$ of around 13 µM (see section 3.11; figure 3.13), not significantly different p=0.44 from isolated cells in zero calcium / 4 mM cobalt solution (2nd bar). 4th bar: Slice bipolar cells recorded in zero calcium / 4 mM cobalt solution have an EC$_{50}$ of around 40 µM (see section 3.11).
isolated cells in the presence of cobalt (second bar). These data suggest that uptake by GAT-1 is the main cause of the high EC$_{50}$ measured in slices.

Experiments (described below) disrupting the ρ1 – MAP-1B interaction were done without blocking GABA uptake. Mathematical analysis (section 3.13) shows this does not affect my conclusions about the effect of the ρ1 – MAP-1B interaction on the EC$_{50}$.

### 3.13. Disrupting the ρ – MAP-1B interaction decreases the EC$_{50}$ of GABA$_C$ receptors

When the peptide mimicking the MAP-1B binding site ("binding site peptide") was present in the solution in the whole cell patch pipette, GABA$_C$ receptor mediated current responses changed with time after starting whole cell clamping (Figure 3.15 A, B). After 25 minutes (Figure 3.15 B), low doses of GABA produced a larger current than before (at 5 minutes, Figure 3.15 A), whereas the response to a high dose of GABA changed little (although it often desensitized more than when recorded just after going to whole-cell mode, as in Figure 3.15 B). This is equivalent to a decrease in the EC$_{50}$ with time, as illustrated by the corresponding dose-response curves in Figure 3.15 C, in which the data were fit with the Hill equation with the Hill coefficient N fixed at 1.6. In this example, the EC$_{50}$ decreased from 79 μM at 5 minutes to 31 μM at 25 minutes of whole-cell clamping. In contrast, introducing the scrambled version of the peptide into the cell resulted either in no time dependent change of the GABA$_C$ receptor currents, or a slight reduction of the fractional response to low [GABA] (Figure 3.15 D). The EC$_{50}$ in this example increased from 37 μM at 5 minutes to 53 μM at 25 minutes.

To quantify these changes of GABA$_C$ receptor properties, the dose-response data obtained at different times after starting whole-cell clamping, i.e. 5, 15 and 25 minutes after going to whole-cell mode, were each normalized to their value at 300 μM GABA and fitted with the Hill equation. The resulting EC$_{50}$ and I$_{max}$ in each cell
Figure 3.15: Effect of dialysis with MAP-1B binding site peptide on the dose response curve of \( \text{GABA}_C \) receptors in retinal slice bipolar cells

Specimen current responses to different GABA concentrations of a slice bipolar cell with the binding-site peptide included in the pipette, recorded at 5 minutes (A) or 25 minutes (B) after going to whole cell mode (in 300 \( \mu \text{M} \) bicuculline; at \(-60 \text{ mV}\)). Responses from A and B are from the same cell and have been scaled to be the same at 300 \( \mu \text{M} \) GABA, to compensate for a slight decline with time and to facilitate comparison of the dose-dependence of the responses. The fractional responses at low doses of GABA are much larger in B than in A. (C) Dose-response curves from the data shown in A and B. The currents were normalized to the current evoked by 300 \( \mu \text{M} \) GABA and fit with the Hill equation (with \( N = 1.6 \)). At 5 minutes the \( \text{EC}_{50} \) was 79 \( \mu \text{M} \), but this decreased to 31 \( \mu \text{M} \) at 25 minutes. (D) \( \text{GABA}_C \) receptor dose-response curves from a cell with the scrambled peptide included in the pipette. The currents were normalized to the current evoked by 300 \( \mu \text{M} \) GABA and fit with the Hill equation (with \( N = 1.6 \)). At 5 minutes the \( \text{EC}_{50} \) was 37 \( \mu \text{M} \), and this increased to 53 \( \mu \text{M} \) at 25 minutes.
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Figure 3.16: Time-dependent changes in the properties of GABA<sub>C</sub> receptors induced by competitive removal of MAP-1B binding

Maximum current (I<sub>max</sub>) (A) and EC<sub>50</sub> (B) derived from fitting the Hill equation to GABA<sub>C</sub> receptor mediated GABA dose-response data (as in figure 3.15) measured at different times after starting whole-cell clamping. The pipette solution contained either the binding site peptide (hollow circles) or a scrambled version of it (filled circles). Data from each cell were normalized to their values measured 5 minutes after starting whole cell clamping, before averaging for these graphs. Data in A are not significantly different for the two peptides. The p values in B are from two-tailed t-tests. 8-13 cells contribute to each data point.
were normalized to the EC$_{50}$ and I$_{\text{max}}$ obtained in the same cell at the start of the recording (i.e. after 5 minutes). This procedure was adopted to remove variability in the initial value of the EC$_{50}$ (probably resulting from differing degrees of influence of uptake, as explained in section 3.12), and to allow monitoring of just the time-dependent changes of EC$_{50}$ and I$_{\text{max}}$.

The maximum evoked current decreased slightly within the 25 minutes of recording. However, this run-down occurred whether the binding site or the scrambled peptide was introduced into the cells (Figure 3.16 A), and might simply reflect an alteration of internal milieu by the non-peptide components of the pipette solution, as reported before (Feigenspan and Bormann, 1994b).

The EC$_{50}$ decreased to around 70% of its initial value within the 25 minute recording period when the binding site peptide was included in the pipette solution. In contrast, the scrambled peptide produced no significant change of the EC$_{50}$ within this time frame. The data for the two peptides differed significantly after 15 and 25 minutes of recording. (Figure 3.16 B). These differences are likely to be underestimated by my data, because the "initial" value of EC$_{50}$ by which the subsequent data were normalized was measured 5 minutes after starting whole-cell clamping, by which time the binding site peptide might have had some effect already. The time constant for filling the cell by the dialyzed peptides is estimated to be around 4 minutes (see section 3.8 above), so the time course of the changes seen with the binding site peptide in Figure 3.16 B may reflect both the filling time and the time needed for competitive displacement of endogenous $\rho_1$ from MAP-1B by the peptide.

The mean data in Figure 3.16 B show that the binding site peptide reduces the EC$_{50}$ at 25 minutes after starting whole-cell clamping to 68% of its value with the scrambled peptide. Using the Hill equation, where I is the current, I$_{\text{max}}$ is the maximal evoked current, [GABA] is the GABA concentration, N is the Hill coefficient and EC$_{50}$ is the GABA concentration which produces a half maximal
current:
\[
I = \frac{I_{\text{max}} \cdot [GABA]^N}{EC_{50}^N + [GABA]^N}
\]  \hspace{1cm} (3.1)

one can calculate how changes in the EC\(_{50}\) will change the magnitude of the GABA-evoked currents. The current produced by receptors before the change, i.e. with the "old" EC\(_{50}\), is given as
\[
I_{(\text{old})} = \frac{I_{\text{max}} \cdot [GABA]^N}{EC_{50(\text{old})}^N + [GABA]^N}
\]

and the current produced by receptors after the change, i.e. with the "new" EC\(_{50}\), is given as
\[
I_{(\text{new})} = \frac{I_{\text{max}} \cdot [GABA]^N}{EC_{50(\text{new})}^N + [GABA]^N}
\]

since the value of \(I_{\text{max}}\) was not affected by the binding site peptide (Figure 3.16 A). The ratio of the current with the \(\rho_1 - \text{MAP-1B}\) interaction disrupted or not disrupted is thus
\[
\frac{I_{(\text{new})}}{I_{(\text{old})}} = \frac{EC_{50(\text{old})}^N + [GABA]^N}{EC_{50(\text{new})}^N + [GABA]^N}
\]

For low GABA concentrations, when \([GABA] \ll EC_{50}\)
\[
\frac{I_{(\text{new})}}{I_{(\text{old})}} = \frac{1}{\left(\frac{EC_{50(\text{new})}}{EC_{50(\text{old})}}\right)^N}
\]  \hspace{1cm} (3.2)

Thus, with my experimental value of \(\frac{EC_{50(\text{new})}}{EC_{50(\text{old})}} = 0.68\) and \(N = 1.6\), we get
\[
\frac{I_{(\text{new})}}{I_{(\text{old})}} = 1.9
\]

The decrease of the EC\(_{50}\) evoked by disrupting the MAP-1B – \(\rho\) interaction (to 68%) will thus result in a 1.9 fold increase of the current evoked by low doses of GABA,
and a large change of this order can indeed be seen in the specimen traces in Figure 3.15. Normally therefore, in the absence of the binding-site peptide, the interaction of MAP-1B with \( \rho_1 \) roughly halves the size of the current that low doses of GABA generate.

### 3.14. Effect of GABA uptake on EC\(_{50}\) changes

The results described above and their possible implications for retinal physiology are intriguing. However, as mentioned before (section 3.12), GABA uptake influences the value of the EC\(_{50}\) in slices significantly (Figure 3.13), and one has to think about the possibility that changes of EC\(_{50}\) defined by the bulk solution GABA concentration do not necessarily reflect accurately the changes which occur of the real EC\(_{50}\). To quantify how uptake reduces the GABA concentration outside bipolar cells in retinal slices, below the concentration applied in the bulk solution, and how this affects the EC\(_{50}\), one can consider a simplified 3 compartment model of the slice, where the bulk solution, with GABA concentration \([\text{GABA}]_b\), is separated from the extracellular space, with GABA concentration \([\text{GABA}]_o\), by a diffusion barrier of permeability \(P\) (Figure 3.17). GABA enters the extracellular space from the bulk solution at a rate:

\[
P \cdot ([\text{GABA}]_b - [\text{GABA}]_o)
\]

and GABA is removed from the extracellular space by transporters into cells at a rate of:

\[
\frac{U \cdot [\text{GABA}]_o}{[\text{GABA}]_o + K_U}
\]

where \(U\) and \(K_U\) are the maximum rate and Michaelis-Menten constant of uptake. The GABA transporters GAT-1 and GAT-3 show a first order Michaelis-Menten dependence of uptake on GABA concentration (Risso et al., 1996). At equilibrium
Figure 3.17: Three compartment model of GABA diffusion into slice

The bulk solution (with GABA concentration $[\text{GABA}]_b$) is separated from the extracellular space in the slice (with GABA concentration $[\text{GABA}]_o$) by a diffusion barrier of permeability $P$. GABA enters the extracellular space from the bulk solution at a rate $P \cdot ([\text{GABA}]_b - [\text{GABA}]_o)$ and is removed from the extracellular space by uptake into cells at a rate of $\frac{U \cdot [\text{GABA}]_o}{[\text{GABA}]_o + K_U}$ ($U$ and $K_U$ are the maximum rate and Michaelis-Menten constant of uptake).
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the rate of entry into the extracellular space and the rate of uptake from the extracellular space must be equal, so

\[ P \cdot ([\text{GABA}]_b - [\text{GABA}]_o) = \frac{U \cdot [\text{GABA}]_o}{[\text{GABA}]_o + K_u} \]

Solving this equation for \([\text{GABA}]_b\) results in:

\[ [\text{GABA}]_b = [\text{GABA}]_o + \frac{K_u}{1 + \frac{U}{[\text{GABA}]_o}} \]

When the bulk solution \([\text{GABA}]_b\) is at a value that makes \([\text{GABA}]_o\) equal the EC\(_{50}\), so a half maximal current is generated:

\[ [\text{GABA}]_b = \text{EC}_{50} + \frac{\frac{U}{P}}{1 + \frac{K_u}{\text{EC}_{50}}} \]  \( (3.3) \)

Because \([\text{GABA}]_o = \text{EC}_{50} = 11 \, \mu\text{M}\) (measured in isolated cells in the cobalt/zero calcium solution used for slice experiments: Figures 3.10 and 3.14), when the applied \([\text{GABA}]_b = 40.4 \, \mu\text{M}\) (mean \text{EC}_{50} measured when recorded in slices: Figure 3.14), and \(K_u \sim 30 \, \mu\text{M}\) for GAT-1 and GAT-3 in rat (Borden et al., 1994), equation 3.3 gives \(\frac{U}{P} = 109.6 \, \mu\text{M}\).

For a 32% reduction of the \([\text{GABA}]_b\) generating a half-maximal current (i.e. from 40.4 \, \mu\text{M} to 27.2 \, \mu\text{M}), as seen experimentally with the peptide disrupting the MAP-1B - \(\rho_1\) interaction (Figure 3.16 B), solving equation 3.3 for the \text{EC}_{50} gives

\[ \text{EC}_{50} = \frac{-p}{2} + \sqrt{\left(\frac{p}{2}\right)^2 - q} \]

with

\[ p = K_u + \frac{U}{P} \cdot [\text{GABA}]_b = 30 \, \mu\text{M} + 109 \, \mu\text{M} - 27.2 \, \mu\text{M} = 111.8 \, \mu\text{M} \]
and
\[ q = -K_u[GABA]_b = -30\mu M \cdot 27.2\mu M = -816\mu M^2 \]
resulting in an EC\textsubscript{50} value of 6.9 \mu M, i.e. reduced from 11 \mu M by 37 \%. Thus, fractional changes in the bulk solution EC\textsubscript{50} underestimate fractional changes of the real EC\textsubscript{50} by a factor of 32/37 = 0.86, i.e. a 14\% underestimate. The presence of uptake therefore has no significant effect on the conclusion that disrupting the \( \rho_1 \) – MAP-1B interaction approximately doubles the current at low GABA concentrations, since using an EC\textsubscript{50} ratio of \( \frac{EC_{50(new)}}{EC_{50(old)}} = 0.63 \) (instead of 0.68) in equation 3.2 leads to a produces current ratio of 2.1 (instead of 1.9).

### 3.15. The glycine transporter GLYT-1E/F and MAP-1B bind to different regions of \( \rho_1 \)

As described in section 3.1, the glycine transporter GLYT-1E/F also binds to \( \rho_1 \). To determine whether it binds to the same region of \( \rho_1 \) as MAP-1B or has a separate binding site, my collaborator Jon Hanley performed pull-down assays (Figure 3.18 A). He used beads to which either GST-MAP-1B (containing the amino acid residues 460-585 of MAP-1B which bind to \( \rho_1 \) (Hanley et al., 1999): Figure 3.18 A, lanes 3 and 4) or GST-GLYT-1E/F (containing the 58 most C-terminal amino acids of the transporter which bind \( \rho_1 \) (Hanley et al., 2000): Figure 3.18 A, lanes 5 and 6) were attached, to pull down myc-tagged \( \rho_1 \) (full length \( \rho_1 \)) from transfected COS cell extract. As described in section 3.3 (Figure 3.4), each of the two reactions were treated with 250nM of the peptide including \( \rho_1 \)'s MAP-1B binding site (Figure 3.18 A, lanes 4 and 6, “ + ”), or of the scrambled control peptide (Figure 3.18 A, lanes 3 and 5, “ – “). Binding of \( \rho_1 \) to GST-MAP-1B and GST-GLYT-1E/F was determined by Western blotting and probing with a myc antibody. The binding site peptide competed with \( \rho_1^{\text{myc}} \) for binding to GST-MAP-1B, confirming that this \( \rho_1 \) amino acid sequence is the site of interaction with MAP-1B as shown above.
However, the peptide did not compete for binding to GST-GLYT-1E/F, indicating that the transporter binds to a different region of ρ₁.

To confirm this result, the MAP-IB binding site mutants of ρ₁<sup>mov</sup> (described in section 3.2, Figure 3.3) were tested for binding to GST-GLYT-1E/F in pull-down assays from transfected COS cell lysate (Figure 3.18 B). All four mutants showed a similar level of binding compared with the input to the assay, indicating that they bind equally well to GST-GLYT-1E/F and implying that the GLYT-1E/F binding site differs from that for MAP-1B (as schematized in Figure 3.22).

### 3.16. Glycine does not alter GABA<sub>C</sub> responses

The cellular location of GLYT-1E/F transporters is not known, but their mRNA has been shown to be expressed in the (bovine) retina (Hanley et al., 2000). Their interaction in vitro with ρ₁ suggests that, if these transporters are present in bipolar cells, the rate of glycine uptake could alter GABA<sub>C</sub> receptor properties or vice versa. To test this, I whole cell patch clamped bipolar cells in retinal slices and recorded GABA-evoked GABA<sub>C</sub> receptor mediated currents in the absence and presence of glycine. Applying 300 μM glycine (in the presence of 10 μM strychnine to block glycine receptors, and 300 μM bicuculline to block GABA<sub>A</sub> receptors) had no effect on the GABA<sub>C</sub> receptor response of retinal bipolar cells to 30 μM GABA, a dose which was chosen to be sub-saturating (the mean EC<sub>50</sub> in slices is around 40 μM; see Figure 3.14) so that I might observe changes in either the EC<sub>50</sub> or the maximum current (Figure 3.19 A). In five cells, the current in the presence of glycine was 101.8 ± 2.4 % of the control current in the absence of glycine (Figure 3.19 B). No glycine uptake current was detectable in the bipolar cells, so I could not test the effect of GABA<sub>C</sub> receptor activation on the rate of glycine uptake.
Figure 3.18: GLYT-1E/F and MAP-1B interact with different regions of the ρ1 intracellular loop

(A) Immobilized GST-GLYT-1E/F (lanes 5 and 6) or GST-MAP-1B460-585 (lanes 3 and 4) were incubated first with extract of COS cells transfected with ρ1myc, followed by 250 nM of the MAP-1B binding site peptide (+) containing RINTHAIDKYSR, or of the peptide containing a scrambled version (−) of the binding site peptide. ρ1myc bound to beads after this treatment was determined by Western blotting and probing against myc. “GST” shows lack of binding of ρ1myc to GST alone, and “in” represents the ρ1myc present in 5% of the input. (B) Upper panel: Alignment of the extreme C-terminal regions of the intracellular TM3-TM4 loop of the ρ1 and α1 subunits. The amino acid substitutions made are shown in boxes; identical amino acids were not mutated. Lower panel: Immobilized GST-GLYT-1E/F was incubated with extracts of COS cells transfected with mutants of ρ1myc in pull-down assays. Groups of residues in ρ1 were mutated to the equivalent sequence of the α1 subunit of GABA_A receptors (see Figure 3.3). For each construct, “in” represents the ρ1myc present in 5% of the input, and “bd” represents protein bound to GST-GLYT-1E/F; “GST” shows lack of binding of ρ1myc to GST alone.

This work was carried out by my collaborator Jonathan Hanley.
Figure 3.19: Effect of glycine on GABA<sub>C</sub> receptor mediated currents in slice bipolar cells

(A) Specimen currents recorded from a slice bipolar cell voltage clamped at -60 mV. GABA (30 μM) was applied in the presence of 300 μM bicuculline and 10 μM strychnine either in the absence (1<sup>st</sup> and 3<sup>rd</sup> trace) or presence (2<sup>nd</sup> trace) of 300 μM glycine. (B) Averaged data from 5 slice bipolar cells recorded as described in A. The GABA<sub>C</sub> receptor mediated response to GABA (black bar) remains unchanged when 300 μM glycine is co-applied.
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3.17. Discussion

The experiments described in this chapter were carried out to (1) narrow down the MAP-1B binding site on \( \rho_1 \) and create peptides which could be used in the electrophysiological experiments (sections 3.1 to 3.3), (2) investigate whether MAP-1B influences GABA\(_C\) receptor properties (sections 3.4 to 3.13), (3) see if GLYT1E/F and MAP-1B share the same binding site on \( \rho_1 \) (section 3.15), and (4) see if glycine alters GABA\(_C\) receptor mediated responses (section 3.16).

3.17.1 The binding site of MAP-1B on \( \rho_1 \)

Analysis of the binding site for MAP-1B on the \( \rho_1 \) subunits of GABA\(_C\) receptors suggested that MAP-1B binds to the last 12, most C-terminal amino acids of the large intracellular loop joining TM3-TM4 with the sequence \( R^{443} I (D/N)^{445} T H A I^{449} D K Y S R^{454} \) (where D/N denotes the human/rat sequence). Of this sequence, \( Y^{451} Y^{452} \) seems crucial, as mutating these two amino acids prevents binding (Figure 3.3). The other C-terminal residues \( I^{449} D^{450} \) and \( S^{453} R^{454} \) may contribute to binding, but are preserved in the GABA\(_A\) receptor \( \alpha \) and \( \beta \) subunits, which do not interact with MAP-1B. Mutating the more N-terminal amino acids \( \alpha_1 \) subunits also reduced binding, indicating that these amino acids contribute to binding as well (Figure 3.3). The rat sequence peptide, containing \( N^{445} \), competes well with human \( \rho_1 \), which contains D at the D/N position, indicating that binding occurs whether N or D is present at this site (Figure 3.4). Mutating the even more N-terminal amino acids \( N^{440} S^{441} M^{442} \) to KKT did not affect binding, suggesting that the binding site does not extend N-terminally beyond \( R^{443} \). Competition assays using synthesized peptides representing this amino acid stretch indicate that these 12 residues are sufficient for binding (Figure 3.4). Thus, the 12 most C-terminal amino acids of the large
The intracellular loop of $\rho_1$ form a binding site for MAP-1B.

The question arises as to whether this amino acid stretch is present in other proteins also, since if it were, the peptide I used in my electrophysiological experiments might have non-specific actions. Comparison to other proteins in the NCBI database show that the motif $RI (N/D) THAIDKYSR$ in its entirety is unique to $\rho_1$. However, another GABA$_C$ receptor subunit, $\rho_2$, has an equivalent 12 amino acid motif of $FNTHAIDKYSR$, i.e. only the two most N-terminal amino acids differ from those in $\rho_1$. $\rho_2$ also has been shown to bind MAP-1B in pull down assays (Billups et al., 2000). This suggests a minimal binding motif of $NTHAIDKYSR$. The other GABA$_C$ receptor subunit, $\rho_3$, contains the sequence $LENHNVIDTYSR$, but was not tested for pull-down of MAP-1B in that study. The major GABA$_A$ receptor subunits do not show high homology with $\rho$ in this region, the most similar being the $\beta$ subunit region (e.g. $\beta_3$: $LTDVNAIDRWSR$). Consistent with these differing sequences are results from pull-down assays and immunoprecipitation from retina, which demonstrate that MAP-1B does not bind to GABA$_A$ receptors (Hanley et al., 1999; Billups et al., 2000).

Whereas GABA$_C$ receptors seem to be anchored to the cytoskeleton via the microtubule associated protein MAP-1B (Hanley et al., 1999), GABA$_A$ receptors may be anchored by interaction with an as yet unknown protein linking them to the tubulin binding protein gephyrin (Moss and Smart, 2001), or through gephyrin-independent mechanisms which are as yet not fully understood (Fischer et al., 2000; Kneussel et al., 2001). The existence of the different tethering molecules for GABA$_A$ and GABA$_C$ receptors may help to explain their specific localization at different synapses and their lack of co-localization in bipolar cells (Enz et al., 1996; Koulen et al., 1998a).

It is interesting that the microtubule-binding protein GABARAP, which was first suggested to anchor GABA$_A$ receptors to the cytoskeleton (Wang et al., 1999; Wang and Olsen, 2000), but is now thought to be involved in the intracellular
trafficking, targeting and clustering of the receptors (Chen et al., 2000a; Kneussel et al., 2000), shows 31% identity to the light-chain-3 of MAP-1A and MAP-1B, and it binds to $\gamma_2$ subunits in a C-terminal region of their TM3-TM4 loop at an equivalent position to the MAP-1B binding site on $\rho_1/\rho_2$. Moreover, co-expressing GABARAP and GABA$_A$ receptors ($\alpha_1\beta_2\gamma_2\lambda$) in cultured QT-6 quail fibroblasts not only promotes GABA$_A$ receptor clustering, but produces a decreased apparent affinity for GABA, faster deactivation and slower desensitization kinetics than cells displaying diffuse receptor localization (Chen et al., 2000a). Thus, the (1) molecular similarity between GABARAP and the light chain-3 (LC3) of MAP-1B, (2) similar binding region for both proteins on the intracellular loop of the respective receptor, and (3) decreased sensitivities of both receptors to GABA when the respective protein is bound, indicates a similar function for both proteins. However, there are differences. GABA$_C$ receptors bind to the heavy chain of MAP-1B, not the light chain to which GABARAP is similar. Furthermore, whereas MAP-1B and GABA$_C$ receptors have been shown to be co-localized in the retina, especially on bipolar cell axon terminals (Hanley et al., 1999), GABARAP has been shown not to co-localize with GABA$_A$ receptors in the retina (Kneussel et al., 2000), suggesting that GABARAP is important for cellular functions other than receptor anchoring.

3.17.2. Disrupting the MAP-1B – $\rho_1$ interaction alters GABA$_C$ receptor properties

Dialyzing retinal bipolar cells with a peptide mimicking the MAP-1B binding motif, which competitively disrupts MAP-1B – $\rho_1$ binding (Figure 3.4), led to a 32 % decrease in the EC$_{50}$ of the cells GABA$_C$ receptors (Figure 3.16 B), which is sufficient to approximately double the GABA-evoked current at low GABA concentrations (section 3.13, Figure 3.15 A, B, C). At the same time, there was no change of the maximum GABA-evoked current, suggesting that binding of MAP-1B to $\rho_1$ does not alter the number of functional receptors in the plasma membrane or
their maximum open probability.

### 3.17.2.1. **Comparison to other work studying protein-protein interactions**

How do the results obtained in this chapter compare to other studies investigating the effect of interacting proteins on receptor or transporter function?

Nishimune et al. (1998) used a similar approach of dialyzing binding site peptides (10 amino acids of the AMPA receptor gluR2 subunit) into the cell via the patch pipette to disrupt the interaction of AMPA receptors with NSF (see section 1.7.1): disrupting this interaction in CA1 neurones of hippocampal slices or in cultured hippocampal neurones had profound effects on the amplitude of the current generated by the receptors, suggesting a decrease of the number of functional channels in the membrane. Thus, the interaction of NSF with the AMPA receptor seems to aid the insertion of functional receptor channels into the membrane rather than having a modulatory role on the receptor’s properties.

Similarly, Bedford et al (2000), dialysed peptides (10 amino acids of the GABA\(_A\) receptor \(\alpha_1\) subunit intracellular loop) via the whole cell patch pipette into HEK293 cells transfected with GABA\(_A\) receptors, to disrupt the interaction of the \(\alpha_1\) subunit with the interacting protein GRUB1, and altered the number of GABA receptors on the cell surface, but not receptor properties such as the EC\(_{50}\) for GABA or the single channel conductance. They concluded that GRUB1 modulates receptor insertion into the plasma membrane and not receptor properties.

As a final example Marie and Attwell (1999) investigated the interaction of the glutamate transporter GLAST and an unknown intracellular protein in salamander Müller cells. Again, the approach taken was to dialyse peptides, in this case the last 8 amino acids of the C-terminus of GLAST, into the cell via the whole cell patch pipette, on the assumption that this peptide would compete with the transporter C-terminus for binding to an interacting protein. Similar to the results obtained in this chapter, disrupting the interaction of GLAST with this hypothetical
protein increased the apparent affinity of the transporter without affecting the maximal evoked current. Thus, the unknown intracellular protein appears to modulate transporter properties, but does not seem to be involved in insertion of the transporter into the membrane or its stabilization there.

The above examples demonstrate that some interacting proteins affect receptor trafficking and insertion or stabilization of proteins in the plasma membrane, while others modulate receptor functioning, as shown in this chapter. How can a cytoskeletal interacting protein such as MAP-1B affect the GABA$_C$ receptor agonist sensitivity, considering that the agonist (e.g. GABA) binds from outside the cell. One possible mechanism is that MAP-1B could alter the energetics of the conformation changes that occur when the receptor binds GABA and opens its channel, and in this way shift the EC$_{50}$. The rate constants which may be altered to achieve this are analyzed below (section 3.17.3).

3.17.2.2. How could the $\rho_I$ – MAP1B interaction be regulated?

For the alteration of GABA$_C$ receptor EC$_{50}$ shown in Figure 3.16 to be of physiological relevance, the MAP-1B – GABA$_C$ receptor interaction would need to be modulated in vivo. Since the interaction was disrupted quite easily by dialyzing the binding-site peptide into the cell, it seems that this interaction could be modulatable on a reasonable time-scale. The intracellular loop of the GABA$_C$ receptor subunit contains several putative phosphorylation sites, and phosphorylation of any of these might influence MAP-1B binding. Two of these sites (serine residues) are of particular interest, as they are within, or flanking the MAP-1B binding site: S$^{441}$ and S$^{453}$, with S$^{441}$ being a consensus site for PKC phosphorylation. Interestingly, PKC has been shown to reduce GABA$_C$ receptor mediated currents in patch-clamped rat retinal bipolar cells (Feigenspan and Bormann, 1994b), although it is unclear from their experiments whether PKC decreases the maximum evoked current (e.g. due to receptor internalization: (Kusama et al., 1995; Filippova et al.,
or increases the EC$_{50}$. Thus, GABA$_C$ receptor functioning in retinal bipolar cells is modulatable by PKC, and this might be due, at least in part, to a modulation of MAP-1B binding.

Alternatively, the MAP-1B – GABA$_C$ receptor interaction could be modulated by phosphorylation of MAP-1B, which contains several consensus sites for phosphorylation by different kinases. Some of these phosphorylation sites, such as PKC and PKA sites (Kennelly and Krebs, 1991), are located within the binding domain for $\rho_1$ (amino acids 460-565 of MAP-1B (Hanley et al., 1999)), and phosphorylation at any of these sites might modulate the interaction with $\rho_1$.

3.17.3. Estimating the effect of increasing the EC$_{50}$ on the IPSC duration

The above data show that MAP-1B binding increases the GABA$_C$ receptors’ EC$_{50}$ for GABA. But what is the physiological relevance of this EC$_{50}$ change - how would a change in agonist EC$_{50}$ affect the duration of the inhibitory post-synaptic current?

As outlined in Chapter 1, neurotransmitter gets released during synaptic transmission from the presynaptic terminal, diffuses across the synaptic cleft and binds to post-synaptic receptors. These open their channels in response to agonist binding and conduct ions. The time course of the postsynaptic current depends on (a) the receptor channel kinetics and (b) the time course of the transmitter concentration in the synaptic cleft. Lowering the EC$_{50}$ of the GABA$_C$ receptors, e.g. when MAP-1B unbinds from the receptor, is expected to increase the duration of the synaptic current (IPSC) in the following circumstances. First, if after the peak of the IPSC the extracellular GABA concentration falls slowly compared to the receptor and channel gating kinetics, then if the EC$_{50}$ is lower the GABA concentration will have to fall to a lower level before the receptors can deactivate, which will take longer. Alternatively, if the GABA concentration falls to zero rapidly (compared with the
GABA unbinding and channel gating kinetics, then a lower EC$_{50}$ is predicted to prolong the IPSC decay provided that the effect of MAP-1B on the EC$_{50}$ is mediated by an alteration of the rate constant for GABA unbinding ($k_2$) or for channel opening ($\beta$) or channel closing ($\alpha$). However, there will be no effect on the IPSC decay if the EC$_{50}$ is lowered by increasing the GABA binding rate ($k_1$) (Jones et al., 1998). To illustrate quantitatively the latter situation (rapid fall of [GABA]$_o$), I calculated how a change of EC$_{50}$ (produced by a change in either of the rate constants $k_2$, $\beta$ or $\alpha$) would affect the time course of the IPSC.

The first step in this analysis was to determine the change of rate constant needed to produce the observed change of EC$_{50}$. A recent paper (Chang and Weiss, 1999) describes experiments investigating the binding and gating properties of GABA$_C$ receptors expressed in Xenopus oocytes (homomeric human $\rho_1$). The authors proposed a kinetic scheme for the GABA$_C$ receptor in which there are five GABA binding sites, but channel opening occurs when three GABA molecules are bound.

\[ \begin{align*}
R & \xleftrightarrow[5k_1]{k_2} AR & \xleftrightarrow[4k_1]{2k_2} A_2R & \xleftrightarrow[3k_1]{3k_2} A_3R & \xleftrightarrow[\beta]{\alpha} A_3R^* \\
\text{binding} & & & & \text{gating}
\end{align*} \]

A - agonist  
R - receptor, closed channel  
R* - receptor, open channel  
k$_1$ - binding rate constant  
k$_2$ - unbinding rate constant  
$\alpha$ - closing rate constant  
$\beta$ - opening rate constant

Chang and Weiss determined the rate constants for such a kinetic scheme from their experimental data, which I will use for the calculations below.

To work out by how much the rate constants need to change to produce the observed change in EC$_{50}$ (when MAP-1B binding is altered), one needs to analyze
the full reaction scheme to work out the EC$_{50}$. The fraction of receptors in each state will be abbreviated as:

- $A_3R^*$ $\rightarrow$ $x$ (fraction of receptors in state $A_3R^*$ - channel open)
- $A_3R$ $\rightarrow$ $y$ (fraction of receptors in state $A_3R$)
- $A_3R$ $\rightarrow$ $z$ (fraction of receptors in state $A_3R$)
- $AR$ $\rightarrow$ $w$ (fraction of receptors in state $AR$)
- $R$ $\rightarrow$ $1-x-y-z-w$ (fraction of receptors in state $R$ - no GABA bound)

In equilibrium:

(a) $\beta \cdot y = \alpha \cdot x$
(b) $3 \cdot k_1 \cdot A \cdot z = 3 \cdot k_2 \cdot y$
(c) $4 \cdot k_1 \cdot A \cdot w = 2 \cdot k_2 \cdot z$
(d) $5 \cdot k_1 \cdot A \cdot (1 - x - y - z - w) = k_2 \cdot w$

with (a), (b) and (c) put into (d):

$$x = \frac{1}{1 + \frac{\alpha}{\beta} + \frac{\alpha}{\beta} \cdot \frac{k_2}{k_1 \cdot A} + \frac{1}{2} \cdot \frac{\alpha}{\beta} \left( \frac{k_2}{k_1 \cdot A} \right)^2 + \frac{1}{10} \cdot \frac{\alpha}{\beta} \left( \frac{k_2}{k_1 \cdot A} \right)^3} \quad (3.4)$$

The maximum channel opening is produced when the GABA concentration is saturating, i.e. $A \rightarrow \infty$. Then the maximum open probability is:

$$x_{\text{max}} = \frac{1}{1 + \frac{\alpha}{\beta}} \quad (3.5)$$

At the EC$_{50}$ ($A=A_{1/2}$) the fraction of open channels ($x$) is $x_{\text{max}}/2$, so

$$1 + \frac{\alpha}{\beta} = \frac{\alpha}{\beta} \cdot \frac{k_2}{k_1 \cdot A_{1/2}} + \frac{1}{2} \cdot \frac{\alpha}{\beta} \left( \frac{k_2}{k_1 \cdot A_{1/2}} \right)^2 + \frac{1}{10} \cdot \frac{\alpha}{\beta} \left( \frac{k_2}{k_1 \cdot A_{1/2}} \right)^3 \quad (3.6)$$

With the rate constants obtained by Chang and Weiss:
\[ k_1 = 0.96 \cdot 10^5 / \text{Ms} \]
\[ k_2 = 0.18 / \text{s} \]
\[ \alpha = 0.31 / \text{s} \]
\[ \beta = 3.6 / \text{s} \]
solving equation 3.6 iteratively gives \( A_{1/2} = 0.562 \ \mu \text{M} \), which is similar to the 0.6 \mu M predicted and observed by Chang and Weiss.

The data in Figure 3.16 B show that disrupting the MAP-1B - \( \rho_1 \) interaction decreases the EC\(_{50}\) to around 68%. That means that binding of MAP-1B increases the EC\(_{50}\) of the receptor by 47% (\( 1/0.68 = 1.47 \)), i.e. from 0.526 to 0.826 \mu M (assuming that MAP-1B is not binding in the oocytes used by Chang & Weiss (1999)). This change of EC\(_{50}\) (\( A_{1/2} \)) could be produced by the following changes in the rate constants.

(I) **Changing \( k_1 \):** equation 3.6 shows that \( k_1 \) is reciprocally proportional to \( A_{1/2} \), so if

\[
\begin{align*}
\text{k}_1 \text{ changes from} & \quad 0.96 \cdot 10^5 \quad \text{to} \quad 0.65 \cdot 10^5 / \text{Ms} \\
A_{1/2} \text{ changes from} & \quad 0.562 \quad \text{to} \quad 0.826 \ \mu \text{M}
\end{align*}
\]

(II) **Changing \( k_2 \):** equation 3.6 shows that \( k_2 \) is directly proportional to \( A_{1/2} \), so if

\[
\begin{align*}
\text{k}_2 \text{ changes from} & \quad 0.18 \quad \text{to} \quad 0.265 / \text{s} \\
A_{1/2} \text{ changes from} & \quad 0.562 \quad \text{to} \quad 0.826 \ \mu \text{M}
\end{align*}
\]

(III) **Changing \( \alpha \):** solving equation 3.6 for \( \alpha \) shows that if

\[
\begin{align*}
\alpha \text{ changes from} & \quad 0.31 \quad \text{to} \quad 0.718 / \text{s} \\
A_{1/2} \text{ changes from} & \quad 0.562 \quad \text{to} \quad 0.826 \ \mu \text{M}
\end{align*}
\]

(IV) **Changing \( \beta \):** solving equation 3.6 for \( \beta \) shows that if

\[
\begin{align*}
\beta \text{ changes from} & \quad 3.6 \quad \text{to} \quad 1.555 / \text{s} \\
A_{1/2} \text{ changes from} & \quad 0.562 \quad \text{to} \quad 0.826 \ \mu \text{M}
\end{align*}
\]
The 47% increase in EC$_{50}$ that occurs when MAP-1B binds to the GABA$_C$ receptor could be produced by MAP-1B changing any of the four rate constants to the extent just described. But how does changing the GABA$_C$ receptor rate constants affect the time course of the IPSC? When the extracellular GABA concentration drops rapidly to zero after GABA has been present for some time, the kinetic scheme above simplifies to:

\[ \begin{align*}
    &A_2R & \overset{k_2}{\rightleftharpoons} & A_3R & \overset{\beta}{\rightarrow} & A_3R^* \\
    \end{align*} \]

since there is no rebinding of GABA when [GABA] = A = 0. The fraction of receptors in each state will now be abbreviated as:

- $A_3R^*$ - $x$ (fraction of receptors in state $A_3R^*$ - channel open)
- $A_3R$ - $y$ (fraction of receptors in state $A_3R$)
- $A_2R$ - $1-x-y$ (fraction of receptors in state $A_2R$)

Ions can only permeate when the GABA$_C$ receptor channels are open, i.e. in state $A_3R^*$. So in order to understand how the time-course of the IPSC is altered by changes in channel kinetics, we need to consider how the fraction of open channels ($x$) change with time.

Initially at $t=0$:

\[ \beta \cdot y_0 = \alpha \cdot x_0 \]  \hspace{1cm} (3.7)

Generally:

\[ \frac{dx}{dt} = \beta \cdot y - \alpha \cdot x \]  \hspace{1cm} (3.8)

and

\[ \frac{dy}{dt} = \alpha \cdot x - \beta \cdot y - 3 \cdot k_2 \cdot y \]  \hspace{1cm} (3.9)

Differentiating equation 3.8 gives:
\[
\frac{d^2x}{dt^2} = \beta \cdot \frac{dy}{dt} - \alpha \cdot \frac{dx}{dt}
\]

merging 3.8 and 3.9 into 3.10 gives:

\[
\frac{d^2x}{dt^2} + \frac{dx}{dt} \left( \beta + \alpha + 3 \cdot k_2 \right) + 3 \cdot k_2 \cdot \alpha \cdot x = 0
\] (3.11)

Equation 3.11 has the solution:

\[
x(t) = x_1 \cdot e^{-\lambda_1 t} + x_2 \cdot e^{-\lambda_2 t}
\] (3.12)

where

\[
\lambda_{1/2} = \frac{\beta + \alpha + 3 \cdot k_2}{2} \pm \sqrt{\left( \frac{\beta + \alpha + 3 \cdot k_2}{2} \right)^2 - 3 \cdot k_2 \cdot \alpha}
\] (3.13)

and \(x_1\) and \(x_2\) are the constants set by the initial conditions.

Using the values for the rate constants from Chang & Weiss (see above) gives:

\[
\lambda_1 = 4.412 /s
\]

\[
\lambda_2 = 0.038 /s
\]

That means that the fraction of open channels \((x)\) decays with two exponential components - one fast \((\lambda_1)\) and one slow \((\lambda_2)\) one. To obtain the values of \(x_1\) and \(x_2\) I proceed as follows. Rearranging equation 3.8 to:

\[
y = \frac{1}{\beta} \cdot \frac{dx}{dt} + \frac{\alpha}{\beta} \cdot x
\] (3.14)

and substituting \(x\) and \(dx/dt\) from equation 3.12 and its derivative gives:

\[
y(t) = x_1 \cdot e^{-\lambda_1 t} \cdot \frac{\alpha - \lambda_1}{\beta} + x_2 \cdot e^{-\lambda_2 t} \cdot \frac{\alpha - \lambda_2}{\beta}
\] (3.15)

At \(t = 0\) (when the GABA concentration jumps to zero) equation 3.12 gives:
\[ x(0) = x_1 + x_2 \] \hspace{1cm} (3.16)

and equation 3.15 gives:

\[ y(0) = x_1 \cdot \left( \frac{a - \lambda_1}{\beta} \right) + x_2 \cdot \left( \frac{a - \lambda_2}{\beta} \right) \] \hspace{1cm} (3.17)

Rearranging equation 3.7 gives:

\[ y(0) = \frac{a}{\beta} \cdot x(0). \] \hspace{1cm} (3.18)

From (3.17) and (3.18), eliminating \( y(0) \) gives:

\[ x_1 = -\frac{\lambda_2}{\lambda_1} \cdot x_2. \] \hspace{1cm} (3.19)

Merging equation 3.19 with equation 3.12 gives:

\[ x(t) = x_2 \cdot e^{\lambda_2 \cdot t} \cdot \left( 1 - \frac{\lambda_2}{\lambda_1} \cdot e^{(-\lambda_1 + \lambda_2) \cdot t} \right) \] \hspace{1cm} (3.20)

With \( \lambda_1 = 4.412 /s \) and \( \lambda_2 = 0.038 /s \) (from equation 3.13) the second component in brackets is very small (tiny amplitude and fast decay) and equation 3.20 reduces thus to:

\[ x(t) = x_2 \cdot e^{-\lambda_2 \cdot t} \] \hspace{1cm} (3.21)

The fraction of open channels \( x_1 \), and the IPSC, therefore decays with a time constant of

\[ \tau_{\text{decay}} = \frac{1}{\lambda_2} \] \hspace{1cm} (3.22)

where \( \lambda_2 \) is given by equation 3.13. Using equations 3.13 and 3.22 one can now calculate the time constant of the IPSC when either of the rate constants is altered to
produce the increase of EC$_{50}$ which is produced by MAP-1B binding. The results of these calculations are summarized in this table:

<table>
<thead>
<tr>
<th>$\tau_{\text{decay}}$</th>
<th>$k_1$ (/Ms)</th>
<th>$k_2$ (/s)</th>
<th>$\alpha$ (/s)</th>
<th>$\beta$ (/s)</th>
<th>$A_{1/2}$ (µM)</th>
<th>$\lambda_2$ (/s)</th>
<th>$\tau_{\text{decay}}$ (s)</th>
<th>% change of $\tau$ when MAP-1B unbinds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control (MAP-1B not bound)</td>
<td>96000</td>
<td>0.18</td>
<td>0.31</td>
<td>3.6</td>
<td>0.562</td>
<td>0.038</td>
<td>26.4</td>
<td></td>
</tr>
<tr>
<td>Changing $k_1$</td>
<td>65000</td>
<td>0.18</td>
<td>0.31</td>
<td>3.6</td>
<td>0.826</td>
<td>0.038</td>
<td>26.4</td>
<td>0</td>
</tr>
<tr>
<td>Changing $k_2$</td>
<td>96000</td>
<td>0.265</td>
<td>0.31</td>
<td>3.6</td>
<td>0.826</td>
<td>0.053</td>
<td>18.9</td>
<td>40% up</td>
</tr>
<tr>
<td>Changing $\alpha$</td>
<td>96000</td>
<td>0.18</td>
<td>0.718</td>
<td>3.6</td>
<td>0.826</td>
<td>0.081</td>
<td>12.3</td>
<td>114% up</td>
</tr>
<tr>
<td>Changing $\beta$</td>
<td>96000</td>
<td>0.18</td>
<td>0.31</td>
<td>1.555</td>
<td>0.826</td>
<td>0.072</td>
<td>13.9</td>
<td>89% up</td>
</tr>
</tbody>
</table>

Table 3.1: Predictions of the IPSC time course

As expected, changing the binding rate ($k_1$) does not affect the IPSC time course when GABA concentration drops rapidly compared to the channel kinetics, because if [GABA]$_0$ has fallen to zero there can be no binding of GABA. However, producing the observed 32% decrease in EC$_{50}$ (when MAP-1B unbinds from the GABA$_C$ receptor) by either decreasing the unbinding rate ($k_2$), increasing the channel opening rate ($\beta$) or decreasing the channel closing rate ($\alpha$) leads to the IPSC decay time constant being increased by 40, 89 or 114%, respectively. The prolongation of deactivation, and hence of the IPSC, by changes in any of the rate constants are shown in Figure 3.20. These predicted changes in the GABA$_C$ receptor mediated IPSC time course are likely to have profound effects on retinal signal processing, as discussed in more detail in Section 3.17.4.
Figure 3.20: Estimating the effect of increasing the EC$_{50}$ on the IPSC duration

(A) Schematic drawing of a GABAergic synapse. GABA$_C$ receptors, which are located in the postsynaptic membrane, interact with the microtubule associated protein MAP-1B, which binds to microtubules and actin. GABA$_C$ receptors also interact with the glycine transporter GLYT-1E/F. When GABA$_C$ receptors open they conduct anions, such as chloride. In this example (model, no real data) GABA evokes an inward current, which is predicted to decay (deactivate) with a time constant of 26.4 seconds when GABA is removed (the time constant is calculated with equation 3.13 and 3.22, as described in the text and table 3.1).

(B) Same as in A, but with MAP-1B unbound from the GABA$_C$ receptor. The observed decrease in EC$_{50}$ when the GABA$_C$ receptor – MAP-1B interaction is disrupted could be due to a change in either of the rate constants, as explained in the text. A change of k2, alpha or beta is predicted to speed up the deactivation time constant (see text and table 3.1 for calculations and explanations). Control is with no rate constant changed (same as in (A) when MAP-1B is bound), k2 is the unbinding rate constant, alpha is the closing rate constant and beta is the opening rate constant. The lines are single exponentials with time constants of 26.4 seconds (control), 18.9 seconds (k2 changed), 12.3 seconds (alpha changed) and 13.9 seconds (beta changed).
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It is not clear which of the four rate constants is in fact affected by MAP-IB binding. To try to determine this, I used equation 3.5 to calculate the expected changes in the maximum evoked current when each of the rate constants is changed as described above. The results are summarized in this table:

<table>
<thead>
<tr>
<th>$I_{\text{max}}$</th>
<th>$k_1$ (/Ms)</th>
<th>$k_2$ (/s)</th>
<th>$\alpha$ (/s)</th>
<th>$\beta$ (/s)</th>
<th>$A_{1/2}$ (uM)</th>
<th>$I_{\text{max}}$</th>
<th>% change of $\tau$ when MAP-IB unbinds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control (MAP-IB not bound)</td>
<td>96000</td>
<td>0.18</td>
<td>0.31</td>
<td>3.6</td>
<td>0.562</td>
<td><strong>0.921</strong></td>
<td></td>
</tr>
<tr>
<td>Changing $k_1$</td>
<td><strong>65000</strong></td>
<td>0.18</td>
<td>0.31</td>
<td>3.6</td>
<td>0.826</td>
<td><strong>0.921</strong></td>
<td>0</td>
</tr>
<tr>
<td>Changing $k_2$</td>
<td>96000</td>
<td><strong>0.265</strong></td>
<td>0.31</td>
<td>3.6</td>
<td>0.826</td>
<td><strong>0.921</strong></td>
<td>0</td>
</tr>
<tr>
<td>Changing $\alpha$</td>
<td>96000</td>
<td>0.18</td>
<td><strong>0.718</strong></td>
<td>3.6</td>
<td>0.826</td>
<td><strong>0.834</strong></td>
<td>10.4% up</td>
</tr>
<tr>
<td>Changing $\beta$</td>
<td>96000</td>
<td>0.18</td>
<td>0.31</td>
<td><strong>1.555</strong></td>
<td>0.826</td>
<td><strong>0.834</strong></td>
<td>10.4% up</td>
</tr>
</tbody>
</table>

Table 3.2: Calculation of $I_{\text{max}}$

Whereas changing $k_1$ or $k_2$ does not affect $I_{\text{max}}$, decreasing the closing rate ($\alpha$) or increasing the opening rate ($\beta$) when MAP-IB unbinds from the receptor increases the $I_{\text{max}}$ by around 10%. This change of $I_{\text{max}}$ is small and might not have been detected in my recordings. It is therefore not possible to use measurements of $I_{\text{max}}$ to determine which rate constant MAP-IB alters to produce the shift in $EC_{50}$. 
**Figure 3.21: Wiring diagram showing the role of GABA<sub>C</sub> receptors in the retina**

Photoreceptor layer is at the top, ganglion cell layer (GCL) is at the bottom. Synapses from the photoreceptors and bipolar cells release glutamate as a transmitter. Horizontal cells, interplexiform cells and Müller cells are not shown in this diagram.

ONL = outer nuclear layer  
OPL = outer plexiform layer  
INL = inner nuclear layer  
IPL = inner plexiform layer  
a, b = sublamina in IPL

Inset shows a cartoon of a reciprocal synapse formed between bipolar cells and amacrine cells in the inner plexiform layer. GABA<sub>C</sub> receptors are located on the bipolar cell terminal where they mediate negative feedback inhibition when bipolar cells excite A17 or AII amacrine cells. AII amacrine cells also send gap junctional synapses (black vertical bar in main picture) to cone bipolar cells.
3.17.4. Physiological relevance of the MAP-1B – $\rho_1$ interaction in the retina

As shown in Figure 3.21, and described in section 1.8, bipolar cells transmit information from the outer to the inner retina, where they release glutamate onto ganglion and amacrine cells. Glutamate release is modulated by the activity of GABAergic synapses from amacrine cells to the bipolar cell synaptic terminal, where GABA acts on GABA$_A$ and GABA$_C$ receptors. The contribution of GABA$_C$ receptors, which desensitize much less than GABA$_A$ receptors, is particularly important because of the long graded depolarizations occurring in retinal cells and the fact that in the retina low levels of GABA are likely to be present at all times, since they desensitize much less than GABA$_A$ receptors. Decreasing the EC$_{50}$ of GABA$_C$ receptors by 32% (by unbinding of MAP-1B) roughly doubles the current that these receptors carry at low GABA concentrations (see section 3.13), which will increase tonic inhibition of glutamate release from the bipolar cell axon terminal, decrease ganglion cell firing and thus affect the output of the retina. Temporal aspects of the alteration by MAP-1B of GABA$_C$ inhibition are considered below.

MAP-1B may affect not only the GABA$_C$ receptor sensitivity, but also the anchoring and localization of GABA$_C$ receptors in the plasma membrane. Although both GABA$_A$ and GABA$_C$ receptor mediated currents can be recorded from one cell (Figures 3.8, 3.12), immunohistochemistry and immuno-gold labelling showed no co-localization of GABA$_A$ and GABA$_C$ receptors (see section 1.4), suggesting that the two receptor types do (a) not co-assemble in these cells (but see (Qian and Ripps, 1999; Pan et al., 2000) for co-assembly of GABA$_A$ and GABA$_C$ subunits co-expressed in oocytes), and (b) are present at different synapses in the cell (Koulen et al., 1998a). Since GABA$_A$ and GABA$_C$ receptors mediate currents of very different kinetics (see section 1.4), the presence of both receptor types in one axon terminal suggests that the time course of the GABAergic inhibition received from amacrine
cells, and thus the cell’s membrane potential and the time course of glutamate release onto ganglion and amacrine cells, will depend strongly on the relative contribution of GABA_A and GABA_C receptor mediated currents in the terminal (Shields et al., 2000). Disrupting the MAP-1B – GABA_C receptor interaction could shift the ratio of the GABA_A : GABA_C receptor mediated currents in the cell and thus influence the kinetics of the cell’s glutamate release by (a) causing the GABA_C receptors to move to a more extrasynaptic location, and (b) changing the duration of the GABA_C receptor mediated IPSC.

When bipolar cells are depolarized, they release glutamate onto postsynaptic cells; in turn they receive GABAergic input from the amacrine cells they just excited (Figure 3.21, inset), which shortens their synaptic output. It has been shown that this feedback inhibition increases the dynamic range of the bipolar cell (Euler and Masland, 2000) and produces temporal and spatial shaping of the visual signal, making signals more transient and enhancing edge detection (Dong and Werblin, 1998; Jacobs and Werblin, 1998; Roska et al., 2000). All of these studies emphasize the importance of GABA_C receptors located on bipolar cells in this feedback loop, which produce long lasting IPSCs in bipolar cells when amacrine cells release GABA (Lukasiewicz and Shields, 1998; Shields et al., 2000). A prolongation of the IPSC, as expected when the EC_{50} for GABA is lowered if MAP-1B unbinds from the receptor, see section 3.17.3), would be expected to alter the spatio-temporal filtering mediated by this feedback synapse.

Interestingly, a novel mechanism in retinal processing has been described in mammals recently (Roska and Werblin, 2001), which the authors coined “vertical inhibition”, by analogy with the well described “lateral inhibition” which occurs in the OPL by means of inhibitory horizontal cells. Vertical inhibition takes place in the IPL, and GABA_C receptors located on bipolar cells play a crucial role in this mechanism. From the branching pattern and stratification level of the bipolar cell axon terminals and ganglion cell dendrites, one can distinguish ten different layers
(strata) within the IPL (Euler and Wassle, 1995). The processes of inhibitory amacrine cells are ideally positioned to carry information and mediate vertical inhibition between these strata. Roska & Werbin (2001) showed that the different strata receive unique and distinct excitatory and inhibitory inputs, which are integrated to form at least ten different, parallel space-time spiking outputs from the different ganglion cell types. As a result, the information about the visual signal is transmitted to higher centres in a set of parallel channels. This division into strata was shown to be mediated by GABA_C receptors – for example, blocking GABA_C receptors transformed the response to light in a class of ON ganglion cell to show an additional OFF response when the light was turned off. Any change in GABA_C receptor properties, e.g. modulation of their GABA sensitivity by interaction with MAP-1B, would thus be expected to interfere with the mechanism of vertical inhibition, altering the ganglion cell output and changing the way visual signals are transmitted to higher centres.

3.17.4.1. Properties of GABA_C receptor knock-out and MAP-1B knock-out mice

Knock-out mice can yield valuable information about the functional importance of the knocked-out protein, but since this protein is absent all through the development of the animal, one has also to be aware that other proteins can and probably will be up- or down-regulated in response to the knock-out. It is nevertheless of interest to study the phenotype and physiology of these mice to try to gain further insight into the functional role of the protein. Of most interest for the project described in this chapter are mice lacking GABA_C receptors and mice lacking MAP-1B, so I will briefly describe the results obtained on these mice by others.

One group has generated a GABA_C receptor ρ1 knock-out mouse (Miller et al., 2000). The mice had a normal phenotype. Preliminary experiments recording electroretinograms (ERGs) from these mice revealed subtle abnormalities in the knock-out mice, e.g. an increase in the number and amplitude of the oscillatory
potentials preceding the b-wave, suggesting that GABA<sub>C</sub> receptors play a role in the retinal circuitry that mediates these oscillations. However, these data were only preliminary, and one awaits a more thorough characterization of these mice.

Several groups have generated MAP-1B knock-out mice (Edelmann et al., 1996; Takei et al., 1997; Takei et al., 2000), but their results are contradictory, and might be explained by the different gene disruption strategies the groups employed. Edelmann et al (1996) did not delete the entire MAP-1B gene, but disrupted it in a position corresponding to amino acid 571, that is just before the putative microtubule binding region, which should theoretically result in a truncated version of MAP-1B, i.e. the first 571 amino acids of MAP-1B, being synthesized (the authors claim not to detect this truncated polypeptide, but see Takei et al (1997) for discussion on this issue). The homozygotes of these “MAP1B571” mice died during embryogenesis, whereas the heterozygotes survived, but displayed severe phenotypic abnormalities, such as slower growth rates, motor system defects and loss of visual acuity. Furthermore, histological analysis of the heterozygote animals revealed abnormalities most notably in the cerebellum and the retina. Takei and co-workers generated two different mouse strains – one disrupting the entire gene for MAP-1B (resulting theoretically in expression of only 11 amino acids of MAP-1B), known as the “R21” mouse (Takei et al., 1997), and another one with a double mutation lacking another microtubule associated protein, tau, as well as MAP-1B (Takei et al., 2000). In contrast to Edelmann’s MAP1B571 mouse, the homozygotes of the R21 mouse survived to adulthood and showed only slight decreases in brain weight and delayed nervous system development. Moreover, the R21 heterozygotes did not show any abnormalities in their development or behaviour. However, the presence of tau might have compensated for the loss of MAP-1B in the R21 mice, and the properties of the double-knock out mice, lacking both MAP-1B and tau, indicated that these two proteins act in a synergistic fashion. These mice survived to adulthood, but with increased incidents of postnatal death, and displayed most
notably defects in axonal elongation and neuronal migration. Unfortunately, the authors have not investigated any possible changes of visual function or retinal morphology.

In terms of my project, the defects in retinal morphology and the loss of visual acuity of the MAP1B571 mice described by Edelmann et al (1996) are of most interest and support a role of MAP-1B in retinal physiology, possibly involving the interaction with GABA<sub>C</sub> receptors.

3.17.5. Interaction of the glycine transporter GLYT-1E/F and the GABA<sub>C</sub> receptor ρ<sub>1</sub> subunit

The MAP-1B binding site peptide did not compete for binding of ρ<sub>1</sub> to the C-terminal tail of the glycine transporter GLYT-1E/F (Figure 3.18 A), and none of the MAP-1B binding site mutants in ρ<sub>1</sub><sup>mc</sup> affected binding to GST-GLYT1-E/F (Figure 3.18 B), indicating that the transporter binds to a region on ρ<sub>1</sub> distinct from the MAP-1B binding site (Figure 3.22). This suggests that MAP1B and GLYT-1E/F may be able to interact with ρ<sub>1</sub> simultaneously, perhaps allowing ρ<sub>1</sub> and GLYT-1E/F to be anchored to the cytoskeleton as a complex. The location of GLYT-1E/F in the retina has not yet been determined: previous studies of glycine transporter location have used antibodies raised against transporter C and N termini which are not present in GLYT-1E/F. Because some bipolar cells accumulate glycine, but not via GLYT-1A or -1B (Pow and Hendrickson, 1999), it is possible that GLYT-1E/F is colocalized in bipolar cell synaptic terminals with ρ<sub>1</sub> subunits. Application of glycine had no effect on GABA<sub>C</sub> receptor-mediated currents (Figure 3.19), implying that if GLYT-1E/F transporters are present, their linkage to ρ<sub>1</sub> subunits does not result in transporter activity modulating GABA<sub>C</sub> receptor properties. It also shows that the potentiation of homomeric ρ<sub>1</sub> receptor activity by glycine seen in oocyte expression experiments (Calvo and Miledi, 1995) does not occur for the rat bipolar cell GABA<sub>C</sub> receptors, which are most likely heteromeric receptors containing the rat ρ<sub>1</sub> and ρ<sub>2</sub> subunits.
have been unable to test whether activation of GABA$_C$ receptors modulates glycine uptake into bipolar cells, because the glycine uptake present in these cells is too small to generate a detectable transporter current.
Figure 3.22: Schematic diagram of $\rho_1$ and its interacting proteins

The large intracellular loop of the GABA$_C$ receptor subunit could interact with the glycine transporter GLYT-1E/F and possibly simultaneously with MAP-1B, which is linked to the cytoskeleton via actin and microtubules.
CHAPTER 4

Control of $[Cl^-]_i$ and GABA response polarity in retinal ON bipolar cells

4.1 Introduction

The two classes of retinal bipolar cell, the ON and OFF cells, are depolarized and hyperpolarized respectively when photoreceptors in the centre of their receptive field absorb light (see section 1.8). Bipolar cells also receive lateral inhibition at their dendrites: light falling in the bipolar cell receptive field surround hyperpolarizes horizontal cells, decreasing release of their transmitter GABA, and thus hyperpolarizing ON bipolars and depolarizing OFF bipolars. Lateral inhibition plays an important role in early visual processing by removing low spatial frequencies from the visual signal, thereby enhancing the detection of edges and spots (Kuffler, 1953; Marr and Hildreth, 1980; Roska et al., 2000). It is mediated in part by a feedback synapse to photoreceptors, and in part by a feedforward signal from horizontal cells to bipolar cells, which may employ GABA release by reversed uptake as a release mechanism (Schwartz, 1982; Kondo and Toyoda, 1983; Yang and Wu, 1991; Vardi and Sterling, 1994). In addition, both ON and OFF bipolars are hyperpolarized at their synaptic terminals by GABA released from amacrine cells (see Figure 3.21 for a wiring diagram of the retina). This generates transience in the bipolar cell response, with temporal tuning characteristics that depend on the mix of $\text{GABA}_A$ and $\text{GABA}_C$ receptors expressed (Kondo and Toyoda, 1983; Tachibana and Kaneko, 1987; Euler and Wassle, 1998; Lukasiewicz and Shields, 1998; Euler and Masland, 2000; Roska et al., 2000; Shields et al., 2000).

For the feedforward signal at the dendrites to generate an antagonistic surround (i.e. hyperpolarizing in ON bipolar cells and depolarizing in OFF bipolar
cells) when GABA release from horizontal cells is decreased by light, the reversal potential of GABA-gated Cl⁻ channels must be more positive than the resting potential in ON cells and more negative in OFF cells. However, for GABA released from amacrine cells to hyperpolarize bipolar cells, the reversal potential of GABA-gated Cl⁻ channels must be more negative than the resting potential. Thus, for ON bipolar cells, there should be a gradient of intracellular chloride concentration, [Cl⁻]i, along the bipolar cell, being higher in the dendrites and lower in the synaptic terminals. The observed distribution of chloride transporters in bipolar cells is consistent with this prediction. Two transporters contributing to the regulation of [Cl⁻]i in neurones are a Na-K-2Cl co-transporter (NKCC-1) which normally accumulates chloride, and a K-Cl co-transporter (KCC-2) that normally extrudes Cl⁻ (Delpire, 2000). NKCC-1 is expressed in ON bipolar dendrites where [Cl⁻]i is expected to be high, while KCC-2 is expressed in OFF bipolar dendrites and ON and OFF synaptic terminals where [Cl⁻]i is expected to be low (Vardi et al., 2000a; Vu et al., 2000).

This chapter describes experiments to test the functional significance of this apparent congruence between transporter location and the [Cl⁻]i needed for GABAergic modulation of bipolar cell voltage. I examined how [Cl⁻]i varies along the ON bipolar cell, using the response to local application of GABA (puffed on) to measure the reversal potential of the GABA-evoked current (ECl) and thus (via the Nernst equation below, equation 4.1) the value of [Cl⁻]i (a possible contribution of bicarbonate to the reversal potential is considered in section 4.8). In addition I examined how [Cl⁻]i is affected by the extracellular potassium concentration which is known to change during illumination (Steinberg et al., 1980), and by the membrane potential of the bipolar cell.
Figure 4.1: Identification of ON bipolar cells

Pictures of two ON bipolar cells in a retinal slice, filled with Lucifer Yellow via the whole-cell patch-pipette. The picture in (A) shows the transmitted light image (see also picture 3.11) merged with the fluorescence image taken with a CCD camera. The pictures in (B) shows the same cells as in (A) imaged with a confocal microscope. ON bipolar cells have their soma in the outermost part of the inner nuclear layer (INL), their dendrites branch in the outer plexiform layer (OPL), their axon spans the entire inner plexiform layer (IPL) before terminating as a large, bulbous axon-terminal in the inner part of the IPL. The cell on the left is a rod ON bipolar cell, whereas the cell on the right is a cone ON bipolar cell type 8 or 9 (Euler and Wassle, 1995; Euler et al., 1996; Hartveit, 1997; Euler and Wassle, 1998).
4.2 Identification of bipolar cells

After recording GABA-evoked currents using the perforated patch technique (as described below) to avoid altering the intracellular chloride concentration, I then went to whole-cell mode and filled the recorded bipolar cells with Lucifer yellow to identify the type of bipolar cell. Figure 4.1 shows that I was able to select ON bipolar cells, defined by the position of their soma being close against the outer plexiform layer, into which their dendrites run, and by the fact that their axon terminated in the ON lamina of the inner plexiform layer close to the ganglion cells (see section 1.8). Comparing the morphology of the two filled cells in Figure 4.1 (which were typical of all the cells I filled), with the catalogue of different bipolar cell classes in rat retina (Euler and Wassle, 1995; Euler et al., 1996; Hartveit, 1997; Euler and Wassle, 1998), reveals that the bipolar cells I recorded from were either ON rod bipolars or class 8 or 9 ON cone bipolars. I was not confident that I could distinguish these 3 different types of ON bipolar cell (for example, although the left cell in Figure 4.1 looks like a rod ON bipolar and the right cell looks like a class 8 or 9 cone ON bipolar, if the right cell happened to lose part of its synaptic terminal during the retinal slicing procedure it would be identified falsely as a rod ON bipolar). Since both rod and cone ON bipolars are predicted to have the same non-uniformity of [Cl] based on their transporter distribution, and since all of the cells I recorded gave similar results, I pooled all my data from ON bipolars.

4.3 GABA activates a current at the dendrites and at the synaptic terminals of ON bipolar cells

As described in chapter 2, I studied GABA-evoked currents using the perforated patch clamp technique, employing gramicidin as the perforant. Gramicidin forms cation channels in the membrane under the electrode, but does not alter the
intracellular chloride concentration (Ebihara et al., 1995; Kyrozis and Reichling, 1995; Akaike, 1996). When recording responses to GABA, synaptic transmission was blocked by replacing calcium with magnesium (Table 2 solution B or C), adding 5 mM Na$_2$EGTA to chelate trace calcium, and adding 20 μM NBQX and 50 μM AP-5 to block ionotropic glutamate receptors. I did not use the glutamate analogue aminophosphorobutyrate (APB) to block the mGluR6 metabotropic glutamate receptors on ON bipolar cells (Neal et al., 1981; Tian and Slaughter, 1994), because APB has been reported to activate a chloride flux through glycine-gated channels in retinal ganglion cells (Chiba and Saito, 1994) and might do the same in bipolar cells, perturbing the normal [Cl$^-$]. To obtain GABA responses, 100 μM GABA was pressure applied (puffed) from a pipette (Figure 4.2). The flow rate of the external solution was around 5 ml/min, and the flow was oriented across the retinal slice, parallel to the plexiform layers, so that GABA puffed onto the OPL would not be swept over the IPL and vice versa. The GABA puffs were only 100 ms in duration to restrict the time of ejection and minimize the chance of GABA diffusing laterally far from the site of ejection. For a diffusion coefficient of D = 7.5 x 10$^{-10}$ m$^2$/s, as measured for glutamate (Barbour, 2001), the distance, x, which GABA will diffuse laterally in the time t = 100 ms is given by x = $\sqrt{2\cdot D\cdot t} = 12$ μm. Proof of the spatially restricted flow pattern was obtained from the observation that in some cells no response was obtained when GABA was puffed onto the inner plexiform layer (IPL) because the axon and synaptic terminals had been cut in the slicing procedure, despite the occurrence of a robust response when GABA was puffed onto the outer plexiform layer (OPL): thus GABA does not diffuse laterally sufficiently to activate receptors at one plexiform layer when it is applied at the other plexiform layer. Puffing 100 μM GABA under such conditions produced a current that lasted about 0.5–1 sec (Figure 4.2). GABA evoked a qualitatively similar response at the dendrites and the synaptic terminals, as expected from the presence of GABA$_A$ and
To investigate the chloride reversal potential in the dendrites (OPL) and the axon terminal (IPL) of ON bipolar cells, the somata of ON bipolar cells in retinal slices were perforated patch-clamped using the chloride-impermeable pore-forming antibiotic gramicidin as the perforating agent. GABA was pressure-applied to either the dendrites or the axon terminal via a small patch-pipette (‘puff’). The flow of the bath solution was oriented at 90° to the layers to avoid GABA puffed at one plexiform layer being swept to the other plexiform layer, and thus to spatially restrict the GABA application.

The insets on the right show specimen traces of the responses to such GABA puff applications (100 ms duration, 100 μM GABA) to either the OPL (upper circle) or the IPL (lower circle). The responses lasted about 0.5–1 seconds. The cell was voltage clamped at -42 mV and in this cell the reversal potential of the response was negative to -42 mV at both the OPL and the IPL. To determine the chloride reversal potential a voltage ramp from +8 to -92 mV (200 ms duration) was applied 100 ms after the GABA puff started (i.e. about at the peak of the GABA evoked current). Examples of such ramps are shown in Figure 4.4 and described in section 4.4.
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Figure 4.3: Properties of the GABA-evoked current

(A) Plot of the GABA-evoked conductance ($g_{GABA}$) in the dendrites (OPL) and the axon terminal (IPL) of ON bipolar cells (measurements made at both ends of 7 cells). The value of the conductance was obtained by measuring the slope of the GABA-evoked current-voltage relation, which was obtained by subtracting the current responses to voltage ramps applied in the absence and presence of the puff of GABA.

(B) Specimen traces of currents evoked by bath application of 30 $\mu$M GABA or 100 $\mu$M baclofen. The ON bipolar cell was voltage clamped at $-42$ mV (upper panel) or $-22$ mV (lower panel). Baclofen did not evoke a significant current at either potential, confirming that the GABA evoked current is not mediated by GABA<sub>B</sub> receptors, but by ionotropic GABA<sub>A</sub> and GABA<sub>C</sub> receptors.
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GABA<sub>C</sub> receptors at both locations (Qian and Dowling, 1995; Haverkamp et al., 2000). The conductance activated (deduced using the reversal potential measurements described below) was somewhat higher on average at the dendrites (OPL) than at the synaptic terminals (IPL) (Figure 4.3 A), although this difference was not significant (p = 0.21).

Essentially all of the GABA-evoked current in whole-cell clamped bipolar cells was abolished by a combination of GABA<sub>A</sub> and GABA<sub>C</sub> blockers (see section 3.6 and Figure 3.12). To confirm that there was no significant contribution of GABA<sub>B</sub> receptors to the current in these cells recorded with the less intrusive perforated patch technique, I compared the response to bath-applied GABA and baclofen, a GABA<sub>B</sub> receptor agonist, at -42 and -22 mV. In all 3 cells tested baclofen (100 μM) generated no current (Figure 4.3 B), confirming that the GABA response was generated by GABA<sub>A</sub> and GABA<sub>C</sub> receptors.

4.4 The [Cl<sup>-</sup>]<sub>i</sub> is higher at the dendrites than at the synaptic terminals of ON bipolar cells

Since the GABA-evoked current is generated by GABA<sub>A</sub> and GABA<sub>C</sub> receptors, and there is no bicarbonate in my solutions (which permeates GABA-gated Cl<sup>-</sup> channels: (Bormann et al., 1987)), I used the reversal potential of the GABA-evoked current to determine the value of [Cl<sup>-</sup>]<sub>i</sub> in the dendrites and synaptic terminals of the cell. Figure 4.4 shows the protocol used to determine the reversal potential. From a holding potential of -42 mV (nominally -40 mV but with -2 mV added from the electrode junction potential, see chapter 2), a voltage ramp from +8 mV to -92 mV was applied (over 200 ms), initially in the absence of GABA (grey traces). It was important that the holding potential should be the same for all cells since, as described below, the resting [Cl<sup>-</sup>]<sub>i</sub> adapts to the holding potential used. The voltage ramp was then repeated during a puff of GABA applied to the outer plexiform layer (black traces). At the point where the current traces, obtained in the
The chloride reversal potential in ON bipolar cells was measured as described in section 4.4. The cell was voltage clamped at -42 mV and a voltage ramp from +8 to -92 mV (200 ms duration) applied in control solution (grey traces) or 100 ms after the start of the puff (100 ms duration) of 100 µM GABA to (A) the OPL or (B) the IPL. The reversal potential of the GABA-evoked current is at the voltage where the current in control and in GABA cross (arrows). Current traces have been clipped at the positive voltages to show data near the reversal potential at a higher gain.
presence and absence of GABA, cross in Figure 4.4 (arrows) is the apparent reversal potential of the GABA-evoked current ($E_{Cl}$), which was $-56$ mV (including the electrode junction potential) in the case of Figure 4.4 A. Using the net membrane current flowing at this point ($-32$ pA for Figure 4.4 A), and the measured series resistance of the perforated patch plus electrode ($45$ MΩ in this example), this value was then corrected for the series resistance voltage error ($1.4$ mV in this case) to obtain the final reversal potential of $-54.6$ mV. From the Nernst potential for Cl$^-$:

$$E_{rev} = \frac{R \cdot T}{z \cdot F} \cdot \ln \left( \frac{[Cl^-]_o}{[Cl^-]_i} \right)$$

with $[Cl^-]_o = 145.5$ mM, a temperature of $T = 24^0$C (297 K), $F = 96485$ C/mol, $R = 8.3$ J/K.mol and $z = -1$, this gives a value of $[Cl^-]_i = 17.2$ mM at the bipolar cell dendrites (OPL). The value of the reversal potential varied quite significantly between different cells, ranging from $-35$ to $-67$ mV, corresponding to $[Cl^-]_i$ ranging from $37$ to $11$ mM. This variability between cells made it essential to compare the values of $[Cl^-]_i$ at the dendrites and synaptic terminal of the same cell, rather than comparing between cells.

The whole procedure was then repeated in the same cell while puffing GABA at the inner plexiform layer (Figure 4.4 B), which gave a reversal potential of $-62$ mV, $7.4$ mV more negative than at the OPL, and corresponding to a value of $[Cl^-]_i = 12.9$ mM at the bipolar cell synaptic terminals. Out of 7 cells to which GABA was applied at the OPL and the IPL, 6 had a reversal potential that was more negative at the IPL (in the 7th cell there was no difference at the two locations). The mean difference between the two ends of the cell was $4.2 \pm 1.5$ mV in 7 cells (significantly different with $p = 0.033$): the mean reversal potential was $-46.2 \pm 4.0$ mV at the OPL and $-50.4 \pm 3.9$ mV at the IPL (Figure 4.5 A). The corresponding mean values for $[Cl^-]_i$ were $25.4 \pm 3.1$ mM at the OPL and $21.5 \pm 2.8$ mM at the IPL (Figure 4.5 B).
Figure 4.5: The $E_\text{Cl}$ is more negative in the axon terminal than in the dendrites

(A) Plot of the chloride reversal potential ($E_\text{Cl}$) obtained as described in section 4.4 and shown in Figure 4.4 (n = 7). $E_\text{Cl}$ is slightly more negative at the axon terminals (IPL) than in the dendrites (OPL) of the same cell.

(B) Plot of the internal chloride concentration ([Cl$^-$]$_i$) calculated from the Nernst equation (equation 4.1) using the $E_\text{Cl}$ measurements from (A). [Cl$^-$]$_i$ is lower in the axon terminals (IPL) than in the dendrites (OPL) of the same cell.
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4.5 \([\text{Cl}^-]_i\) is strongly affected by membrane potential

If the ON bipolar cell has a significant membrane permeability to Cl\(^-\) ions then, when central light depolarizes the cell, entry of Cl\(^-\) is expected to displace \(E_{\text{Cl}}\) in the positive direction, unless membrane Cl\(^-\) transporters confer a stronger control of \([\text{Cl}^-]_i\) than do membrane channels. To test the effect of membrane potential on \([\text{Cl}^-]_i\) in ON bipolar cells, I stepped the membrane potential from \(-42\) mV to a test membrane potential for 1-2 minutes, and then applied a puff of GABA to either the dendrites or the synaptic terminals of the cell, and used voltage ramps to measure the reversal potential of the GABA-evoked current, as described above.

Figure 4.6 A shows a remarkable adaptation of the steady state value of \(E_{\text{Cl}}\) to the prevailing membrane potential. At both the dendrites and the synaptic terminal, the steady state \(E_{\text{Cl}}\) varies roughly linearly with holding potential. This relationship has a slope of about 0.5, and \(E_{\text{Cl}}\) is approximately equal to the membrane potential at around \(-40\) to \(-45\) mV. Although these data, like those in Figure 4.5 B, show \([\text{Cl}^-]_i\) to be slightly higher in the dendrites than in the synaptic terminal, at both locations the steady state \(E_{\text{Cl}}\) is positive to the membrane potential for membrane potentials more negative than about \(-50\) mV, while \(E_{\text{Cl}}\) is negative to the membrane potential for membrane potentials positive to about \(-40\) mV. This remains the case even after correcting the derived values of \(E_{\text{Cl}}\) for a possible contribution of intracellular bicarbonate to the reversal potential of the GABA-evoked current, as described in detail below (section 4.8).

These results imply that at positive potentials there is an active extrusion of Cl\(^-\) from the cell, while at negative potentials there is active accumulation of Cl\(^-\). Although in principle the extrusion and accumulation could be done by a single mechanism (e.g. KCC-2) operating in different directions as \([\text{Cl}^-]_i\) alters, considering the extent to which \([\text{Cl}^-]_i\) alters at positive and negative extremes of potential suggests that two separate mechanisms (presumably KCC-2 and NKCC-1) must
Figure 4.6: Voltage dependence of the $E_{Cl}$

(A) Plot of the chloride reversal potential ($E_{Cl}$) as a function of the membrane potential ($V$). The membrane potential was changed from $-42$ mV to a different value for 1-2 minutes before obtaining the $E_{Cl}$ in the OPL (filled circles) or the IPL (hollow circles) by applying a brief voltage ramp, as described in section 4.3 and shown in Figure 4.4 (number of cells per point is 1-4 for the OPL and 2-5 for the IPL). The lines are linear regressions with slope 0.56 (OPL) and 0.51 (IPL).

(B) The energy needed to move a chloride ion inwards across the membrane when transported by KCC-2 (black line) or NKCC-1 (grey line), as a function of the internal chloride concentration ([Cl$^-$]). Positive values indicate energy values favouring efflux, negative values indicate energy values favouring influx of chloride. The curves are plots of equations (4.2) and (4.3). The dotted bar indicates the internal chloride changes observed during the voltage change measured in (A) – over this range of [Cl$^-$], neither transporter reverses, so that KCC-2 always extrudes, whereas NKCC-1 always accumulates chloride.
**A**

Graph showing the relationship between voltage (V/mV) and chloride potential ($E_{Cl}$/mV).

**B**

Graph showing the energy (J/mol) as a function of chloride concentration ([Cl]/mM) for KCC-2 and NKCC-1, with annotations indicating 'efflux' and 'influx'.
mediate the extrusion and accumulation. Figure 4.6 B shows the energy needed to move a CI\(^-\) inwards across the membrane using either KCC-2 (with a stoichiometry such that one K\(^+\) moves with each CI\(^-\) (Payne, 1997); black trace) or NKCC-1 (with a stoichiometry such that one Na\(^+\), one K\(^+\) and 2 CI\(^-\) move together: (Russell, 2000); grey trace), as a function of [CI\(^-\)]\(_i\), which allows prediction of the direction of operation of each transporter. The free energy needed to transport a CI\(^-\) with the KCC-2 transporter is given by:

\[
E_{\text{KCC-2}} = R \cdot T \cdot \ln \left( \frac{[K^+]_i \cdot [Cl^-]_i}{[K^+]_o \cdot [Cl^-]_o} \right)
\]  

while that for the NKCC-1 transporter is given by:

\[
E_{\text{NKCC-1}} = \frac{R \cdot T}{2} \cdot \ln \left( \frac{[K^+]_i \cdot [Na^+]_i \cdot [Cl^-]^2}{[K^+]_o \cdot [Na^+]_o \cdot [Cl^-]_o^2} \right)
\]  

The factor 2 in the denominator of equation (4.3) appears because I am calculating the energy needed to move one CI\(^-\) rather than two. In the steady state at a holding potential of \(-102\) mV, the most negative value of E\(_{\text{Cl}}\) at the synaptic terminals is around \(-76\) mV (Figure 4.6 A), corresponding to a [Cl\(^-\)]\(_i\) of 7.5 mM. From Figure 4.6 B when [Cl\(^-\)]\(_i\) = 7.5 mM, KCC-2 still extrudes CI\(^-\), so the CI\(^-\) accumulation needed to maintain E\(_{\text{Cl}}\) positive to the membrane potential is assumed to be produced by NKCC-1. Conversely, at \(-22\) mV the most positive value of E\(_{\text{Cl}}\) at the dendrites is around \(-24\) mV, corresponding to a [Cl\(^-\)]\(_i\) of 56.9 mM. From Figure 4.6 B when [Cl\(^-\)]\(_i\) = 56.9 mM NKCC-1 still accumulates CI\(^-\), so the CI\(^-\) extrusion needed to maintain E\(_{\text{Cl}}\) negative to the membrane potential is presumably mediated by KCC-2.

The data in Figure 4.6 A show the tendency of E\(_{\text{Cl}}\) to be more positive in the dendrites than in the synaptic terminal which was shown in Figure 4.5 A, but the differences between the OPL and IPL data at each voltage are not statistically significant. This is because the prolonged duration experiment required for these
steady state measurements meant that the OPL and IPL data could not be obtained in the same cells (unlike in Figure 4.5), so that cell-cell variability contributes a great deal to the error bars.

I investigated the kinetics of the adaptation of $[\text{Cl}^-]_i$ to the prevailing membrane potential, by clamping a cell to a potential of $-62 \text{ mV}$ for different durations (from a holding potential of $-42 \text{ mV}$), and then returning to $-42 \text{ mV}$, applying a GABA puff and using voltage ramps to determine the reversal potential of the GABA evoked current. An example of such a recording is shown in Figure 4.7 A. In this example $E_C$ was $-37.5 \text{ mV}$ when no voltage step was applied (a; 0 sec; black dot in Figure 4.7B), $-40.2 \text{ mV}$ when the cell was hyperpolarized to $-62 \text{ mV}$ for 2 seconds before giving the GABA puff (b; dark grey dot in Figure 4.7B), $-42.2 \text{ mV}$ when the cell was hyperpolarized to $-62 \text{ mV}$ for 6 seconds (c; light grey dot in Figure 4.7B) and $-46.9 \text{ mV}$ when the cell was hyperpolarized to $-62 \text{ mV}$ for 20 seconds (d; white dot in Figure 4.7B). The approximately 10 mV shift in $E_C$ that occurred on stepping the membrane potential from $-42$ to $-62 \text{ mV}$ (Figure 4.7 A) took place with a time constant of 11.0 seconds (single exponential fit to the data in Figure 4.7B). Averaged results from 6 cells are shown in Figure 4.7C, in which the value of $E_C$ after each voltage step was normalized to the value of $E_C$ when no voltage step was applied (i.e. 0 sec at $-62 \text{ mV}$), and the data were fit with a single exponential. The time constant of the averaged $E_C$ change after stepping the membrane potential to $-62 \text{ mV}$ was 10.9 seconds.

Both NKCC-1 and KCC-2 are electroneutral, so their direction (and, for NKCC-1 at least, the rate) of operation is not affected by changes of membrane potential (Payne, 1997; Russell, 2000). Consequently the tendency of $E_C$ to track membrane potential changes is most simply explained by there being a significant resting permeability to $\text{Cl}^-$. In section 4.8 I attempt to model the voltage-dependence of $[\text{Cl}^-]_i$, based on the assumption that $[\text{Cl}^-]_i$ is determined by a combination of a chloride conductance, NKCC-1 and KCC-2.
Figure 4.7: Kinetics of the voltage-dependent change of $E_{Cl}$

(A) Specimen voltage ramp data for a cell held at $-42$ mV, before (grey traces) or 100 ms after the start of a GABA puff (black traces). When the cell was hyperpolarized to $-62$ mV for 0 (a), 2 (b), 6 (c) or 20 (d) seconds 300 ms before the ramp was obtained. The vertical dotted lines indicate the $E_{Cl}$ when the cell was not hyperpolarized (*) or hyperpolarized for 20 seconds (^). A larger gain of the data are shown in the insets in the middle. The voltage protocol is shown at the right.

(B) The graph shows the measured $E_{Cl}$ of the specimen traces during the course of the experiment – each value of $E_{Cl}$ (i.e. each dot) was obtained at intervals of 2-4 minutes to allow $[Cl^-]_i$ to return to control levels.

(C) Averaged data for the change of $E_{Cl}$, measured as in (A). In each cell the values of $E_{Cl}$ were normalized to the control value of $E_{Cl}$ (i.e. when the membrane was not hyperpolarized before the ramp). The mean ± s.e.m., of data from 1-6 cells per duration, are plotted as a function of the durations of the voltage step to $-62$ mV. The line shows the fit of the data with a single exponential.
4.6 Furosemide raises \([\text{Cl}]_i\) at the OPL

The loop diuretic furosemide inhibits KCC-1 and NKCC-2 with an \(IC_{50}\) of \(~25\ \mu\text{M}\) (Payne, 1997). If NKCC-1 was the dominant transporter controlling \([\text{Cl}]_i\) at the ON bipolar dendrites, as suggested by Vardi et al. (2000a), then furosemide, by blocking the Cl\(^-\) influx mediated by NKCC-1, would be expected to shift negative the reversal potential of currents evoked by GABA puffed at the bipolar cell dendrites. Figure 4.8 shows that, in fact, furosemide (100 \(\mu\text{M}\)) displaced the reversal potential in the positive direction (done in only 1 cell at a holding potential of \(-42\ \text{mV}\)) suggesting that (at least at \(-42\ \text{mV}\)) KCC-2 is the main transporter controlling \(E_{\text{Cl}}\) at the dendrites. The shift of \(E_{\text{Cl}}\) could be approximated by an exponential with a time constant of 132 seconds, greater than the time constant of the change produced by a change of membrane potential (when \(E_{\text{Cl}}\) changed with a time constant of 11 seconds, section 4.4). This might suggest that the passive chloride conductance of the cell can move chloride across the membrane substantially faster than furosemide-sensitive transporters, but could also be explained if Cl\(^-\) efflux by KCC-2 is only slightly greater than Cl\(^-\) influx by NKCC-1, so that when furosemide blocks both transporters there is only a slow rise of \([\text{Cl}]_i\). Further experiments using bumetanide, a specific inhibitor of NKCC-1, are needed to assess the relative importance of NKCC-1, KCC-2 and the passive chloride conductance of the cell in controlling \([\text{Cl}]_i\).
Figure 4.8: The effect of furosemide on $E_{C1}$ in the bipolar cell dendrites

(A) Specimen data showing the response to the voltage ramps before (grey traces) and 100 ms after a GABA puff (black traces) in the absence (larger current; ramp at the right; a) or presence (smaller outward current before and after the ramp; ramp at the left; b) of 100 µM furosemide. The chloride reversal potential is at the voltage where the current in control and in GABA cross (arrows).

(B) The measured $E_{C1}$, obtained about every 2 minutes, during the course of an experiment. The lower case letters indicate the $E_{C1}$ values of the specimens traces shown above.
A GABA puff in 50 ms +8 mV -42 mV -92 mV

B Furosemide
4.7 E\textsubscript{Cl} is more positive when [K\textsuperscript{+}]\textsubscript{o} is higher

From the thermodynamics of their carrier cycle, both the NKCC-1 and the KCC-2 transporters are expected to produce a higher equilibrium level of [Cl\textsuperscript{-}]\textsubscript{i} when the extracellular potassium concentration rises. For KCC-2 the equilibrium [Cl\textsuperscript{-}]\textsubscript{i} is given by \[ \frac{[K^+]_o \cdot [Cl^-]_o}{[K^+]_i} \] (from equation (4.2)), and for NKCC-1 it is given by \[ \sqrt{\frac{[K^+]_o \cdot [Na^+]_o \cdot [Cl^-]_o^2}{[K^+]_i \cdot [Na^+]_i}} \] (from equation (4.3)). Since light results in changes of [K\textsuperscript{+}]\textsubscript{o} in the outer and the inner retina (Steinberg et al., 1980; Frishman et al., 1992; Dmitriev et al., 1999), I examined the effect of changing [K\textsuperscript{+}]\textsubscript{o} on [Cl\textsuperscript{-}]\textsubscript{i}.

Raising [K\textsuperscript{+}]\textsubscript{o} from 2.5 to 6 mM at a holding potential of –42 mV shifted E\textsubscript{Cl} positive by about 7 mV for the cell of Figure 4.9 A/B (mean value 7.4 ± 1.6 mV in 5 cells to which GABA was applied at the dendrites; from –49.2 ± 5.1 to –41.8 ± 3.8 mV (p = 0.0097); Figure 4.9 C), corresponding to an increase of [Cl\textsuperscript{-}]\textsubscript{i} by about 6 mM (mean value 6.7 ± 1.0 mM in 5 cells to which GABA was applied at the dendrites; from 22.8 ± 3.8 to 29.5 ± 4.0 mM (p = 0.0028); Figure 4.9 D). Similarly, E\textsubscript{Cl} shifted positive by 9 mV when [K\textsuperscript{+}]\textsubscript{o} was raised from 2.5 to 6 mM in 1 cell to which GABA was applied at the synaptic terminals (from –67 to –58 mV). The shift of E\textsubscript{Cl} in the dendrites could be approximated by an exponential with a time constant of 271 ± 47 seconds in 5 cells, greater than the time constant of the change produced by a change of membrane (see section 4.5), but similar to the time needed for E\textsubscript{Cl} to change when furosemide was applied (section 4.6). In a non-voltage-clamped cell \textit{in vivo}, if [K\textsuperscript{+}]\textsubscript{o} rose uniformly around the cell the resulting depolarization of the membrane potential would produce an extra positive shift of E\textsubscript{Cl}, due to the voltage-dependence of [Cl\textsuperscript{-}]\textsubscript{i}, characterized in section 4.5.
Figure 4.9: The effect of elevated $[K^+]_o$ on $E_{Cl}$

(A) Specimen current responses to voltage ramps before (grey traces) and 100 ms after a GABA puff (black traces) in 6 mM $[K^+]_o$ (smaller outward current, ramp at the left; a) or in 2.5 mM $[K^+]_o$ (larger outward current, ramp at the right; b). The chloride reversal potential is at the voltage where the current in control and in GABA cross (arrows).

(B) The measured $E_{Cl}$, obtained about every 2 minutes, during the course of the experiment in (A). The lower case letters indicate the $E_{Cl}$ of the specimens traces shown above.

(C) Plot of the average chloride reversal potential ($E_{Cl}$) for 5 cells bathed in 6 mM $[K^+]_o$ (black circles) or in 2.5 mM $[K^+]_o$ (white circles). For each of the cells the $E_{Cl}$ was more negative when the cell was in 2.5 mM $[K^+]_o$ than when it was in 6 mM $[K^+]_o$.

(D) The averaged internal chloride concentration ([Cl$^-$]$_i$) calculated from the Nernst equation (equation 4.1) using the data in (C). The [Cl$^-$]$_i$ was lower in 2.5 mM $[K^+]_o$ (white circles) than in 6 mM $[K^+]_o$ (black circles).
4.8 Modelling of the control of [Cl\(^{-}\)]\(_i\)

To gain a more quantitative understanding of how Cl\(^{-}\) transporters control [Cl\(^{-}\)]\(_i\) in bipolar cells, I analysed a simplified model in which I ignored the small difference in [Cl\(^{-}\)]\(_i\) between the two ends of the cell, treated the cell as a single well-mixed compartment, and tried to fit the data in Figure 4.6 A. Chloride fluxes across the cell membrane were assumed to reflect current flow through an ohmic Cl\(^{-}\) conductance \(G_{Cl}\) (note that although bipolar cells express hyperpolarization-activated CLC-2 chloride channels, these are only significantly activated at voltages negative to -80 mV (Enz et al., 1999)). Extrusion of Cl\(^{-}\) by KCC-2 was assumed to be at a rate \(k_{i}[Cl^{-}]_i\), since KCC-2 has a low affinity for Cl\(^{-}\) (at least for external Cl\(^{-}\): \(K_m=101\) mM, (Payne, 1997)) and a Michaelis Menten dependence of rate on [Cl\(^{-}\)]\(_i\) predicts a linear dependence for [Cl\(^{-}\)]\(_i\) \(<< K_m\). Pumping of Cl\(^{-}\) into the cell by NKCC-1 was assumed to occur at a constant rate \(n\). Inhibition of NKCC-1 when [Cl\(^{-}\)]\(_i\) rises was ignored for simplicity (see below). Both \(n\) and \(k\) were assumed to be voltage-independent, since both NKCC-1 and KCC-2 are electroneutral, and the rate of operation of NKCC-1 has been suggested to be voltage-independent (see discussion in Russell et al. (2000)). With \(U\) being the cell volume, the amount of chloride in the cell is [Cl\(^{-}\)]\(_i\).\(U\). The rate of change of [Cl\(^{-}\)]\(_i\) is then given as:

\[
U \frac{d[Cl^{-}]_i}{dt} = \frac{G_{Cl} \cdot (V - E_{Cl})}{F} + n \cdot k \cdot [Cl^{-}]_i
\]  

(4.4)

where \(F\) is the Faraday constant. In the steady state \(d[Cl^{-}]_i/dt = 0\), so:

\[
E_{Cl} = V + \frac{F}{G_{Cl}} \left( n \cdot k \cdot [Cl^{-}]_i \right)
\]  

(4.5)
In Figure 4.6A, $V$ is approximately equal to the mean of the $E_{Cl}$ values at the dendrites and synaptic terminals when $V = E_{Cl} = -40 \text{ mV}$ and hence $[Cl^-] = 30.4 \text{ mM}$ (from the Nernst equation: 4.1), so

$$k = \frac{n}{30.4 \text{ mM}}$$  \hspace{1cm} (4.6)

and thus, from (4.5),

$$E_{Cl} = V + \frac{n \cdot F}{G_{Cl}} \left( 1 - \frac{[Cl^-]}{30.4 \text{ mM}} \right)$$  \hspace{1cm} (4.7)

The value of $[Cl^-]$ is related to the value of the reversal potential for chloride and can be calculated from the Nernst equation (equation (4.1)). Inserting this into equation (4.7) and rearranging leads to

$$V = E_{Cl} - \frac{n \cdot F}{G_{Cl}} \left( 1 - \frac{[Cl^-]_o}{\left( \frac{z \cdot F \cdot E_{Cl}}{R \cdot T} \right)} \right)$$  \hspace{1cm} (4.8)

In this equation the membrane potential, $V$, is a function of the reversal potential for chloride, $E_{Cl}$, with the only unknown parameters being in $n \cdot F / G_{Cl}$. I thus set the value of $n \cdot F / G_{Cl}$, which sets the ratio of Cl$^-$ fluxes mediated by pumping to those mediated by the conductance, so that the relationship between $V$ and $E_{Cl}$ predicted by equation (4.8) gave as good a fit as possible to the data of Figure 4.6 A. The dashed line in Figure 4.10 A, which is superimposed on the data replotted from Figure 4.6 A, shows a plot of equation (4.8) using $n \cdot F / G_{Cl} = 30 \text{ mV}$, which gives a reasonable fit to the data over the range of membrane potentials between -30 and -80 mV, but predicts values of $E_{Cl}$ which are too negative at extremes of potential. Including inhibition of NKCC-1 by $[Cl^-]$, by making the rate of operation of NKCC-1 be given by
Figure 4.10: Modelling the voltage dependence of the $E_{Cl}$

(A) Data points are the OPL and IPL values of $E_{Cl}$ from Figure 4.6. The dashed line is a fit to the data, i.e. equation (4.8) with $nF/G_{Cl} = 30$ mV.

(B) Points show the data in (A) corrected for the presence of internal bicarbonate and its contribution to the reversal potential of the GABA evoked current (see section 4.8, equation 4.11). The dashed line is a fit to the corrected data, i.e. equation (4.8) with $nF/G_{Cl} = 10$ mV.
with \(X\) constant, led to an equation that was formally equivalent to equation (4.8) and so did not improve the fit. I then considered the possible contribution of bicarbonate to the reversal potential of the GABA-evoked currents. Although there is no bicarbonate in my HEPES-buffered superfusing solution (see Methods), \(\text{HCO}_3^-\) might be present inside the cell at a maximum concentration that can be calculated using the Henderson-Hasselbalch equation:

\[
\text{pH}_i = \text{pK} + \log_{10} \left( \frac{[\text{HCO}_3^-]_i}{[\text{CO}_2]_i} \right) \tag{4.9}
\]

With a pK for bicarbonate of 6.1, an internal pH of 7.2 and 1.2 mM (40 mm Hg) \(\text{CO}_2\) produced by metabolism, this predicts an internal bicarbonate concentration of 15.2 mM. \(\text{HCO}_3^-\) passes through \(\text{GABA}_A\) receptor channels with a permeability that is about 0.3 of that for \(\text{Cl}^-\) (Kaila et al., 1989; Wotring et al., 1999). Thus, the reversal potential of the GABA-gated current, \(E_{\text{rev}}\), could be displaced positive from the value of \(E_{\text{Cl}}\) by the presence of intracellular \(\text{HCO}_3^-\), according to the Goldman-Hodgkin-Katz equation:

\[
E_{\text{rev}} = \frac{R \cdot T}{F} \cdot \ln \frac{[\text{Cl}^-]_i + b \cdot [\text{HCO}_3^-]_i}{[\text{Cl}^-]_o + b \cdot [\text{HCO}_3^-]_o} \tag{4.10}
\]

where the permeability ratio \(b = \frac{P_{\text{HCO}_3}}{P_{\text{Cl}}} = 0.3\). Assuming \([\text{HCO}_3^-]_o = 0\) mM, as in my superfusion solution, and \([\text{HCO}_3^-]_i = 15.2\) mM, this gives:

\[
E_{\text{rev}} = \frac{R \cdot T}{F} \cdot \ln \frac{[\text{Cl}^-]_i + 4.6 \text{ mM}}{[\text{Cl}^-]_o} \tag{4.11}
\]

From equation (4.11) I calculated, for the data in Figure 4.6 A, the corrected value of \([\text{Cl}^-]_i\), and thus a corrected value of \(E_{\text{Cl}}\) from equation (4.1), and plotted this against the membrane potential \((V)\). As shown in Figure 4.10 B, the main effect of correcting
for the possible presence of intracellular $\text{HCO}_3^-$ is that at more negative membrane potentials the values of $E_{Cl}$ become more negative. Fitting equation (4.8) to the points in Figure 4.10 B, with $E_{Cl}$ equal to $V$ at $-60$ mV, i.e. when $[Cl^_]_i = 13.9$ mM, and $n_F/G_{Cl} = 10$ mV, gave the dashed curve shown. This curve fits reasonably well over most of the voltage range.

To determine whether this model (not including the possible presence of bicarbonate) could account for the shift of $E_{Cl}$ seen when $[K^+]_o$ was raised from 2.5 to 6 mM, I assumed for simplicity that raising $[K^+]_o$ stimulates Cl$^-$ influx mediated by NKCC-1 (i.e. alters the value of $n$) but has no effect on the Cl$^-$ efflux mediated by KCC-2 (in fact raising $[K^+]_o$ shifts $E_{Cl}$ positive even in neurones which have had NKCC-1 knocked out (Sung et al., 2000), presumably by slowing KCC-2 extrusion, so this is an oversimplification). The shift of $E_{Cl}$ predicted by equation (4.5) at constant voltage ($-42$ mV), when the rise of $[K^+]_o$ elevates $[Cl^_]_i$ from $[Cl^_]_i(2.5K)$ to $[Cl^_]_i(6K)$, is given by

$$E_{Cl(6K)} - E_{Cl(2.5K)} = \Delta E_{Cl} = \frac{F}{G_{Cl}} \cdot \left( n_{6K} - n_{2.5K} - k \cdot ([Cl^_]_i(6K) - [Cl^_]_i(2.5K)) \right)$$

(4.12)

or

$$\frac{\Delta E_{Cl}}{F \cdot n_{2.5K}} = \frac{n_{6K} - n_{2.5K}}{n_{2.5K}} - k \cdot \frac{([Cl^_]_i(6K) - [Cl^_]_i(2.5K))}{n_{2.5K}}$$

(4.13)

Using $n_{2.5K} F/G_{Cl} = 30$ mV, $n_{2.5K} = k [Cl^_]_i(2.5K)$ from eqn. (4.6), and $\Delta E_{Cl}$ from the Nernst equation (4.1) this becomes

$$\frac{R \cdot T}{F \cdot 30 \text{ mV}} \cdot \ln e \left( \frac{[Cl^_]_i(6K)}{[Cl^_]_i(2.5K)} \right) = \frac{n_{6K}}{n_{2.5K}} - \frac{[Cl^_]_i(6K)}{[Cl^_]_i(2.5K)}$$

(4.14)
To give a 7 mV shift of $E_{CI}$ as observed experimentally, $[Cl^-]_{(6K)}/[Cl^-]_{(2.5K)} = 1.315$; inserting this into (4.14) and rearranging gives

$$\frac{n_{6K}}{n_{2.5K}} = 1.55$$

(4.15)

i.e. a 2.4-fold increase of $[K^+]_o$ from 2.5 to 6 mM is predicted to increase the rate of NKCC-1 by a factor of 1.55. If the rate of NKCC-1 is assumed to depend in a Michaelis-Menten fashion on $[K^+]_o$, that is:

$$\frac{n_K}{n_{K_{max}}} = \frac{[K^+]_o}{[K^+]_o + EC_{50}}$$

(4.16)

then to produce a 1.81-fold rise in the rate when $[K^+]_o$ is raised from 2.5 to 6 mM:

$$\frac{n_{6K}}{n_{2.5K}} = 1.55 = \frac{6mM}{6mM + EC_{50}} \cdot \frac{2.5mM}{2.5mM + EC_{50}}$$

(4.17)

so the $EC_{50}$ for activation by $[K^+]_o$ must be

$$EC_{50} = \frac{6mM \cdot \left(1 - \frac{n_{6K}}{n_{2.5K}} \right)}{\frac{n_{6K}}{n_{2.5K}} - \frac{6mM}{2.5mM}} = 3.9mM$$

(4.18)

This predicted value is in reasonable agreement with the $EC_{50}$ of 2 mM measured for activation of human and mouse NKCC-1 by external Rb$^+$ and K$^+$ (Isenring et al., 1998; Glanville et al., 2001). A value of 2 mM (rather than 3.9 mM) for the $EC_{50}$ would allow some of the effect of external K$^+$ on $E_{CI}$ to be mediated by a slowing of KCC-2.
4.9 Discussion

4.9.1 Factors controlling [Cl\(^-\)]\(_i\) in ON bipolar cells

The experiments in this chapter show that the intracellular chloride concentration in retinal ON bipolar cells is neither constant, nor in equilibrium with the membrane potential, but is controlled actively by the membrane potential, by the extracellular potassium concentration, and by two separate Cl\(^-\) transporters, probably KCC-2 which extrudes K\(^+\) and Cl\(^-\), and NKCC-1 which pumps Na\(^+\), K\(^+\) and 2Cl\(^-\) into the cell. Around a membrane potential of -40 to -50 mV, in the steady state E\(_{Cl}\) is approximately equal to the membrane potential. Altering the membrane potential leads to a time-dependent alteration of the chloride reversal potential in the same direction, as expected if there is a passive membrane conductance to Cl\(^-\), but in the steady state the shift of E\(_{Cl}\) is only about half that of the membrane potential change (Figure 4.6A). Consequently, at more positive potentials E\(_{Cl}\) is more negative than the membrane potential, probably because KCC-2 actively lowers [Cl\(^-\)]\(_i\), and at more negative potentials E\(_{Cl}\) is more positive than the membrane potential, probably because NKCC-1 raises [Cl\(^-\)]\(_i\). Raising the extracellular [K\(^+\)]\(_o\) leads to a positive shift of E\(_{Cl}\), presumably because the raised [K\(^+\)]\(_o\) stimulates Cl\(^-\) entry by NKCC-1 and inhibits Cl\(^-\) efflux on KCC-2. A simple mathematical model, incorporating a membrane chloride conductance and KCC-2 and NKCC-1 transporters could account approximately for the voltage- and [K\(^+\)]\(_o\)-dependence of E\(_{Cl}\) (see Figure 4.10 and section 4.8). Future experiments (which I did not have time to do for this thesis) comparing the effects of bumetanide, which at low doses specifically blocks NKCC-1, with furosemide, which blocks NKCC-1 and KCC-2, may allow the relative importance of NKCC-1 and KCC-2 to be assessed.

These data are consistent with demonstrations of a role for NKCC-1 and KCC-2 in controlling [Cl\(^-\)]\(_i\) in other neurones (hippocampal pyramidal cells: Rivera
et al. (1999); superior olive neurones: Kakazu et al. (1999); neocortical pyramidal cells: DeFazio et al. (2000); dorsal root ganglion cells: Sung et al. (2000); amygdala and neocortical cells: Martina et al. (2001); spinal motoneurones: Hübner et al. (2001b)). Indeed, these transporters have the power to change the sign of GABA-evoked signalling, since an increase in the expression of KCC-2 during development can lead to a shift of $E_{Cl}$ from above to below the resting potential of central neurones, so that GABA or glycine changes from being initially excitatory during development to being inhibitory in the adult animal (Ben-Ari et al., 1994; Ehrlich et al., 1999; Rivera et al., 1999; Ganguly et al., 2001).

4.9.2 Non-uniformity of $[Cl^-]_i$ along the ON bipolar cell

The observed distribution of Cl⁻ transporters in ON bipolar cells, with NKCC-1 at the dendrites and KCC-2 at the synaptic terminals, suggested that the intracellular chloride concentration should be higher at the dendrites than at the synaptic terminals (Vardi et al., 2000a; Vu et al., 2000). If this difference were sufficiently large, so that $E_{Cl}$ were significantly more depolarized than the resting potential at the dendrites, and significantly more hyperpolarized than the resting potential at the synaptic terminals, then it would allow GABA released by horizontal cells to produce a depolarization at the dendrites and GABA released by amacrine cells to produce a hyperpolarization at the synaptic terminals. As discussed below, this would fit in with current ideas about the sign of inhibition at the two plexiform layers.

Experimentally, although $E_{Cl}$ was consistently more positive at the dendrites than at the synaptic terminal, i.e. in the direction predicted by the asymmetrical transporter distribution in ON bipolar cells, the difference was only 4 mV, corresponding to $[Cl^-]_i$ being approximately 4 mM higher (25 mM versus 21 mM). My experiments were carried out in HEPES buffered solution, with the aim of eliminating any contribution of Cl⁻/HCO₃⁻ and Na⁺-dependent Cl⁻/HCO₃⁻ exchange to
the control of [Cl\(^-\)], (which may in fact be relatively unimportant (Ballanyi and Grafe, 1985; Thompson et al., 1988)), and thus maximizing any difference of [Cl\(^-\)], which could be produced between the dendrites and synaptic terminal of the cell. Even in this optimal situation, however, the difference in reversal potential for GABA-evoked currents at the two ends of the cell does not seem large enough to produce a significant functional difference between the effects of GABA at the two ends of the cell. In the intact retina, in the dark, the extracellular [K\(^+\)] is around 0.5 mM higher around the bipolar cell dendrites than around the synaptic terminals (Steinberg et al., 1980) because of K\(^+\) efflux from the photoreceptors (which are depolarized in the dark). Data of Steinberg et al. (1980) show that during prolonged illumination, as was present in my experiments, this difference is abolished. The data in Figure 4.9 (where a 3.5 mM increase of [K\(^+\)]\(_o\) produces a 7 mV positive shift of E\(_{\text{Cl}}\)) suggest that the 0.5 mM higher [K\(^+\)]\(_o\) at the dendrites in the dark might increase the difference in E\(_{\text{Cl}}\) between the two ends of the cell to approximately 5 mV in the dark (this difference will be reduced when illumination initially lowers [K\(^+\)]\(_o\) around the dendrites by around 2 mM (reducing the E\(_{\text{Cl}}\) at the OPL by around -4 mV) and initially raises [K\(^+\)]\(_o\) around the synaptic terminals by around 0.5 mM (increasing the E\(_{\text{Cl}}\) by around +1 mV): Steinberg et al. (1980)). If the dark resting potential of the bipolar cell (around -45 mV: Euler & Masland (2000)) were exactly half way between the values of E\(_{\text{Cl}}\) at the two ends of the cell in the dark, it would result in only 2.5 mV of driving force for GABA-evoked chloride currents to produce a depolarization at the dendrites and a hyperpolarization at the synaptic terminals, and the driving force for depolarization at the dendrites would disappear as soon as the bipolar cell were depolarized by central illumination (see below). Furthermore, despite being consistently slightly more positive than the value of E\(_{\text{Cl}}\) in the synaptic terminal, there was great variability in the absolute value of E\(_{\text{Cl}}\) in the dendrites of ON bipolar cells, ranging from -35 to -67 mV. Although I did not systematically measure the resting potential of the cells (because the seal conductance leads to the
apparent resting potential being significantly more positive than the actual resting potential (Tessier-Lavigne et al., 1988)), the more negative $E_{Cl}$ values I measured would require an extremely negative resting potential for $E_{Cl}$ to be more positive than the resting potential. Thus, the average $E_{Cl}$ is not sufficiently positive for GABA to reliably produce a depolarization at the dendrites of ON bipolar cells.

My data differ from those of Satoh et al. (2001) who measured the reversal potential of GABA-evoked currents in mouse retinal bipolar cells. Satoh et al. (2001) reported no difference between the reversal potential at the dendrites and at the synaptic terminals of ON bipolar cells. The reason for this is unclear, although their long (5 second) pressure applications of GABA, which may allow more GABA to diffuse between the dendrites and synaptic terminal than is the case for my brief GABA puffs (which lasted only 100 msec), may contribute to their not observing a more positive $E_{Cl}$ at the dendrites. Satoh et al. (2001) also reported that $E_{Cl}$ was more positive in rod bipolar cells than in cone ON or OFF bipolars (which had a similar $E_{Cl}$). I was not as confident as Satoh et al. (2001) that I could distinguish dye-filled rod and cone ON bipolar cells, and my grouping of them together may account for some of the variability in the values of $E_{Cl}$ that I measured (although Satoh et al. reported a similar variability, -23 to -61mV, even in rod ON bipolars).

4.9.3 Implications for visual processing: lateral inhibition in ON bipolar cells

Early visual processing depends on lateral interactions mediated by changes in the activation of $\text{GABA}_A$ and $\text{GABA}_C$ receptors at the dendrites and synaptic terminals of retinal bipolar cells. The effect of these receptors is determined by the value of the chloride reversal potential relative to the membrane potential. I had expected that there would be a gradient of intracellular chloride concentration, $[\text{Cl}]_i$, along ON bipolar cells, being higher in the dendrites and lower in the synaptic terminals. This distribution is predicted, not only from the non-uniform expression of
NKCC-1 and KCC-2 transporters (Vardi et al., 2000a; Vu et al., 2000), but also from current ideas on how bipolar cells integrate lateral inhibitory signals arriving from horizontal and amacrine cells with the direct synaptic input they receive from photoreceptors (see section 4.1 and references therein). ON bipolar cells are depolarized when light falling on the centre of their receptive field suppresses glutamate release from photoreceptors, and to produce an antagonistic surround to their receptive field the suppression of GABA release from horizontal cells, which is produced by peripheral light, must lead to a hyperpolarization. This can only occur if $E_{CI}$ in the dendrites is more positive than the resting potential (around $-45$ mV in the dark: Euler & Masland (2000)). At the same time, release of GABA from amacrine cells onto the synaptic terminal needs to produce a hyperpolarization to induce transience into the voltage response of the bipolar cell to central light. The data in this chapter show that $E_{CI}$ in the dendrites is unlikely to be more than a few mV more positive than the resting potential in the dark and as soon as central light has depolarized the cell (by up to $\sim 20$ mV: Euler & Masland (2000); also in discussion of Karschin & Waessle (1990)) the membrane potential will be positive to $E_{CI}$ so that suppression of GABA release by surround light will lead to further depolarization. By contrast, inhibition at the synaptic terminal will still be able to function, since depolarization by central light will increase the amount by which the membrane potential is more positive than $E_{CI}$ (at least initially: see below).

The generation of a centre-surround receptive field for bipolar cells by lateral inhibitory signals from horizontal cells is well established for amphibian retinas (Werblin and Dowling, 1969; Kaneko, 1970; Stone and Schutte, 1991; Hare and Owen, 1996), but less so for mammalian retinas particularly for rod bipolar cells. Anatomically-defined synapses from horizontal cells to bipolar cells are reported to be rare in mammals (Kolb, 1979), but have been reported for rod (ON) bipolar cells (Linberg and Fisher, 1988), and it is also possible that GABA is released at this synapse by reversed uptake (Schwartz, 1982) rather than by exocytosis of
anatomically observable vesicles. Cone bipolar cells (ON and OFF) show an antagonistic surround to their receptive field (Dacheux & Miller, 1981; Dacey et al., 2000), but rod (ON) bipolar cells have been reported to show no antagonistic surround (Bloomfield and Xin, 2000). My observation that $E_{Cl}$ in the dendrites of ON bipolar cells is similar to the dark potential of the cells would explain why rod bipolar cells can show no antagonistic surround mediated by suppression of GABA release from horizontal cells. It is possible that most of the bipolar cells that I recorded were rod bipolars, but if cone ON bipolar cells were included in my sample (implying that they also do not have a dendritic $E_{Cl}$ very positive to the dark potential) then the receptive field antagonistic surround that they exhibit (Dacey et al., 2000) presumably is generated by feedback from horizontal cells to cones or by inhibitory input from amacrine cells.

4.9.4 Implications for visual processing: time-dependent adaptation of $[Cl^-]_i$ and inhibitory signals

A striking result of my study is that $[Cl^-]_i$ in ON bipolar cells, and thus the driving force for inhibitory signals generated by $GABA_A$ and $GABA_C$ receptors, adapts on a time scale of ~10 seconds following a change of the bipolar cell membrane potential. This has important implications for the time course of inhibition following membrane potential changes produced either by central illumination or by GABAergic input. When central light depolarizes the cell, initially the membrane potential will be substantially more positive than the value of $E_{Cl}$ at the synaptic terminal, and GABA released from amacrine cells will have a large hyperpolarizing effect on the bipolar cell. However, during a maintained depolarization induced by central light, $E_{Cl}$ will move positive (over ~10sec) by about half the depolarization produced by the central light (Figure 4.6 and 4.7), resulting in a halving of the driving force for the inhibitory input. Similarly, if GABA receptors in the bipolar cell membrane are activated by a change of input from horizontal or amacrine cells (e.g.
due to a change of illumination in the receptive field surround) then after an initial hyperpolarization the resulting adaptation of $E_{Cl}$ towards the new membrane potential will result in a decrease of the strength of the inhibitory signal, inducing an inherent transience to the inhibitory signal. It appears, therefore, that the time-dependent adaptation of $[Cl^-]_i$ in ON bipolar cells may add another layer of temporal processing to signals as they pass through the retina.
CHAPTER 5

The effect of Ajuba on the properties of GLT-1

5.1 Introduction

As described in section 1.7, although much is known about proteins interacting with neurotransmitter receptors and ion channels, little is known about proteins interacting with glutamate transporters. So far only two groups have addressed this issue. They investigated the interactions of cytoplasmic proteins with (1) the C-terminus of the neuronal glutamate transporter EAAC-1 (Lin et al., 2001), which is expressed ubiquitously in the brain, (2) the C-terminus (Jackson et al., 2001) and (3) the N-terminus (Law & Rothstein, 2000) of the neuronal glutamate transporter EAAT-4, which is mainly expressed by Purkinje cells in the cerebellum, and (4) the C-terminus of the glial glutamate transporter GLAST (Marie and Attwell, 1999), which is heavily expressed in retinal Müller cells and cerebellar Bergmann glia. Interestingly, all of these four studies report modulation of the glutamate transporter activity by intracellular proteins, as described in detail in section 1.7. Since all of this other work was on relatively minor glutamate transporters, which in most of the CNS contribute only a small fraction of the glutamate uptake present, our lab set out to identify and characterize proteins interacting with the glial glutamate transporter GLT-1, which in most parts of the brain provides the great majority of glutamate uptake. I shall briefly summarize the main findings of this work (Marie et al., 2002) to provide the background to the electrophysiological work that I performed.

The LIM protein Ajuba, which is described in more detail in section 1.7, was identified by Helene Marie as a binding partner for the N-terminal part of the
glutamate transporter GLT-1 (Figure 5.1), using the yeast-two hybrid method. Pull-down assays confirmed that these two proteins interact \textit{in vitro}, and the binding region on GLT-1 was narrowed down to be between amino acids 9 and 23 (GLT-1\textsuperscript{9-23}). This 15 amino acid stretch is identical in the rat transporter GLT-1 and its human homologue EAAT-2, but is not present in any of the other glutamate transporters, and is less than 54% identical to other proteins in GenBank, suggesting that Ajuba binds specifically to the GLT-1 (EAAT-2) subtype of glutamate transporters. Antibodies against Ajuba co-immunoprecipitated GLT-1 from rat brain, and antibody labelling of rat brain slices for GLT-1 and Ajuba showed co-localization in glial cells of the cerebellum and hippocampus, and neurones of the retina, suggesting that these two proteins interact \textit{in vivo}. When expressed alone in COS-7 cells, Ajuba showed a mainly cytoplasmic localization, whereas when GLT-1 was expressed alone it was concentrated in the cell’s plasma membrane. While co-expression of Ajuba with GLT-1 in these cells did not significantly alter the localization of GLT-1, Ajuba was recruited from the cytoplasm to the plasma membrane, where the two proteins co-localized, suggesting that the binding of Ajuba to GLT-1 influences the distribution of Ajuba within the cell.

This biochemical and histological work did not reveal the functional significance of the interaction between Ajuba and GLT-1. In the work described in this chapter I investigated whether Ajuba modulates the properties of GLT-1 when both proteins are transiently expressed in a mammalian cell line. Briefly, I patch-clamped COS-7 cells, expressing either GLT-1 alone, or GLT-1 and Ajuba, to see if co-expression of Ajuba alters the functional properties of the transporter (such as glutamate affinity, maximum uptake rate, surface expression of GLT-1, voltage-dependence of uptake, or anion channel behaviour).
Figure 5.1: Schematic drawing of GLT-1 with Ajuba bound

Membrane topology of GLT-1 as suggested by (Grunewald et al., 1998): GLT-1 is thought to have eight transmembrane spanning α-helices (indicated by the Arabic numbering (1-8)). A structure reminiscent of a pore-loop (indicated by the Roman numbering (I and II)), and a hydrophobic linker (indicated as “linker”) are positioned between the 7th and the 8th domains. With this topology the C- as well as the N-terminus of the transporter are intracellular. Ajuba binds to amino acids 9-23 of the N-terminus of GLT-1.
5.2 Co-expression of Ajuba and GLT in micro-injected COS-7 cells

COS-7 cells do not express GLT-1 or Ajuba endogenously (personal communication, Helene Marie). To study the potential effects of Ajuba on GLT-1, I micro-injected the cDNA for GLT-1 alone, or the cDNAs for GLT-1 and Ajuba, into the nucleus of these cells. About 95% of the injected cells co-expressed GLT-1 and Ajuba when both cDNAs were injected, as shown in the confocal images of Figure 5.2, in which antibody staining for GLT-1 (1st panel) is shown in green and antibody labelling for Ajuba (2nd panel) is shown in red. The co-localization of both proteins can be seen as yellow in the 3rd panel, which is the superimposition of the double-labelling.

To identify successfully injected cells for electrophysiological experiments, I also co-injected the cDNA for green fluorescent protein (GFP). The cells were identified from their GFP fluorescence and used for patch-clamp experiments 24 hours after injection. It was assumed that if a cell expressed GFP it would also express the other products of the injected cDNAs, i.e. GLT-1 or GLT-1 and Ajuba. Indeed, most cells (n = 73/78) that were identified by GFP expression also produced an uptake current in response to glutamate (see below), whereas cells lacking GFP fluorescence never produced a glutamate-evoked current (n = 7).

5.3 Recording glutamate-evoked currents in COS-7 cells expressing GLT-1

Glutamate transporters use the electrochemical gradients for sodium, protons and potassium to power the uptake of glutamate. As described in section 1.3, it is thought that for each glutamate, three sodium ions and one proton are co-transported, whereas one potassium ion is counter-transported (Figure 5.3 A). This results in two
Figure 5.2: Co-localization of GLT-1 and Ajuba in micro-injected COS-7 cells

Confocal images and antibody labelling of two COS-7 cells co-injected with GLT-1 and myc-tagged-Ajuba cDNA. The antibody (B12) against GLT-1 (green, 1st column) reveals localization of the transporter mainly in the plasma membrane. The primary antibody was raised in rabbit, and the secondary antibody was anti-rabbit with the fluorophore FITC fused onto it. The antibody against myc (9E10) (red, 2nd column) reveals localization of myc-tagged Ajuba in the cytoplasm and the plasma membrane. The primary antibody was raised in mouse, and the secondary antibody was anti-mouse and had the fluorophore TexasRed fused onto it. Co-localization of the proteins is shown as yellow in the 3rd column, which is the superimposition of the 1st and 2nd columns.
Figure 5.3: Recording glutamate uptake currents in COS-7 cells

(A) GLT-1 localized in the membrane of transfected COS-7 cells transports glutamate into the cell. For each glutamate, 3 Na\(^+\) and 1 H\(^+\) are co-transported and 1 K\(^+\) is counter-transported (Levy et al., 1998). That results in two net positive charges being translocated during each cycle, which can be recorded as a membrane current (I).

(B) Examples of currents recorded from a COS-7 cell expressing GLT-1 and from a non-injected COS-7 cell, using the whole-cell patch clamp technique. The cells were voltage clamped at −60 mV. Whereas glutamate (100 \(\mu\)M) evokes an inward current in the GLT-1 expressing cell, the non-injected cell does not respond to glutamate.
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net positive charges being translocated with each glutamate, which can be recorded as a current across the cell membrane. The size of the recorded glutamate uptake current (when keeping the intra- and extracellular ion concentrations constant) depends on (1) the glutamate concentration (relative to the $K_M$), (2) the membrane potential (the transporter is electrogenic, being inhibited at positive potentials), (3) the number of functional transporters in the cell membrane (more transporters produce a larger current), and (4) the cycling time of the transporter (the shorter the cycle time, the larger the current). As well as the current generated by the co-transport of ions with glutamate, these transporters can also generate an anion current, because cycling of the carrier leads to an anion conductance being activated (see section 1.3). However, this anion current is negligible for GLT-1 unless highly permeant anions are present (Levy et al., 1998), as used in section 5.8 below.

An example of a glutamate transporter current in a whole-cell patch-clamped COS-7 cell expressing GLT-1 is shown in Figure 5.3 B. Bath application of 100 μM glutamate generated an inward current of mean amplitude 183 ± 20 pA ($n = 20$). Non-injected cells did not show such a current ($n = 7$), indicating that COS-7 cells do not express functional ionotropic glutamate receptors or glutamate transporters endogenously (Figure 5.3 B). To see whether Ajuba modulates the properties of GLT-1, I compared transporter-mediated currents in cells expressing either GLT-1 alone or GLT-1 and Ajuba. Unless otherwise stated, the cells were voltage clamped at −60 mV and transporter mediated currents were evoked by bath application of glutamate. All recordings were at room temperature (22-25°C).

5.4 Effect of co-expressing Ajuba on GLT-1’s $K_M$ for glutamate

The glutamate affinity of the glutamate transporter EAAC-1 is modulated by interaction with the glutamate transporter interacting protein GTRAP3-18 (Lin et al., 2001). Similarly, the glutamate affinity of GLAST is modulated by an unknown
intracellular protein in salamander Müller cells. To see whether co-expressing Ajuba alters the GLT-1 transporter’s apparent affinity for glutamate, I applied different concentrations (5, 20, 100 µM) of glutamate to cells expressing GLT-1 alone or GLT-1 and Ajuba, and recorded the current responses. To obtain the $K_m$, the data from each cell were normalized to the current evoked by 100 µM glutamate in that cell, and were fit with the Michaelis-Menten equation:

$$I = \frac{I_{\text{max}} \cdot [\text{glutamate}]}{K_m + [\text{glutamate}]}$$

where $I$ is the recorded current, $I_{\text{max}}$ is the maximum evoked current at high [glutamate], and $K_m$, the Michaelis-Menten constant, is the glutamate concentration generating a half-maximal current (the reciprocal of the apparent affinity). An example of a recording from a COS-7 cell expressing only GLT-1 is shown in Figure 5.4 A, in which the amplitude of the glutamate transporter mediated currents increased in a dose-dependent manner. The dose-response curve of this cell is shown in Figure 5.4 B, and the line shows the fit of the data by the Michaelis-Menten equation (eqn 5.1). In this cell, the $K_m$ was 18.2 µM and the $I_{\text{max}}$ was -255 pA. For comparison, Figure 5.5 A shows an example of a recording from a COS-7 cell expressing GLT-1 and Ajuba. Again, the amplitude of the glutamate transporter mediated currents increased in a dose-dependent manner. The dose-response curve of this cell and the fit of the data by the Michaelis-Menten equation (eqn 5.1) are shown in Figure 5.5 B. In this cell, the $K_m$ was 17.4 µM and the $I_{\text{max}}$ was -446 pA.

Figure 5.6 A shows the averaged dose-response data obtained when either GLT-1 was expressed (filled circles, $n=15$) or when GLT-1 and Ajuba were co-expressed (open circles, $n=10$). The lines are Michaelis-Menten curves with $K_m$ values equal to the means of the $K_m$ values obtained in each condition. These did not differ significantly ($p=0.13$) and were 23.1 ± 2.7 µM when GLT-1 was expressed alone and 17.2 ± 2.4 µM when GLT-1 and Ajuba were co-expressed (Figure 5.6 B). This indicates that Ajuba does not modulate the apparent affinity of GLT-1 when co-expressed in COS-7 cells.
Figure 5.4: Specimen glutamate dose-response data from a GLT-1 expressing COS-7 cell

(A) Current responses at -60 mV to different concentrations of bath applied glutamate, recorded (using the whole-cell patch-clamp configuration) from a GLT-1 expressing COS-7 cell. (B) The data were normalized to the response evoked by 100 µM glutamate, plotted as a dose-response curve and fit by the Michaelis-Menten equation (smooth line). The $K_M$ in this cell was 18.2 µM, and the $I_{max}$ was 1.182 normalized to the current at 100 µM glutamate, or -255 pA in absolute units.
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Figure 5.5: Specimen glutamate dose-response data from a COS-7 cell co-expressing GLT-1 and Ajuba

(A) Current responses at −60 mV to different concentrations of bath applied glutamate, recorded (using the whole-cell patch-clamp configuration) from a COS-7 cell expressing GLT-1 and Ajuba. (B) The data were normalized to the response evoked by 100 μM glutamate, plotted as a dose-response curve and fit by the Michaelis-Menten equation (smooth line). The $K_M$ in this cell was 17.4 μM, and the $I_{\text{max}}$ was 1.174 normalized to the current with 100 μM glutamate, or −446 pA in absolute units.
Figure 5.6: The $K_M$ for glutamate of GLT-1 is not changed when Ajuba is co-expressed

(A) Dose-response curves for glutamate-evoked GLT-1 mediated currents recorded from 15 COS-7 cells expressing only GLT-1 (filled circles, mean ± s.e.m), and 10 COS-7 cells expressing GLT-1 and Ajuba (open circles, mean ± s.e.m.), using the whole-cell patch-clamp technique (-60 mV). In each cell the responses were normalized to the response evoked by 100 μM glutamate, and fit by the Michaelis-Menten equation. The resulting $K_M$s were averaged (B) and were $23.1 ± 2.7$ μM when GLT-1 was expressed alone (n=15) and $17.2 ± 2.4$ μM when GLT-1 and Ajuba were co-expressed (n=10). The smooth lines in (A) are the Michaelis-Menten curves using $K_M$ values equal to the means of the averaged $K_M$s.
A

[Graph showing normalized current vs [glu] /μM with two curves labeled GLT-1 and GLT-1 + Ajuba.]

B

[Bar chart showing comparison of KM values for GLT-1 and GLT-1 + Ajuba with p=0.13.]
Similarly, the maximum uptake current (I\text{max}) at high glutamate concentrations (extrapolated from the fitted curve in each cell) did not differ significantly (p=0.97) and was -212.3 ± 26.5 pA when GLT-1 was expressed alone (n=15) and -210.4 ± 42.9 μM when GLT-1 and Ajuba were co-expressed (n=10). However, both this calculated value for I\text{max} and also the size of the currents evoked by a near saturating (100 μM) dose of glutamate differed substantially between cells. The current response to 100 μM glutamate (at -60 mV) ranged from as low as -26 pA to as large as -416 pA, and was on average -182.8 ± 20.1 pA (n=20) when GLT-1 was expressed alone; it ranged from as low as -30 pA to as large as -380 pA, and was on average -195.0 ± 27.8 pA (n=15) when GLT-1 + Ajuba were expressed (p=0.72 compared with GLT-1 alone).

Theoretically, the size of the glutamate-evoked steady state uptake current produced by a near saturating dose of glutamate (e.g. 100 μM), at a given membrane potential (e.g. -60 mV), and with a fixed stoichiometry (i.e. 2 net positive charges moving with each glutamate), depends on the number of transporters operating and the rate at which they transport glutamate (their cycling rate). Since, within each transfection group, the stoichiometry and the cycling rate of GLT-1 are presumably constant, the variability of the recorded currents indicates that the number of functional transporters in the plasma membrane varies hugely between cells. This variation probably reflects differences in cell size (membrane area), as well as differences in the expression level of GLT-1 and/or differences of protein insertion into the membrane. To remove this variability and thereby try to get a better estimate of the maximum uptake rate per glutamate transporter in COS-7 cells expressing GLT-1 alone or GLT-1 and Ajuba, I took the approach described in the following section.
5.5 Effect of co-expressing Ajuba on GLT-1’s maximum uptake rate

To obtain a measure of the maximum uptake current per transporter independent of the number of transporters on the cell surface, I normalized the current produced by 100 μM glutamate (a near saturating dose) in each cell by the cell’s kainate-suppressible capacitance, which is (as explained below) proportional to the number of transporters in the membrane. Transporters have been shown to produce a rapid charge movement in response to a voltage change, equivalent to an extra membrane capacitance (Mager et al., 1993; Wadiche et al., 1995b). As illustrated in Figure 5.7, the Na⁺ ions which drive glutamate uptake are thought to bind to the transporter within the membrane field. When a positive voltage step is applied, the Na⁺ are forced out of the membrane, generating a transient outward component of capacity current. For EAAT-2, which is the human homologue of the rat GLT-1, this charge movement can be prevented by application of the competitive non-transported glutamate analogue kainate (Wadiche et al., 1995b). Kainate is thought to lock the transporter in a state so that the sodium ions are trapped and cannot move out of the membrane electric field (Figure 5.7). This occurs because the binding of substrates to the transporter is ordered, with glutamate/kainate binding occurring after binding of the Na⁺ which generate the charge movement: once glutamate/kainate has bound the transporter conformation is changed so that the Na⁺ cannot unbind. The size of the kainate-suppressible capacity current is, therefore, directly proportional to the number of transporters in the membrane, and also depends on the membrane potential and the size of the voltage step (Wadiche et al., 1995b). Thus, to investigate whether Ajuba affects the maximum uptake current per transporter (i.e. the cycling rate), I used the transporter charge movement, measured as the difference of capacity current in the absence and presence of kainate, as a measure of the transporter number. If the ratio of the maximum glutamate uptake current to the kainate-suppressible capacitance (loosely speaking the ratio of the total
Figure 5.7: Scheme of the kainate suppressible charge movements

Each glutamate transporter (indicated as large round structure) contains three sodium binding sites. In resting, steady state conditions, sodium ions will be bound to these sites, resulting in three positive charges (Na⁺; indicated as small circles with a “+”) being localized within the membrane electric field. When the membrane potential is stepped to a positive potential, the three positive charges (Na⁺) will move outwards (dashed arrows) through the membrane field, generating a small capacity current. The size of the charge movement in the whole cell depends on the number of transporters (number of sodium binding sites), the initial membrane potential (which determines what fraction of Na⁺ binding sites are occupied before the positive voltage step) and the voltage step (which determines what fraction of the Na⁺ are displaced from their binding sites). (B) Kainate blocks the charge movement, restraining the sodium ions to their binding site within the membrane. This abolishes the transporter component of the capacity transient. The difference of the capacitance between when kainate is absent (i.e. the Na⁺ are free to move) and present (i.e. the Na⁺ are locked in the membrane), that is the kainate-suppressible capacitance, is proportional to the number of transporters in the membrane.
glutamate taken up per unit time to the number of transporters present) is larger in
the presence of Ajuba, the cycling rate must be faster; if it is smaller, the cycling rate
must be slower.

I recorded the response of COS-7 cells expressing either GLT-1 alone, GLT-
1 and Ajuba, or neither GLT-1 nor Ajuba, to voltage steps from -80 mV to +20 mV,
in the presence (to inhibit the charge movements) and absence (to permit the charge
movements) of 300 μM kainate. The current transients were fitted with a mono-
exponentially decaying function to obtain a value of the capacitance (see Chapter 2),
and the difference of the capacitance in the absence and the presence of kainate
(ΔC_{KA}), which is proportional to the number of transporters in the membrane. I also
recorded the steady state glutamate uptake current in each cell (I_{glu}) by applying 100
μM glutamate at a holding potential of -80 mV. Examples of such recordings are
shown in Figure 5.8 (when GLT-1 was expressed alone) and Figure 5.9 (when GLT-
1 and Ajuba, or neither, were co-expressed). This approach assumes that Ajuba does
not affect (1) the binding of sodium ions to the transporter, and (2) the blocking
effect of kainate. The glutamate transporter current in the presence of kainate
compared to the current when kainate was absent (I_{glu,inKA} / I_{glu,noKA}) was 0.34 ± 0.02
(n = 10) when GLT-1 was expressed alone and 0.45 ± 0.10 (n = 5, not significantly
different, p = 0.16) when GLT-1 and Ajuba were co-expressed, suggesting that
Ajuba does not interfere with the kainate block. These values are similar to the 0.38
± 0.02 (n = 6) observed by (Otis and Kavanaugh, 2000) in HEK-293 cells expressing
GLT-1.

Figure 5.10 A shows results obtained from 15 different COS-7 cells
expressing either GLT-1 (filled circles, n=10) or GLT-1 and Ajuba (open circles,
n=5), as described above. The uptake current is plotted as a function of the kainate-
suppressible capacitance. The resulting graphs are expected to be a straight line with
a slope proportional to the cycling rate of a single transporter. The lines shown on the
graph are the mean ± s.e.m. of the slopes (I_{glu} / ΔC_{KA}) when GLT-1 alone (dashed
Figure 5.8: Kainate-suppressible capacitance in a cell expressing GLT-1 alone

Specimen capacity currents of a cell expressing GLT-1 alone, when the membrane potential was stepped from $-80$ to $+20$ mV, in the absence ("control") and presence ("kainate") of $300 \mu$M kainate. The $\Delta C_{KA}$ in this cell was $1.83$ pF, the cell capacitance was $63$ pF, and the inward current evoked by $100 \mu$M glutamate was -87 pA (at $-80$ mV).
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Figure 5.9: Kainate-suppressible capacitance in a cell expressing GLT-1 and Ajuba

(A) Specimen capacity currents of a cell expressing GLT-1 and Ajuba, when the membrane potential was stepped from $-80$ to $+20$ mV, in the absence ("control") and presence ("kainate") of 300 $\mu$M kainate. The $\Delta C_{KA}$ in this cell was 2.22 pF, the capacitance in kainate was 76 pF, and the inward current evoked by 100 $\mu$M glutamate was -73 pA (at $-80$ mV).

(B) Specimen capacity currents of a non-transfected cell, when the membrane potential was stepped from $-80$ to $+20$ mV, in the absence ("control") and presence ("kainate") of 300 $\mu$M kainate. Note that kainate does not affect the capacity current.
Figure 5.10: The maximum uptake rate of GLT-1 is not changed when Ajuba is co-expressed in COS-7 cells

(A) Scatter plot of the current evoked by 100 μM glutamate ($I_{\text{glu}}$) as a function of the kainate-suppressible capacitance ($\Delta C_{KA} = C_{\text{noKA}} - C_{\text{inKA}}$). The filled circles are data from 10 COS-7 cells expressing GLT-1 alone, the open circles are data from 5 COS-7 cells expressing GLT-1 and Ajuba. The lines (dashed for GLT-1; dotted for GLT-1 and Ajuba) are the mean ± s.e.m. of the averaged $I_{\text{glu}}/\Delta C_{KA}$ ratio.

(B) Bar graph of the mean ± s.e.m. of the $I_{\text{glu}}/\Delta C_{KA}$ ratio ($n=10$ for GLT-1; $n=5$ for GLT-1 and Ajuba).
lines) or GLT-1 and Ajuba (dotted lines) was expressed. The slopes were not significantly different (p=0.96) between cells expressing GLT-1 alone (57.3 ± 9.2 pA/pF, n=10) and cells expressing GLT-1 and Ajuba (56.3 ± 18.9 pA/pF, n=5). This indicates that the maximum uptake rate of GLT-1 is not different when Ajuba is co-expressed in COS-7 cells. However, the kainate-suppressible capacitance is tiny (Figure 5.8 B and 5.9 B), the variability is large (Figure 5.10 A) and it is hard to rule out the possibility that Ajuba does alter the $I_{\text{max}}$ per transporter but I have, by chance, failed to detect it.

### 5.6 Effect of co-expressing Ajuba on the surface expression of GLT

The surface expression of the glutamate transporter EAAT-4 has been shown to be regulated by the glutamate transporter interacting proteins GTRAP41 and GTRAP48 (Jackson et al., 2001). To see if Ajuba regulates the surface expression of GLT-1 in COS-7 cells, that is the number of transporters per plasma membrane area, I normalized the kainate-suppressible capacitance ($\Delta C_{KA}$), which is proportional to the number of transporters, by the cell membrane capacitance ($C_m$), which is proportional to the surface area of the cell, in each cell. The kainate-suppressible capacitance was on average 3.8 ± 0.6 % of the total cell capacitance when GLT-1 was expressed alone (n=10), and 4.3 ± 0.9 % of the total cell capacitance when GLT-1 and Ajuba were co-expressed (n=5), indicating that the surface expression of GLT-1 in COS-7 cells was not significantly changed by Ajuba (p=0.66, Figure 5.11).
Figure 5.11: Co-expression of Ajuba does not change the surface expression of GLT-1

Bar graph showing the ratio of the kainate-suppressible capacitance to the total cell capacitance($\Delta C_{KA}/C_m$) when GLT-1 alone, or GLT-1 and Ajuba, are expressed in COS-7 cells.
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5.7 Effect of co-expressing Ajuba on the voltage dependence of the GLT-1 transporter current

As mentioned in section 5.4 and section 1.3, glutamate uptake is electrogenic, transporting 2 net positive charges across the plasma membrane with each glutamate. This results in the transport of glutamate being inhibited at depolarized membrane potentials. To see whether Ajuba affects the voltage-dependence of glutamate uptake mediated by GLT-1, I recorded the current response to 100 μM glutamate at different membrane potentials. Examples of such recordings are shown for a COS-7 cell expressing GLT-1 alone in Figure 5.12, and for a COS-7 cell expressing GLT-1 and Ajuba in Figure 5.13. The currents in each cell were normalized to the current produced at -60 mV in that cell. The averaged glutamate-evoked current-voltage relation (I-V) for cells expressing GLT-1 alone (filled circles, n=6) and for cells expressing GLT-1 and Ajuba (open circles, n=9) were not significantly different from each other (Figure 5.14), and, as expected, neither I-V relation reversed at positive potentials (since applying external glutamate can only make the transporter run more in the inward direction or less in the outward direction, both of which give an inward current). The ratio of the currents produced at 0 mV ($I_{0\text{mV}}$) and at -60 mV ($I_{-60\text{mV}}$) was 0.219 ± 0.070 in cells expressing GLT-1 (n=6) and 0.180 ± 0.024 in cells expressing GLT-1 and Ajuba (n=9, p=0.56). This suggests that co-expressing Ajuba in COS-7 cells does not affect the rate limiting charge-moving steps in the carrier cycle of GLT-1.
Figure 5.12: Voltage-dependence of the transporter current generated by GLT-1 expressed in COS-7 cells

(A) Specimen traces showing the response to 100 μM glutamate of a COS-7 cell expressing GLT-1. The cell was voltage clamped at different membrane potentials. (B) I-V curve of the specimen data shown in (A). As expected for this electrogenic transporter, the current is reduced at depolarized potentials and does not reverse.
Figure 5.13: Voltage-dependence of the transporter current generated by GLT-1 when Ajuba was co-expressed in COS-7 cells

(A) Specimen traces showing the response to 100 μM glutamate of a COS-7 cell expressing GLT-1 and Ajuba. The cell was voltage clamped at different membrane potentials. (B) I-V curve of the specimen data shown in (A).
Figure 5.14: The voltage-dependence of the GLT-1 transporter current is not changed when Ajuba is co-expressed in COS-7 cells

Current-voltage relation of 6 COS-7 cells expressing GLT-1 alone (filled circles) and 9 COS-7 cells expressing GLT-1 and Ajuba (open circles; mean ± s.e.m.). The currents were evoked by bath application of 100 μM glutamate, and recorded at different membrane potentials. In each cell, the currents were normalized to the current recorded at -60 mV to compensate for differences between cells in the number of transporters expressed.
5.8 Effect of co-expressing Ajuba on GLT-1’s anion conductance

In addition to transporting glutamate, glutamate transporters also possess an anion channel (see section 1.3 for more detail and Figure 1.2). Under approximately physiological conditions (i.e. with chloride as the major extracellular anion) the glutamate-evoked current mediated by GLT-1 is mainly due to the uptake of glutamate accompanied by the net entry of two positive charges. Less of this inward transporter current flows at depolarized potentials where the charge movement is opposed by the voltage (Figures 5.12 - 5.14). Other external anions, such as nitrate, have been shown to permeate the glutamate transporter’s anion conductance much more readily than chloride, resulting in a more linear I-V relation for the glutamate-evoked current, which reverses at depolarized potentials due to anion influx through the anion conductance (Fairman et al., 1995; Billups et al., 1996; Levy et al., 1998). The glutamate transporter mediated current is thus composed of two underlying mechanisms: the uptake of glutamate generating an inward current, and the anion flux through the transporter which can generate an inward or outward current depending on the anion gradient and the voltage. These two current components can be recorded and investigated in isolation by providing conditions favouring either of the two. The glutamate uptake current can be studied in isolation by using chloride as the major intra- and extracellular anion (which hardly permeates the transporter) and recording the current at hyperpolarized potentials where the uptake current is large (Figure 5.15 A). The anion conductance of the transporter can be studied in isolation by using nitrate as the major extracellular anion (which permeates the transporter well) and recording the current at depolarized potentials, where uptake is inhibited and where glutamate will evoke an outward current which is predominantly due to the influx of nitrate through the transporter’s anion channel (Figure 5.15 B).
Glutamate transporter mediated currents are a mixture of the current produced by glutamate uptake and the current produced by the anion channel of the transporter. Certain conditions favour one or the other component. (A) If the major external anion is chloride and the membrane potential is hyperpolarized, the current mediated by the transporter will predominantly be due to the uptake of glutamate with 2 net positive charges (inward current). (B) If the major extracellular anion is nitrate and the membrane potential is depolarized, the current mediated by the transporter will predominantly be due to the influx of nitrate through the transporter’s anion channel (outward current).

Figure 5.15: Conditions for recording the GLT-1 glutamate uptake or anion channel currents
Conditions favouring the glutamate uptake current

Conditions favouring the anion channel current
To see whether Ajuba modulates the anion conductance of GLT-1, I recorded currents evoked by 100 μM glutamate in COS-7 cells expressing either GLT-1 alone or GLT-1 and Ajuba, either at −60 mV in chloride containing solution (to measure the size of the glutamate uptake component \(I_{-60\text{mV}, \text{Cl}^-}\)) or at +30 mV in nitrate containing solution (to measure the size of the anion channel component \(I_{+30\text{mV}, \text{NO}_3^-}\)). I normalized the anion channel current \(I_{+30\text{mV}, \text{NO}_3^-}\) to the uptake current \(I_{-60\text{mV}, \text{Cl}^-}\) in each cell to correct for differences in expression levels and cell sizes.

An example of a recording from a COS-7 cell expressing GLT-1 alone is shown in Figure 5.16, for which the current ratio was 2.69. For comparison, an example of a recording from a COS-7 cell expressing GLT-1 and Ajuba is shown in Figure 5.17, for which the current ratio was 2.07. On average (Figure 5.18), the ratio was 2.68 ± 0.56 when GLT-1 was expressed alone (n=5) and 2.00 ± 0.32 when GLT-1 and Ajuba were co-expressed (n=5, not significantly different, p=0.32). This results indicate that Ajuba does not significantly alter activation of the anion conductance of GLT-1 when co-expressed in COS-7 cells.

### 5.9 Effect of co-expressing Ajuba on GLT-1’s \(K_M\) when using the perforated patch configuration

The data in Section 5.4 to 5.8 were obtained using the conventional whole-cell patch-clamp technique. This technique allows one to control the membrane potential and to record currents through the cell membrane, and has the advantage of controlling the intracellular milieu by dialyzing the solution of the patch pipette into the cell. Conversely, however, it also means that anything present in the cytoplasm can be dialyzed out of the cell into the patch-pipette, perhaps even large proteins such as Ajuba (molecular weight 58 kDa). The perforated patch-clamp configuration (see Chapter 2) also allows one to control the membrane potential and to record current through the cell membrane, but prevents the dialysis out of the cell of large molecules, including proteins, and certain ions. To see if co-expression of Ajuba had
Figure 5.16: Uptake and anion current of GLT-1 expressed in COS-7 cells

(A) Specimen traces of the glutamate uptake current (1st trace, -60 mV, extracellular solution contained chloride) and anion channel current (2nd trace, +30 mV, extracellular solution contained nitrate) of GLT-1 expressed in COS-7 cells, evoked by bath application of 100 μM glutamate. The ratio of the anion channel current compared to the uptake current for this specimen cell is shown in (B).
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Figure 5.17: Uptake and anion current of GLT-1 when Ajuba was co-expressed in COS-7 cells

(A) Specimen traces of the glutamate uptake current (1st trace, -60 mV, extracellular solution contained chloride) and anion channel current (2nd trace, +30 mV, extracellular solution contained nitrate) of GLT-1 when Ajuba was co-expressed in COS-7 cells, evoked by bath application of 100 µM glutamate. The ratio of the anion channel current to the uptake current for this specimen cell is shown in (B)
Figure 5.18: The anion conductance of GLT-1 is not changed when Ajuba is co-expressed in COS-7 cells

Mean (± s.e.m.) ratio of the anion channel current (I_{-30 mV, NO_3^-}) to the glutamate uptake current (I_{-60 mV, Cl^-}), in 5 COS-7 cells expressing GLT-1 alone and 5 COS-7 cells expressing GLT-1 and Ajuba. The transporter currents were evoked by bath application of 100 μM glutamate.
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an effect on GLT-1’s $K_M$ for glutamate when recorded in the perforated patch clamp configuration, i.e. when Ajuba cannot be dialysed out of the cytoplasm, I patch-clamped COS-7 cells expressing either GLT-1 alone or GLT-1 and Ajuba using the antibiotic amphotericin B in the patch-pipette as the perforating agent (Chapter 2). The recordings were started when the series resistance had stabilized (typically around 20 MΩ after 15-30 minutes). As for the whole-cell patch-clamp experiments in section 5.4, I bath applied different concentrations of glutamate at a membrane potential of −60 mV. The data in each cell were normalized to the current evoked by 100 μM glutamate in that cell and fitted with the Michaelis-Menten equation (eqn 5.1) to obtain the $K_M$.

An example of a recording from a COS-7 cell expressing only GLT-1 is shown in Figure 5.19 A, in which the amplitude of the glutamate transporter mediated currents increased in a dose-dependent manner. The dose-response curve of this cell is shown in Figure 5.19 B, and the line shows the fit of the data by the Michaelis-Menten equation (eqn 5.1). In this cell, the $K_m$ was 19.8 μM and the $I_{max}$ was −110 pA. For comparison, Figure 5.20A shows an example of a recording from a COS-7 cell expressing GLT-1 and Ajuba. Again, the amplitude of the glutamate transporter mediated currents increased in a dose-dependent manner. The dose-response curve of this cell and the fit of the data by the Michaelis-Menten equation (eqn 5.1) are shown in Figure 5.20 B. In this cell, the $K_m$ was 16.3 μM and the $I_{max}$ was -112 pA.

Figure 5.21 A shows the averaged dose-response data when either GLT-1 was expressed (filled circles, n=5) or when GLT-1 and Ajuba were co-expressed (open circles, n=3). The lines are Michaelis-Menten curves using the mean of the $K_M$ values obtained in each condition. The averaged $K_M$ derived from fitting a Michaelis-Menten curve to the data from each cell group did not differ significantly (p=0.97) and was 22.6 ± 9.2 μM when GLT-1 was expressed alone (n=5) and 22.1 ± 6.6 μM when GLT-1 and Ajuba were co-expressed (n=3) (Figure 5.6 B). This indicates that
Figure 5.19: Glutamate dose-response data from a GLT-1 expressing COS-7 cell

(A) Current responses to different concentrations of bath applied glutamate recorded (using the perforated patch-clamp configuration) from a GLT-1 expressing COS-7 cell at −60mV. (B) The data were normalized to the response evoked by 100 μM glutamate, plotted as a dose-response curve and fit by the Michaelis-Menten equation (smooth line). The $K_M$ in this cell was 19.8 μM and the normalized $I_{max}$ was 1.198, or −110 pA in absolute units.
Figure 5.20: Glutamate dose-response data from a COS-7 cell co-expressing GLT-1 and Ajuba

(A) Current responses to different concentrations of bath applied glutamate recorded (using the perforated patch-clamp configuration) from a COS-7 cell expressing GLT-1 and Ajuba at −60 mV. (B) The data were normalized to the response evoked by 100 μM glutamate, plotted as a dose-response curve and fit by the Michaelis-Menten equation (smooth line). The $K_M$ in this cell was 16.3 μM and the normalized $I_{\text{max}}$ was 1.163, or −112 pA in absolute units.
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Figure 5.21: GLT-1’s $K_M$ for glutamate is not changed when Ajuba is co-expressed (recorded in the perforated patch-clamp configuration)

(A) Dose-response curves for the glutamate-evoked GLT-1 mediated currents recorded from 5 COS-7 cells expressing only GLT-1 (filled circles, mean ± s.e.m.), and 3 COS-7 cells expressing GLT-1 and Ajuba (open circles, mean ± s.e.m.), using the perforated patch-clamp technique (-60 mV). In each cell the responses were normalized to the response evoked by 100 μM glutamate, and fit by the Michaelis-Menten equation. The resulting $K_M$s for each expression type were averaged and were 23 ± 9 μM when GLT-1 was expressed (n=5) and 22 ± 7 μM when GLT-1 and Ajuba were co-expressed (n=3) (B). The smooth lines in (A) are the Michaelis-Menten curves using the mean of the averaged $K_M$s.
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Ajuba does not modulate the apparent affinity of GLT-1 when co-expressed in COS-7 cells, even when recorded with the perforated patch-clamp technique.

The maximum uptake current \( I_{\text{max}} \) at high glutamate concentrations (extrapolated from the fitted curve in each cell) did not differ significantly either \( p=0.31 \), and was \(-116 \pm 14\) pA when GLT-1 was expressed alone \((n=5)\) and \(-204 \pm 105\) pA when GLT-1 and Ajuba were co-expressed \((n=3)\). However, as was mentioned in section 5.4, the expression levels varied greatly between cells, introducing great variability into the \( I_{\text{max}} \) values.

### 5.10 Discussion

The experiments described in this chapter were carried out to investigate whether Ajuba modulates the (1) \( K_m \) (sections 5.4, 5.5), (2) maximum uptake rate (section 5.6), (3) surface expression (section 5.7), (4) voltage-dependence (section 5.8), or (5) anion conductance (section 5.9) of the glutamate transporter GLT-1. None of the investigated properties of GLT-1 appear to be altered by co-expression of Ajuba.

Marie at al. (2002) have shown that Ajuba interacts with the glutamate transporter GLT-1 in vitro and in vivo. However, Ajuba has a more widespread distribution than GLT-1, being present in many tissues of the body, so it is likely to fulfil some functions independent of its interaction with the glutamate transporter. So what is the function of the GLT-1 – Ajuba interaction? The interaction between the two proteins could serve several purposes:

1. Ajuba could modulate the properties of GLT-1. However, in this chapter I present data showing the Ajuba does not modulate the functional properties of GLT-1 when expressed in COS-7 cells. Using expression systems, the worry always remains that under native conditions the properties might be modulated, for example requiring the presence of other proteins or molecules, which were not expressed in the cell type studied. I therefore tried to record glutamate transporter currents in a
cell type that endogenously expresses GLT-1 and Ajuba, i.e. retinal bipolar cells (Marie et al., 2002). The idea was to introduce peptides mimicking the transporter’s binding sequence for Ajuba via the patch-pipette into the cytoplasm, as in chapter 3 for the GABAC receptor – MAP-1B interaction, to see if disrupting the GLT-1 – Ajuba interaction would alter the transporters properties. There were several problems, however, which ultimately made these experiments not feasible. Only a subset of cone bipolar cells express GLT-1 (Rauen and Kanner, 1994; Euler and Wassle, 1995; Rauen et al., 1996; Rauen, 2000), and bipolar cells also express other glutamate transporters, such as EAAT-5 (Pow and Barnett, 2000). There are no specific EAAT-5 antagonists, so the glutamate-evoked current, recorded in a cocktail of glutamate receptor antagonists, is mediated by both GLT-1 and EAAT-5 in an unknown and probably quite variable ratio. Additionally the glutamate-evoked transporter current (with glutamate receptors blocked) turned out to be very small (low signal to noise ratio), making it practically impossible to record glutamate dose-response curves, let alone compare them and detect small differences occurring over time. This set of experiments had thus to be abandoned.

(2) Ajuba could serve to anchor GLT-1 to the cytoskeleton or localize it to certain parts of the cell. Many LIM proteins are cytoskeletal proteins and Ajuba can associate with actin in keratinocytes (personal communication, Helene Marie), opening up the possibility of Ajuba anchoring GLT-1 to the cytoskeleton. However, co-expression of Ajuba and GLT-1 in COS-7 cells did not change the distribution of GLT-1 in the cell membrane (Marie et al., 2002), suggesting that GLT-1 does not require Ajuba to be present in order to be transported to, inserted and stabilized in the plasma membrane. Since GLT-1 binds to a part of the pre-LIM domain of Ajuba (177-340) different from the SH3 recognition sites, Ajuba could theoretically bind to other proteins (via its LIM domains (347-399, 413-463 and 472-532) and/or its SH3 recognition motifs (70-75 and 100-108)) at the same time as interacting with GLT-1. This could result in the formation of large protein complexes, linking the transporter
closely to other proteins, which may modulate its function (or vice versa). Huge protein complexes have been shown to be present, for example, at the postsynaptic density of glutamatergic synapses (see section 1.7), where membrane proteins are linked to intracellular signalling pathways.

(3) Rather than Ajuba modulating the function of GLT-1, GLT-1 could equally well modulate the function of Ajuba. When co-expressed in COS-7 cells, GLT-1 recruited Ajuba to the plasma membrane, suggesting that GLT-1 can influence the location of Ajuba. It is not known if and how the interaction of GLT-1 and Ajuba is modulated, but one could speculate that the transporter serves to sense the level of extracellular glutamate and transmit this information to Ajuba, which in turn could dissociate from the transporter and shuttle to the nucleus to modulate gene transcription or activate the MAP kinase pathway, two processes that Ajuba has been shown to influence (Goyal et al., 1999; Kanungo et al., 2000). In this way GLT-1 could convey extracellular signals (i.e. glutamate levels) to activate intracellular processes. Interestingly, activation of glutamate transporters in cultured astrocytes has recently been shown to activate MAP kinase (Abe and Saito, 2001).
CHAPTER 6

Synaptic transmission in the cerebellum of mice lacking either the GLT-1 or the GLAST glial glutamate transporter

6.1 Introduction

As described in more detail in section 1.2, the time-course of the postsynaptic response at a glutamatergic synapse depends on the kinetics of postsynaptic glutamate receptors (activation, deactivation and desensitization), and on the duration of the glutamate concentration in the synaptic cleft, which is determined by the rate at which glutamate is removed by glutamate transporters and diffusion. Several groups have investigated whether blocking glutamate transporters, pharmacologically or by the use of glutamate transporter knock-out mice, alters the postsynaptic response at different synapses in the brain. The varied results of their studies are reviewed in section 1.3.

This chapter describes experiments to determine whether the glial glutamate transporters GLT-1 and GLAST shape synaptic currents at the cerebellar mossy fibre to granule cell and parallel fibre to Purkinje cell synapses. These two synapses have been shown to have a prolonged postsynaptic response, due to slower glutamate removal and a prolonged glutamate transient in the synaptic cleft, when glutamate transporters are inhibited with the glutamate uptake inhibitor PDC (see section 1.3 and section 6.5). Interpretation of experiments using PDC to study the role of glutamate transporters is complicated by the fact that PDC is a glutamate analogue that competitively blocks glutamate transporters while being taken up by them into the cell. As a result, bath application of PDC results in glutamate release via hetero-exchange with intracellular glutamate (because the entry of PDC on the transporter is followed rapidly by exit of glutamate on the transporter: Volterra et al. (1996)).
raising the extracellular glutamate concentration in the slice. This elevated extracellular glutamate level will result in a less steep concentration gradient between the synaptic cleft and the extrasynaptic space, which could slow diffusion out of the synaptic cleft and thus prolong the time course of the EPSC, even if diffusion rather than uptake were the main means of glutamate clearance from the cleft. The elevated extracellular glutamate level could also desensitize receptors, changing the shape of the postsynaptic response. Another disadvantage of using PDC is that it acts on all the different types of plasma membrane glutamate transporter, making it impossible to isolate the function of the different transporter subtypes.

To overcome these problems, I used specific glutamate transporter knock-out mice. GLT-1 and GLAST, expressed in astrocytes, are both present in the granule cell layer, whereas GLAST in Bergmann glia is the dominant glutamate transporter in the molecular layer (Chaudhry et al., 1995; Lehre et al., 1995; Furuta et al., 1997a; Ullensvang et al., 1997; Lehre and Danbolt, 1998). By recording mossy fibre to granule cell and parallel fibre to Purkinje cell EPSCs in mice lacking GLT-1 or GLAST, I therefore investigated the role of GLT-1 and GLAST at the mossy fibre to granule cell synapse and the role of GLAST at the parallel fibre – Purkinje cell synapse. The expectation was that deleting a glutamate transporter would slow glutamate removal, leading to a prolonged glutamate transient in the synaptic cleft and a longer EPSC. Another reason to study mossy fibre to granule cell transmission in mice lacking GLAST, is that knocking it out may alter the granule cell properties as a result of their being exposed to an altered extracellular glutamate concentration as they migrate across the molecular layer during development (Komuro and Rakic, 1993; Rossi and Slater, 1993).

As will be seen, deleting the glutamate transporters had no effect on mossy fibre to granule cell transmission (sections 6.2 – 6.3), but slowed the decay of the EPSC at the parallel fibre to Purkinje cell synapse (section 6.4).
6.2 Synaptic transmission at the mossy fibre – granule cell synapse in mice lacking the glutamate transporter GLT-1

The following three sections describe experiments to investigate the role of the glial glutamate transporter GLT-1 in shaping synaptic transmission at the mossy fibre – granule cell synapse. These experiments were carried out on P11-P15 day old mice, at a holding potential of −60 mV. In rats, which mature more slowly than mice, at P11-P15 GLT-1 is expressed at only around 5–40% of its adult level (Furuta et al., 1997a; Ullensvang et al., 1997). However, for Home Office reasons we were not allowed to use these mice after P15.

6.2.1. Mossy fibre EPSCs evoked by a single stimulus, recorded at room temperature in external solution lacking magnesium

To see whether the most abundant glial glutamate transporter in the granule cell layer, GLT-1, shapes synaptic transmission at the mossy fibre – granule cell synapse, I recorded mossy fibre EPSCs in granule cells of wild-type (+/+) and GLT-1 knock-out (−/−) mice. I did the experiments initially in a solution lacking extracellular magnesium, to reveal any effect on the NMDA component of the EPSC, as observed by Overstreet et al. (1999) when blocking transporters pharmacologically at this synapse in the rat (see section 1.3).

Figure 6.1 shows specimen traces of such recordings, obtained at room temperature. The shape of the EPSC, with a rapidly decaying AMPA component and a slowly decaying NMDA component as reported previously by Silver et al. (1992) and Overstreet et al. (1999), was not systematically different in mice lacking GLT-1. The EPSCs could be fully blocked (grey traces) by the AMPA receptor antagonist NBQX (25 μM) and the NMDA receptor antagonist AP-5 (50 μM), confirming that only these receptors mediate the EPSC. To quantify the properties of the EPSC and make it possible to compare the two genotypes, I measured (1) the peak amplitude of
Figure 6.1: The shape of the mossy fibre to granule cell EPSC evoked by a single stimulus is not altered in mice lacking GLT-1 (in zero magnesium, at room temperature)

A and B: Specimen traces of mossy fibre synaptic currents recorded in cerebellar granule cells of (A) a wild type and (B) a GLT-1 knock-out mouse, in the absence (black) or presence (grey) of the glutamate receptor antagonists NBQX (25 μM) and D-AP-5 (50 μM), in response to a single stimulus delivered to the mossy fibres. The dashed box corresponds to the region of the current which is shown at a faster time-scale below. The recordings were at room temperature, in magnesium-free external solution containing 20 μM bicuculline and 10 μM glycine (Table 4, solution D), at a holding potential of –60 mV.
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Figure 6.2: Comparison of mossy fibre EPSC properties in wild type and GLT-1 knock-out mice (single stimulus, in zero magnesium, at room temperature)

Bar graphs of (A) the peak current amplitude ($I_{\text{peak}}$), (B) the current amplitude measured 50 ms after the peak ($I_{50\text{ms}}$), (C) the ratio of $I_{50\text{ms}}$ to $I_{\text{peak}}$, and (D) the total area of the EPSC, in wild type (black; $n = 8$ cells) and GLT-1 knock-out (white; $n = 11$ cells) mice. Specimen traces and recording conditions are in Figure 6.1.
the EPSC at approximately 0.5 msec after the stimulus, reflecting the AMPA component of the current, as the NMDA component at this synapse in the rat rises over about 9-10 ms (Silver et al., 1992), quantified in Figure 6.2 A), (2) the current amplitude 50 ms after the peak, as a measure of the NMDA component of the EPSC, as the AMPA component at this synapse in the rat decays within about 1-2 ms (Silver et al., 1992), quantified in Figure 6.2 B, and (3) the total area of the EPSC (charge transfer) shown in Figure 6.2 D. To test whether knocking-out GLT-1 altered the contribution of the NMDA component to the EPSC, I normalized the NMDA component to the peak EPSC amplitude, i.e. I took the ratio of the current measured at 50 ms after the peak to that of the current amplitude at the peak (Figure 6.2 C). The bar graphs in Figure 6.2 show the averaged data for such an analysis, with the data from the wild-type mice (+/+) shown as black bars (n = 8 cells) and the data from the knock-out mice (-/-) shown as white bars (n = 11 cells). None of these measured parameters showed a significant difference between the wild-type and the knock-out mice. P values for unpaired t-tests comparing the peak amplitude (Ipeak; Figure 6.2 A), the amplitude of the EPSC 50 ms after the peak (I50ms; Figure 6.2 B), the ratio I50ms/Ipeak (Figure 6.2 C) and the total area (Figure 6.2 D) were 0.57, 0.69, 0.15 and 0.68 respectively.

These data suggest that the glial glutamate transporter GLT-1 does not shape the EPSC at the mossy fibre granule cell under these recording conditions.

### 6.2.2. Mossy fibre EPSCs evoked by single stimulation, recorded at 37°C in external solution containing magnesium

To see whether the absence of GLT-1 would influence synaptic transmission at the mossy fibre to granule cell synapse when investigated under more physiological conditions, I recorded EPSCs in wild-type (+/+) or GLT-1 knock-out (-/-) mice at 37°C. The higher temperature will speed up transporters and influence also the function of other proteins (for example presynaptic calcium channels), which
are important during synaptic transmission (Sabatini and Regehr, 1996). In addition, to make the conditions as physiological as possible, for these experiments the external solution contained 1.2 mM magnesium, which will not only influence the charge passed through (postsynaptic) NMDA receptors but also reduce the calcium flux though (presynaptic) calcium channels, thus influencing transmitter release. Figure 6.3 shows specimen traces of such recordings for a wild-type (A) and a knock-out (B) mouse. I analysed these data as described in the previous section to obtain the peak current amplitude (Figure 6.4 A), the amplitude 10 ms after the peak (Figure 6.4 B), the ratio I_{10ms}/I_{peak} (Figure 6.4 C) and the total charge transfer (Figure 6.4 D). I measured the current 10 ms after the peak (rather than 50 ms after the peak as in the previous section) as an estimate of the NMDA component, because the AMPA and NMDA current components decay much more rapidly at higher temperature. The bar graphs in Figure 6.4 show the averaged data for such an analysis, with the data from the wild-type mice (+/+) shown as black bars (n = 9 cells) and the data from the knock-out mice (-/-) shown as white bars (n = 5 cells). None of the measured parameters showed a significant difference between the wild-type and the knock-out mice. P values for unpaired t-tests comparing the peak amplitude (I_{peak}), the amplitude of the EPSC 10 ms after the peak (I_{10ms}), the ratio I_{10ms}/I_{peak} and the total area were 0.49, 0.98, 0.72 and 0.53 respectively. I also recorded EPSCs from a few cells for each genotype at -30 mV (n = 3 (+/+) and 2 (-/-) cells) and +30 mV (n = 3 (+/+) and 1 (-/-) cells), to relieve the voltage dependent magnesium block of the NMDA receptor channel, but again the data were not significantly different between the +/+ and the -/- mice (data not shown).

These data suggest that the glial glutamate transporter GLT-1 does not contribute to shaping the EPSC at the mossy fibre granule cell even under these more physiological recording conditions.
Figure 6.3: The shape of the mossy fibre to granule cell EPSC at 37°C is not altered in mice lacking GLT-1 (single stimulus, 1.2 mM magnesium)

A and B: Specimen traces of mossy fibre synaptic currents recorded in cerebellar granule cells of (A) a wild type and (B) a GLT-1 knock-out mouse, in response to a single stimulus delivered to the mossy fibres. The dashed box corresponds to the region of the current, which is shown at a faster time-scale below. The recordings were at 37°C, in 1.2 mM magnesium external solution containing 20 μM bicuculline and 10 μM glycine (Table 4, solution C), at a holding potential of -60 mV.
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Figure 6.4: Comparison of mossy fibre EPSC properties in wild type and GLT-1 knock-out mice at 37°C (single stimulus, 1.2 mM magnesium)

Bar graphs of (A) the peak current amplitude ($I_{\text{peak}}$), (B) the current amplitude measured 10 ms after the peak ($I_{\text{10ms}}$), (C) the ratio of $I_{\text{10ms}}$ to $I_{\text{peak}}$, and (D) the total area of the EPSC, in wild type (black; $n = 9$ cells) and GLT-1 knock-out (white; $n = 5$ cells) mice. Specimen traces and recording conditions are in Figure 6.3.
6.2.3. Mossy fibre EPSCs evoked by repetitive stimulation, recorded at 37°C in external solution containing magnesium

Mossy fibres can fire at frequencies up to several hundred hertz (Goldberg and Fernandez, 1971). In such conditions of repetitive glutamate release, the extracellular glutamate concentration could rise, especially in a glial-wrapped structure such as the cerebellar glomerulus, making the functioning of glutamate transporters more important. Indeed, in experiments blocking glutamate uptake pharmacologically, I have suggested that glutamate transporters play a crucial role in shaping the time-course of the mossy fibre EPSC and the resulting action potential firing pattern of granule cells during single and repetitive stimulation (Overstreet et al., 1999).

To see whether knocking-out GLT-1 would influence synaptic transmission at the mossy fibre – granule cell synapse during repetitive stimulation, I recorded EPSCs in wild-type (+/+ ) and GLT-1 knock-out (-/-) mice in response to 10 stimuli at 100 Hz at 37°C in a solution containing 1.2 mM magnesium. Figure 6.5 shows specimen traces of such recordings for a wild-type (A) and a knock-out (B) mouse. For the last (10th) EPSC in the train I measured the peak amplitude (Figure 6.6 A), the amplitude 10 ms after the peak (Figure 6.6 B), the ratio I_{10ms}/I_{peak} (Figure 6.6 C) and the total charge transfer after the 10th stimulus (Figure 6.6 D), which lasted several hundred milliseconds (Figure 6.5) presumably reflecting glutamate accumulation during the stimulus train which took time to be cleared after glutamate release stopped. The bar graphs in Figure 6.6 show the averaged data for such an analysis, with the data from the wild-type mice (+/+ ) shown as black bars (n = 7 cells) and the data from the knock-out mice (-/-) shown as white bars (n = 3 cells). None of these parameters showed a significant difference between the wild-type and the knock-out mice. P values for unpaired t-tests comparing the amplitude of the 10th
Figure 6.5: The shape of the mossy fibre to granule cell EPSC evoked by repetitive stimulation at 37°C is not altered in mice lacking GLT-1 (in 1.2 mM magnesium)

A and B: Specimen traces of synaptic currents recorded in cerebellar granule cells of (A) a wild type and (B) a GLT-1 knock-out mouse, in response to repetitive stimulation (10 stimuli at 100 Hz) delivered to the mossy fibres. The recordings were at 37°C, in 1.2 mM magnesium external solution containing 20 μM bicuculline and 10 μM glycine (Table 4, solution C), at a holding potential of –60 mV. Large vertical lines are stimulus artefacts.
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Figure 6.6: Comparison of the properties of the EPSC evoked by repetitive stimulation in wild type and GLT-1 knock-out mice (1.2 mM magnesium, at $37^\circ C$)

Bar graphs of (A) the amplitude of the peak of the $10^{th}$ EPSC ($I_{\text{peak}}$) of a 100 Hz train, (B) the amplitude measured 10 ms after the $10^{th}$ peak ($I_{10\text{ms}}$), (C) the ratio of $I_{10\text{ms}}$ and $I_{\text{peak}}$, and (D) the area of the EPSC after the $10^{th}$ peak (i.e. the last peak of the train) in wild type (black; $n = 7$ cells) and GLT-1 knock-out (white; $n = 3$ cells) mice. Specimen traces and recording conditions are in Figure 6.5.
peak ($I_{\text{peak}}$), the amplitude of the EPSC 10 ms after the 10th peak ($I_{10\text{ms}}$), the ratio $I_{10\text{ms}}/I_{\text{peak}}$ and the total area after the 10th peak were 0.81, 0.86, 0.16 and 0.43 respectively. I also recorded EPSCs from a few cells for each genotype at −30 mV ($n = 4$ (+/+) and 2 (−/−) cells) and +30 mV ($n = 2$ (+/+) and 1 (−/−) cells), but as before the data were not significantly different between the +/+ and the −/− mice (data not shown).

These data suggest that the glial glutamate transporter GLT-1 does not contribute to shaping the EPSC at the mossy fibre granule cell synapse even during repetitive stimulation. A lack of effect of inhibiting GLT-1, using the non-transported GLT-1 blocker DHK, on the mossy fibre – granule cell EPSC has also been shown by Overstreet et al. (1999).

**6.3 Synaptic transmission at the mossy fibre – granule cell synapse in mice lacking the glutamate transporter GLAST**

The following two sections describe experiments to investigate whether knocking-out the glial glutamate transporter GLAST alters synaptic transmission at the mossy fibre – granule cell synapse. These experiments were carried out on P29-P31 day old mice at a holding potential of −60 mV. At this age GLAST is expressed at around 80% of its adult level, at least in rats (Furuta et al., 1997a; Ullensvang et al., 1997).

**6.3.1. Mossy fibre EPSCs evoked by single stimulation, recorded at 37°C in external solution containing magnesium**

I recorded EPSCs in wild-type (+/+) or GLAST knock-out (−/−) mice at 37°C in a solution containing 1.2 mM magnesium, as in the experiments described in section 6.2.2 for mice lacking GLT-1. Figure 6.7 shows specimen traces of such recordings for a wild-type (A) and a knock-out (B) mouse. I analysed these data as
Figure 6.7: The shape of the mossy fibre to granule cell EPSC evoked by single stimulus is not altered in mice lacking GLAST (1.2 mM magnesium, at 37°C)

A and B: Specimen traces of synaptic currents recorded in cerebellar granule cells of (A) a wild type and (B) a GLAST knock-out mouse, in response to a single stimulus delivered to the mossy fibres. The dashed box corresponds to the region of the current that is shown at a faster time-scale below. The recordings were at 37°C, in 1.2 mM magnesium external solution containing 20 μM bicuculline and 10 μM glycine (Table 4, solution C), at a holding potential of −60 mV.
Figure 6.8: Comparison of the properties of the EPSC evoked by a single stimulus in wild type and GLAST knock-out mice (1.2 mM magnesium, at 37°C)

Bar graphs of (A) the peak amplitude ($I_{\text{peak}}$), (B) the amplitude measured 10 ms after the peak ($I_{\text{10ms}}$), (C) the ratio of $I_{\text{10ms}}$ and $I_{\text{peak}}$ and (D) the total area of the EPSCs in wild type (black; $n = 5$ cells) and GLAST knock-out (white; $n = 7$ cells) mice. Specimen traces and recording conditions are in Figure 6.7.
described in section 6.2.2 for the peak current (Figure 6.8 A), the amplitude 10 ms after the peak (Figure 6.8 B), the ratio $I_{10\text{ms}}/I_{\text{peak}}$ (Figure 6.8 C), and the total charge transfer (Figure 6.8 D). The bar graphs in Figure 6.8 show the averaged data for such an analysis, with the data from the wild-type mice (+/+ ) shown as black bars ($n = 5$ cells) and the data from the knock-out mice (-/-) shown as white bars ($n = 7$ cells). None of these parameters showed a significant difference between the wild-type and the knock-out mice. P values for unpaired t-tests comparing the peak amplitude ($I_{\text{peak}}$), the amplitude of the EPSC 10 ms after the peak ($I_{10\text{ms}}$), the ratio $I_{10\text{ms}}/I_{\text{peak}}$ and the total area were 0.52, 0.18, 0.16 and 0.10 respectively. I also recorded EPSCs from a few cells for each genotype at -30 mV ($n = 3$ (+/+ ) and 3 (-/-) cells) and +30 mV ($n = 2$ (+/+ ) and 2 (-/-) cells), to relieve the voltage dependent magnesium block of the NMDA receptor channel, but again the data were not significantly different between the +/+ and the -/- mice (data not shown).

### 6.3.2. Mossy fibre EPSCs evoked by repetitive stimulation, recorded at $37^\circ\text{C}$ in external solution containing magnesium

To see whether knocking-out GLAST would influence synaptic transmission at the mossy fibre – granule cell synapse during repetitive stimulation, I recorded EPSCs in wild-type (+/+ ) or GLAST knock-out (-/-) mice in response to 10 stimuli at 100 Hz at $37^\circ\text{C}$ in a solution containing 1.2 mM magnesium, as described in section 6.2.3 for mice lacking GLT-1. Figure 6.9 shows specimen traces of such recordings for a wild-type (A) and a knock-out (B) mouse. I analysed these data in the same way as described in section 6.2.3, i.e. for the last ($10^{\text{th}}$) EPSC in the train I measured the peak amplitude (Figure 6.10 A), the amplitude 10 ms after the peak (Figure 6.10 B), the ratio $I_{10\text{ms}}/I_{\text{peak}}$ (Figure 6.10 C) and the total charge transfer after the $10^{\text{th}}$ stimulus (Figure 6.10 D). The bar graphs in Figure 6.10 show the averaged data for such an analysis, with the data from the wild-type mice (+/+ ) shown as black bars ($n = 2$ cells) and the data from the knock-out mice (-/-) shown as white bars ($n = 4$ cells).
Figure 6.9: The shape of the mossy fibre to granule cell EPSC evoked by repetitive stimulation is not altered in mice lacking GLAST (1.2 mM magnesium, at 37°C)

A and B: Specimen traces of synaptic currents recorded in cerebellar granule cells of (A) a wild type and (B) a GLAST knock-out mouse, in response to repetitive stimulation (10 stimuli at 100 Hz) delivered to the mossy fibres. The recordings were at 37°C, in 1.2 mM magnesium external solution containing 20 μM bicuculline and 10 μM glycine (Table 4, solution C), at a holding potential of –60 mV.
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Figure 6.10: Comparison of the properties of the EPSC evoked by repetitive stimulation in wild type and GLAST knock-out mice (1.2 mM magnesium, at 37°C)

Bar graphs of (A) the amplitude of the peak of the 10th EPSC ($I_{\text{peak}}$), (B) the amplitude measured 10 ms after the 10th peak ($I_{\text{10ms}}$), (C) the ratio of $I_{\text{10ms}}$ to $I_{\text{peak}}$, and (D) the area of the EPSC after the 10th peak in wild type (black; $n = 2$ cells) and GLAST knock-out (white; $n = 4$ cells) mice. Specimen traces and recording conditions are in Figure 6.9.
The amplitude of the 10th peak ($I_{\text{peak}}$) was significantly different between the two genotypes ($p = 0.001$; unpaired t-test), but may simply reflect variability in EPSC size and the small sample number (i.e. only 2 and 4 cells from $+/+$ and $-/-$ respectively). None of the other parameters showed a significant difference between the wild-type and the knock-out mice. P values for unpaired t-tests comparing the amplitude of the EPSC 10 ms after the 10th peak ($I_{10\text{ms}}$), the ratio $I_{10\text{ms}}/I_{\text{peak}}$ and the total area after the 10th peak were 0.41, 0.78 and 0.14 respectively. I also recorded EPSCs from a few cells for each genotype at $-30$ mV ($n = 1$ (+/+) and 3 (-/-) cells) and $+30$ mV ($n = 2$ (+/+) and 3 (-/-) cells), but as before the data were not significantly different between the $+/+$ and the $-/-$ mice (data not shown).

These data suggest that the glial glutamate transporter GLAST does not contribute to shaping the EPSC at the mossy fibre granule cell in the adult mouse, even during repetitive stimulation, and also that there are no developmental consequences of deleting GLAST (at least as far as the mossy fibre to granule cell synapse is concerned), despite this probably resulting in the granule cells experiencing a higher glutamate concentration and calcium influx as they migrate across the molecular layer (Komuro and Rakic, 1993; Rossi and Slater, 1993).

6.4 Synaptic transmission at the parallel fibre – Purkinje cell synapse in mice lacking the glutamate transporter GLAST

The following two sections describe experiments to investigate the role of the glial glutamate transporter GLAST in shaping synaptic transmission at the parallel fibre – Purkinje cell synapse. These experiments were carried out on P16-P20 day old mice, at room temperature and a holding potential of $-70$ mV, in collaboration with Paikan Marcaggi. All the data shown were obtained by myself. At P16-P20, GLAST is expressed at $\sim 40\%$ of its adult level, at least in rats (Furuta et al., 1997a; Ullensvang et al., 1997), and as mice develop faster than rats the percentage is
probably higher in mice.

6.4.1. Parallel fibre EPSCs evoked by single stimulation

To see whether knocking-out GLAST would influence synaptic transmission at the parallel fibre – Purkinje cell synapse, I recorded EPSCs in wild-type (+/+) and GLAST knock-out (-/-) mice. Purkinje cells receive inputs from many parallel fibres and increasing the stimulation strength results in more fibres being activated, producing a larger EPSC (by contrast, climbing fibre stimulation evoked an all or none EPSC, since at this age only one climbing fibre innervates each Purkinje cell). I confirmed that I was stimulating the parallel fibres by observing the characteristic paired-pulse facilitation at this synapse and the gradual increase in EPSC amplitude when the stimulation strength was increased (Konnerth et al., 1990; Perkel et al., 1990; Llano et al., 1991). To make comparison of cells in the wild-type and knock-out animals easier, I adjusted the stimulation strength to produce an EPSC of about 500-600 pA peak amplitude. Figure 6.11 shows specimen traces of such recordings for a wild-type (A) and a knock-out (B) mouse.

I analysed these data using a different procedure to that described for the granule cell EPSCs, because Purkinje cells only express AMPA receptors and not functional NMDA receptors at this age (Konnerth et al., 1990; Perkel et al., 1990; Rosenmund et al., 1992). I fitted the EPSC decay with a single exponential, to compare the decay time constants between the two genotypes. The bar graph in Figure 6.12 shows the averaged data for such an analysis, with the data from the wild-type mice (+/+) shown as a black bar (n = 33 cells) and the data from the knock-out mice (-/-) shown as a white bar (n = 38 cells). The decay time constant is significantly larger (p = 0.004, unpaired t-test) in the knock-out mice (6.53 ± 0.35 ms) than in wild type (5.15 ± 0.29 ms), indicating that the current takes longer to decay when glutamate transport is impaired.
Figure 6.11: The parallel fibre to Purkinje cell EPSC evoked by a single stimulus is slower in mice lacking GLAST (at room temperature)

A and B: Specimen traces of synaptic currents recorded in cerebellar Purkinje cells of (A) a wild type and (B) a GLAST knock-out mouse, in response to a single stimulus delivered to the parallel fibres in the molecular layer. The dashed box corresponds to the region of the current that is shown at a faster time-scale below. The recordings were at room temperature, in external solution containing 10 μM Gabazine to block GABA_A receptors (Table 4, solution F), at a holding potential of -70 mV. EPSC decay time constants for the cells in A and B were 4.19 and 9.71 ms respectively.
Figure 6.12: The parallel fibre to Purkinje cell EPSC evoked by a single stimulus decays more slowly in mice lacking GLAST (at room temperature)

Bar graphs of the decay time constants (single exponential fit) of the EPSCs in wild type (black; n = 33 cells) and GLAST knock-out (white; n = 38 cells) mice. Specimen traces and recording conditions are in Figure 6.11.
These data suggest that the glial glutamate transporter GLAST contributes to shaping the EPSC at the parallel fibre Purkinje cell synapse, making the current decay faster.

6.4.2. Parallel fibre EPSCs evoked by repetitive stimulation

Parallel fibres can fire at frequencies up to several hundred hertz. During such high frequency activity, the extracellular glutamate concentration might build up, and glutamate transporters might then participate in shaping the postsynaptic response even more. To see whether knocking-out GLAST had a greater influence on synaptic transmission at the parallel fibre – Purkinje cell synapse during repetitive stimulation, I recorded EPSCs in wild-type (+/+) or GLT-1 knock-out (-/-) mice in response to 10 stimuli at 200 Hz. As before (section 6.4.1), I adjusted the stimulation strength to result in a single-stimulus evoked EPSC of around 500-600 pA peak amplitude. The parallel fibre – Purkinje cell synapse is facilitating (Konnerth et al., 1990; Perkel et al., 1990; Regehr and Atluri, 1995; Kreitzer and Regehr, 2000), so with each stimulus during the repetitive stimulation the current becomes larger. Because these large currents will reduce the voltage-clamp quality of the cell, I added 1 μM of the competitive non-NMDA receptor blocker NBQX to the bath solution to reduce the size of the postsynaptic current (this is unlikely to affect the EPSC decay kinetics: at the climbing fibre to Purkinje cell synapse a partly blocking dose of NBQX did not alter the EPSC kinetics: (Wadiche and Jahr, 2001); similarly, 1 μM CNQX, another AMPA receptor antagonist, did not alter the kinetics of the climbing fibre or parallel fibre to Purkinje cell EPSCs: (Barbour et al., 1994; Takahashi et al., 1995b)). Figure 6.13 shows specimen traces of such recordings for a wild-type (A) and a knock-out (B) mouse. The current after the last stimulation did not always decay straight away to baseline, but often continued to rise to a final peak about 20-50 ms after the end of the pulse train before decaying. This current was mediated by non-NMDA receptors since it could be blocked by 25 μM NBQX.
Figure 6.13: The parallel-fibre – Purkinje cell EPSC evoked by repetitive stimulation in wild type mice and in mice lacking GLAST (at room temperature)

A and B: Specimen traces of synaptic currents recorded in cerebellar Purkinje cells of (A) a wild type and (B) a GLAST knock-out mouse, in response to repetitive stimulation (10 stimuli at 200 Hz) delivered to the parallel fibres in the molecular layer. The recordings were at room temperature, in external solution containing 1 μM NBQX and 10 μM Gabazine (Table 4, solution F), at a holding potential of −70 mV.
Whereas 4/6 cells obtained from the knock-out mice showed this delayed peak (see Figure 6.13B for an example with the peak), only 2/6 cells from wild-type animals showed the delayed peak (see Figure 6.13A for an example without the peak); however, this difference is not significant (p = 0.56 on $\chi^2$ test with Yates correction for small sample numbers). Also, in some cases the EPSC decayed and was followed by a prominent, slowly rising, longer lasting (seconds) inward current, possibly mediated by metabotropic glutamate receptors (Batchelor and Garthwaite, 1993; Batchelor et al., 1994; Batchelor and Garthwaite, 1997; Tempia et al., 1998; Tempia et al., 2001). Half (3/6) of the cells obtained from the knock-out mice showed this late inward current (see Figure 6.15B (control trace, dotted box) for an example with the late current), but none (0/6) of the cells from wild-type animals showed it (see Figure 6.15A (control trace, dotted box) for an example without the late current; p = 0.18).

I analysed the data to obtain the peak current amplitude (i.e. at or after the last stimulus), the time for the EPSC needed to decay to half the value attained just after the 10th stimulus ($T_{1/2}$) and the total charge transfer after the last stimulus. The charge transfer was integrated out to 3000 ms after the last stimulus, and so will include the putative metabotropic component when present, while the $T_{1/2}$ measurement reflects just the duration of the AMPA component (which is more than twice the size of the mGluR component under all conditions). The peak amplitude was $-248 \pm 52$ pA for the wild-type (n = 6) and $-261 \pm 79$ pA for the GLAST KO (n = 6) mouse, i.e. not significantly different (p = 0.89, unpaired t-test). The bar graphs in Figure 6.14A show the average data for the $T_{1/2}$ after the last stimulus, with the data from the wild-type mice (+/+) shown as a black bar (n = 6 cells) and the data from the knock-out mice (-/-) shown as a white bar (n = 6 cells). The $T_{1/2}$ were not statistically significantly different between the six +/+ and the six -/- cells (p = 0.47, unpaired t-test). The bar graphs in Figure 6.14B show the average data for the total charge transfer after the last stimulus, with the data from the wild-type mice (+/+) shown as
Figure 6.14: The parallel-fibre – Purkinje cell EPSC evoked by repetitive stimulation is not significantly longer lasting when GLAST is deleted

A: Bar graphs of the time needed for the EPSC to decay to half its value after the 10th stimulus ($T_{1/2}$) in wild type (black; n = 6 cells) and GLAST knock-out (white; n = 6 cells) mice. Specimen traces and recording conditions are in Figure 6.13.

B: Bar graphs of the area of the EPSCs (after the 10th peak) in wild type (black; n = 6 cells) and GLAST knock-out (white; n = 6 cells) mice. Specimen traces and recording conditions are in Figure 6.13.
black bar (n = 6 cells) and the data from the knock-out mice (-/-) shown as white bar (n = 6 cells). The total area was usually larger in the knock-out, but the data were not statistically significantly different between the six +/+ and the six -/- cells (p = 0.15, unpaired t-test). The lack of a significant difference between the wild type and the GLAST knock-out in the T_{1/2} and charge transfer measurements is surprising, given the difference detected in the decay of the EPSC evoked by a single stimulus (see section 6.4.1). Since the mean values of T_{1/2} and the charge transfer were larger in the knock-out mice, the lack of significance may reflect the small number of cells recorded for this study (6 compared to >33 for the single stimulus EPSC).

To investigate the function of the other glutamate transporter types present in the molecular layer (the glial GLT-1, and the neuronal EAAT-4 and EAAC-1) in shaping the synaptic response during repetitive stimulation, I recorded synaptic responses as described in the previous paragraph, in the absence or presence of either DHK, to block GLT-1, or (in wild-type cells only) DHK + TBOA, to block all known glutamate transporter types. Cells from the knock-out mice showed huge inward shifts of baseline current when DHK+TBOA was applied (presumably as a result of accumulation of extracellular glutamate) and usually died during the drug treatment, making it impossible to study the effect of these blockers with GLAST knocked-out. Figure 6.15 shows specimen traces of such recordings for a wild-type (A) and a knock-out (B) mouse.

Interestingly, blocking glutamate transport with either DHK or DHK+TBOA resulted in a larger fraction of cells, both wild-type and knock-out, exhibiting the delayed peak current after the end of the stimulus train (wild-type: control 2/6; +DHK 2/6; +DHK+TBOA 5/5 (p = 0.10 compared to control, χ² test with Yates correction); knock-out: control 4/6; +DHK 5/5 (not significantly different; p = 0.52)) and exhibiting the late putative metabotropic current (wild-type: control 0/6; +DHK 1/6; +DHK+TBOA 4/5 (significantly increased from control; p = 0.03); knock-out: control 3/6; +DHK 4/5 (not significantly different; p = 0.69)). I analysed these data
Figure 6.15: The parallel fibre to Purkinje cell EPSC is larger and longer lasting when more transporter types are blocked (repetitive stimulation, at room temperature)

A and B: Specimen traces of synaptic currents recorded in cerebellar Purkinje cells of (A) a wild type and (B) a GLAST knock-out mouse, in response to repetitive stimulation (10 stimuli at 200 Hz) delivered to the parallel fibres in the molecular layer, in the absence (black) or presence of 200 μM DHK (dark grey) or 200 μM DHK + 200 μM TBOA (light grey). The recordings were at room temperature, in external solution containing 1 μM NBQX and 10 μM Gabazine (Table 4, solution F), at a holding potential of −70 mV. The dotted box indicates the region of the putative mGluR component of the current.
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for the $T_{1/2}$ and the area after the last stimulus and normalized them in each cell to the value in control solution (i.e. without DHK or TBOA; raw values in control are shown in Figure 6.14). Figure 6.16A and 6.16B show the normalized $T_{1/2}$ and area respectively, of the currents for cells from wild-type (+/+) and knock-out (-/-) animals. The 1st (black) and 4th (white) bars are control for +/+ and -/- respectively, the 2nd (dark, dotted) and 5th (light, dotted) bars are in DHK for +/+ and -/- respectively and the 3rd (dark, striped) bar is in DHK and TBOA for +/+.

The $p$ values from paired t-tests on the normalized values for $T_{1/2}$ are 0.78 (comparing control and DHK in the +/+), 0.02 (comparing control and DHK+TBOA in the +/+), 0.02 (comparing DHK and DHK+TBOA in the +/+), and <0.01 (comparing control and DHK in the -/-). Similarly, the $p$ values from paired t-tests on the normalized values for the area are 0.37 (comparing control and DHK for the +/+), 0.05 (comparing control and DHK+TBOA in the +/+), 0.04 (comparing DHK and DHK+TBOA in the +/+), and 0.20 (comparing control and DHK in the -/-).

Interestingly, comparing the 3rd and the 5th bars with each other, i.e. with all glutamate transporters blocked (DHK+TBOA in the +/+), vs only the glial ones blocked (DHK in the -/-), shows a significant difference ($p = 0.02$), indicating that either the neuronal glutamate transporters play a prominent role in shaping the response after repetitive stimulation, or that the block of all transporters leads to a much greater accumulation of glutamate than occurs with just one set of transporters blocked.

To see how the GLAST KO mouse would cope with an even larger glutamate load, I stimulated the parallel fibres for different durations (10, 20 and 50 stimuli at 200 Hz). Figure 6.17 shows specimen traces of such recordings for a wild-type (A) and a knock-out (B) mouse stimulated with 10 (black trace), 20 (dark grey trace) or 50 (light grey trace) pulses. It appears that the KO mouse is more prone to glutamate accumulation, as can be seen by the larger and longer lasting current with increasing stimulation duration, but because of the small cell number (n = 1 for each genotype)
Figure 6.16: The parallel fibre to Purkinje cell EPSC is larger and longer lasting when more transporter types are blocked (repetitive stimulation, at room temperature)

A: Bar graphs of the $T_{1/2}$ of the EPSCs in wild type (black, +/-; n = 6 (1st bar), 6 (2nd bar) and 5 (3rd bar)) Purkinje cells and GLAST knock-out (white, +/-; n = 6 (1st bar) and 5 (2nd bar)) Purkinje cells in control solution (1st and 4th bars), in 200 $\mu$M DHK (2nd and 5th bars) and in 200 $\mu$M DHK + 200 $\mu$M TBOA (3rd bar). The $T_{1/2}$ in each cell was normalized to the $T_{1/2}$ obtained in control conditions (i.e. with no DHK or TBOA). Specimen traces and recording conditions are in Figure 6.15.

B: Bar graphs of the area of the EPSCs (after the peak of the response to the 10th stimulus) in wild type (black, +/-; n = 6 (1st bar), 6 (2nd bar) and 5 (3rd bar)) Purkinje cells and GLAST knock-out (white, +/-; n = 6 (1st bar) and 5 (2nd bar)) Purkinje cells, in control solution (1st and 4th bars), in 200 $\mu$M DHK (2nd and 5th bars) and in 200 $\mu$M DHK + 200 $\mu$M TBOA (3rd bar). The area in each cell was normalized to the area obtained in control conditions (i.e. with no DHK or TBOA). Specimen traces and recording conditions are in Figure 6.15.
Figure 6.17: The parallel fibre to Purkinje cell EPSC is larger and prolonged when more stimuli are given (repetitive stimulation, at room temperature)

A and B: Specimen traces of synaptic currents recorded in cerebellar Purkinje cells of (A) a wild type and (B) a GLAST knock-out mouse, in response to repetitive stimulation delivered to the parallel fibres in the molecular layer (black traces: 10 stimuli at 200 Hz; dark grey traces: 20 stimuli at 200 Hz; light grey traces: 50 stimuli at 200 Hz). The recordings were at room temperature, in external solution containing 1 µM NBQX and 10 µM Gabazine (Table 4, solution F), at a holding potential of -70 mV.
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this is only a brief glimpse of a potentially interesting finding.

6.5 Discussion

To see whether the glial glutamate transporter GLT-1 and GLAST contribute to shaping synaptic transmission in the cerebellum, I recorded EPSCs in wild-type and knock-out mice.

6.5.1 The mossy fibre – granule cell synapse

Neither the lack of GLT-1 (in P11-P15 mice) nor the lack of GLAST (in P29-P30 mice) affected the synaptic current at the mossy fibre – granule cell synapse, either for single or repetitive stimulation, at room (24°C) or at body (37°C) temperature. This implies that the glial glutamate transporters do not contribute to shaping synaptic transmission at the mossy fibre – granule cell synapse in the cerebellum at the ages studied. For GLT-1 this might not be too surprising, because the animals express only around 5–40% of their adult level at the ages studied (P11-P15) (Furuta et al., 1997a; Ullensvang et al., 1997). This suggests that the EPSC is terminated either by EAAC-1 transporters (which are quite strongly expressed in the granule cell layer at the ages I examined: Furuta et al. (1997b; 1997a)), or by glutamate diffusing out of the synaptic cleft (if diffusion is slower than deactivation but faster than desensitization), or by AMPA receptor deactivation (if glutamate clearance from the cleft is faster than the deactivation kinetics) or by desensitization (though the two latter possibilities are unlikely, as the deactivation time constants of granule cell AMPA receptors are 0.66 ms (at 24°C) and 0.23 ms (at 35°C), significantly smaller than the EPSC decay time constants at the mossy fibre granule cell synapse (1.4 ms at 25°C and 0.7 ms at 35°C), and the desensitization time constants are 3.6 ms (at 25°C) and 2.1 ms (at 35°C), significantly larger than the EPSC decay time constant (Silver et al., 1996b)). I had planned to do experiments on
the EAAC-1 knock-out mouse (Peghini et al., 1997) to compare the relevance of GLT-1, GLAST and EAAC-1, but we were unable to obtain this mouse.

How do my data compare to the results obtained by others (Sarantis et al., 1993; Overstreet et al., 1999) at this synapse? As mentioned in section 1.3, Sarantis et al. (1993) and Overstreet et al. (1999) investigated the effect on the time-course of the mossy fibre – granule cell EPSC and EPSP of blocking glutamate transport pharmacologically. Consistent with my data, neither study showed an effect of PDC (which blocks all glutamate transporters) on the non-NMDA component of the EPSC evoked by a single stimulus, and Overstreet et al. (1999) saw no effect of the GLT-1 blocker DHK on the non-NMDA and NMDA components of the EPSC evoked by single or repetitive stimuli. However, Overstreet et al. (1999) reported that PDC caused: (1) a prolongation of the NMDA component of the EPSC during single stimulation, (2) a prolongation of the NMDA and non-NMDA components of the EPSC during repetitive stimulation, and (3) an increase of the EPSP area and an increase of the action potential firing (burst) duration. This demonstration of an effect of transporters contrasts with my results on the GLT-1 and GLAST knock-out mice, possibly for one of the following reasons. (1) The use of PDC can, as outlined in section 6.1, result in glutamate accumulation and an artificial prolongation of the EPSC time-course due to slowing of glutamate diffusion, which might cause problems in the interpretation of those two studies. However, Overstreet et al. (1999) used relatively low concentrations of PDC (30-100 µM) and did not observe an inward current (which would indicate accumulation of glutamate) when it was bath applied. (2) The use of knock-out mice in my work makes it necessary to compare data between cells taken from different animals. The variability of EPSC shape is very high between cells even within one genotype group, making it harder to detect a significant difference between genotypes. This was a major problem for the study described in this chapter. (3) There might be differences between species: I used mice in this study, while Sarantis et al. (1993) and Overstreet et al. (1999) used rats.
The recording temperature will affect most processes involved in synaptic transmission, including speed of glutamate transport, speed of diffusion, receptor kinetics and presynaptic release machinery. I recorded most of my data at body temperature, whereas the other two studies recorded at room temperature. Finally, all of the data might be reconciled if synaptic transmission at the mossy fibre synapse is terminated by the neuronal transporter EAAC-1 lowering the extracellular glutamate concentration. EAAC-1 is expressed in the granule cell layer (Furuta et al., 1997b; Furuta et al., 1997a), and would be blocked in the PDC experiments of Overstreet et al. (1999), but should be unaffected in my GLAST and GLT-1 knock-out mice.

6.5.2 The parallel fibre – Purkinje cell synapse

The glial transporter GLAST did affect the time-course of the parallel fibre – Purkinje cell EPSC (even the EPSC evoked by a single stimulus), making it slightly (21%) faster when transporters were functional. This implies that removal of glutamate by GLAST contributes to shaping the synaptic current at this synapse.

Interestingly, during repetitive stimulation of parallel fibres, a delayed peak to the AMPA receptor mediated EPSC occurred after the stimulus train particularly in conditions when transporter function was reduced, i.e. in cells from knock-out (compared with wild-type) mice, and in cells from all mice with glutamate transporters pharmacologically blocked using DHK or DHK+TBOA (e.g. Figure 6.13B). The origin of the delayed peak is unclear, but might be explained as follows. The current after repetitive stimulation is blocked by 25 μM NBQX (Figure 6.13), suggesting that it is mediated by AMPA (or kainate) receptors. The steady-state dose-response relation for glutamate acting on AMPA receptors has been shown to be bell-shaped in several preparations (Geoffroy et al., 1991; Raman and Trussell, 1992; Kinney et al., 1997), with an increase in glutamate concentration producing an increased current at low doses as more receptors are activated, but a decreased
current at high doses as more desensitization occurs. This property was used to explain the biphasic AMPA receptor mediated waveform of EPSCs at the large mossy fibre – unipolar brush cell (UBC) synapse in the cerebellar granule cell layer (Kinney et al., 1997). The bell-shaped glutamate dose-response relation for AMPA receptors might also explain the delayed peak seen at the parallel fibre – Purkinje cell synapse after repetitive stimulation. During the high frequency firing of parallel fibres (e.g. 10 stimuli at 200 Hz, which takes 50 ms), the extracellular glutamate level builds up before declining to resting levels after the stimulus train. If AMPA receptors are exposed to glutamate levels sufficiently elevated to go over the top of the bell-shaped curve, then when the glutamate concentration falls, the bell-shaped dose-response relation predicts an increase in current before a final decrease. If the delayed peak in my experiments is due to this mechanism, it would also explain why this effect is more pronounced when glutamate transport is impaired (in the knock-out compared to the wild-type, or by application of DHK and TBOA compared to control), since less glutamate transport will lead to a higher glutamate concentration being reached.

Another other striking finding when glutamate transport was impaired was the occurrence of a slow current (Figure 6.15), possibly mediated by metabotropic glutamate receptors (Batchelor and Garthwaite, 1993; Batchelor et al., 1994; Batchelor and Garthwaite, 1997; Tempia et al., 1998; Tempia et al., 2001). This current was more pronounced in the knock-out (compared to the wild-type) mice and during application of DHK and TBOA (compared to control), suggesting that when transporters are non-functional the extracellular glutamate concentration rises more, activating more mGluRs for a longer period of time. There may also be more spill-over of glutamate to neighbouring synapses, producing activation of their receptors. In agreement with this, Brasnjo & Otis (2001) have recently demonstrated an important function of (neuronal) glutamate transporters in regulating mGluR activation and expression of long term depression (LTD) at the parallel fibre –
Purkinje cell synapse.

By comparing the effect of glutamate transport inhibitors with the effect of the knock-out of particular transporters, I attempted to assess the importance of glial vs neuronal transporters in shaping synaptic transmission at this synapse. Interestingly, TBOA, which blocks both neuronal and glial transporters (Shimamoto et al., 1998) had a huge effect on the parallel fibre EPSC peak amplitude, decay, delayed peak and slow (mGluR) current after repetitive stimulation compared to either DHK alone (to block GLT-1) or the GLAST knock-out mouse. It is tempting to suggest that this implies a major role in terminating synaptic transmission for neuronal glutamate transporters, such as EAAT-4 and EAAC-1, which are expressed by Purkinje cells (Furuta et al., 1997b; Furuta et al., 1997a). However, to test this it is necessary to measure the effect of blocking the neuronal transporters alone (e.g. by removing internal K+ as done by Brasnjo & Otis (2001)). It is possible that blocking neuronal transporters alone will have little effect on the EPSC, because glial transporters provide enough uptake to maintain a concentration gradient sufficient to drive glutamate diffusion out of the synaptic cleft. On this scenario the presence of either neuronal or glial transporters is sufficient for normal synaptic transmission, and it is only when all transporters are blocked that the EPSC becomes prolonged.

How do my data compare to the results (see Chapter 1) obtained by others (Barbour et al., 1994; Takahashi et al., 1995b; Brasnjo and Otis, 2001) at this synapse? Barbour et al. (1994) and Takahashi et al. (1995b) found that pharmacologically blocking glutamate transport prolonged the time-course of the parallel fibre – Purkinje cell EPSC, similar to the results described in section 6.4.1. Brasnjo & Otis (2001) reported that (non-transported) glutamate transport blockers potentiated the magnitude of the mGluR current, in agreement with my finding that impairing glutamate uptake increased the slow (mGluR) current. Finally, Wachtmann et al. (2000) and Watanase et al. (1998) investigated transmission at the parallel fibre – Purkinje cell synapse of glutamate transporter knock-out mice. Wachtmann et al.
(2000), using GLAST, EAAC-1 and GLAST/EAAC-1 double knock-out mice, reported a slight slowing of the EPSC in the GLAST and GLAST/EAAC-1 double knock-out, but not in the EAAC-1 knock-out mouse, suggesting that the glial and not the neuronal transporter terminates synaptic transmission at this synapse. This is consistent with my results. By contrast, Watanase et al. (1998), using GLAST knock-out mice, reported no effect on the time-course of the EPSC. This disagrees with the results in my study, but the reasons for the discrepancy are unclear.
CHAPTER 7

The glycine site of the NMDA receptor at the cerebellar mossy-fibre – granule cell synapse appears to be saturated

7.1 Introduction

As described in chapter 1, the opening of NMDA receptors is dependent on their co-agonist site being occupied by glycine or D-serine. At several central synapses the extracellular glycine level is not high enough to saturate the NMDA receptor glycine site (Thomson et al., 1989; Berger et al., 1998; Bergeron et al., 1998). The stoichiometry of the GLYT-2 transporter may allow glial cells to modulate the extracellular glycine concentration in the range where it alters NMDA receptor activation (Supplisson and Bergman, 1997; Roux and Supplisson, 2000; see sections 1.1.1.3.1 and 1.5), and in addition, in the developing cerebellum, D-serine may be an important agonist at the glycine site (Schell et al., 1997; see section 1.1.1.3.1). At present it is unknown to what extent the glycine site on cerebellar granule cells is activated.

This chapter describes experiments to determine whether the glycine site of the NMDA receptor in cerebellar granule cells is saturated after the cells have migrated to their final destination and synapse formation has occurred. To test this, I electrically stimulated mossy fibres in the internal granule cell layer, while recording postsynaptic currents in granule cells (using whole-cell patch-clamping) in the absence or presence of glycine (or D-serine). All experiments were performed on cerebellar slices of P14 old rats, in magnesium-free external solution at a holding potential of $-60 \text{ mV}$. 
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7.2 Effect of exogenous glycine on the MF-ge EPSC at room temperature

To see whether the glycine site of the NMDA receptor at the mossy fibre–granule cell synapse in the cerebellum can be modulated by exogenous glycine or is already saturated, I recorded EPSCs with 0, 10 or 100 μM glycine added to the superfusion solution. Figure 7.1A shows specimen traces of such recordings, obtained at room temperature. It is obvious from these traces that the shape of the EPSC, with a rapid decaying AMPA component and a slowly decaying NMDA component, was not altered by exogenous glycine. To quantify the effects of glycine on the NMDA component of the EPSC, I measured the current amplitude 20 ms after the peak, at which time the AMPA receptor component of the EPSC is negligible, since it decays with a time constant of around 1-2 ms (Silver et al., 1992). The bar graph in Figure 7.1B shows the averaged data for such an analysis. The current amplitude at 20 ms after the peak in the absence of glycine was \(-24.1 \pm 3.9\) pA (n = 17 cells; black bar), in the presence of 10 μM glycine it was \(-24.4 \pm 3.5\) pA (n = 16; grey bar) and in the presence of 100 μM glycine it was \(-20.4 \pm 3.6\) pA (n = 13; white bar). Figure 7.1C shows the current amplitude measured at 20 ms after the peak when normalized to its value in the absence of glycine in each cell. In the presence of 10 μM glycine the normalized amplitude at 20 ms was \(1.03 \pm 0.03\) (n = 16; p = 0.39 compared with 0 μM glycine (paired t-test); grey bar), and in the presence of 100 μM glycine the normalized amplitude at 20 ms was \(1.00 \pm 0.07\) (n = 13; p = 0.95; white bar). Thus, the NMDA receptor component of the EPSC was not significantly altered when glycine was added to the bath solution.

The same EPSCs were also analysed for their peak amplitude, determined mainly by the AMPA component of the EPSC, and their total area, i.e. the total charge transfer during the EPSC. Both of these parameters showed no significant change when glycine was added, as shown in Figure 7.2, which shows the averaged values of the peak (A) and the area (C), and of the peak (B) and the area (D)
Figure 7.1: The NMDA receptor glycine site in cerebellar granule cells appears to be saturated

(A) Specimen traces of synaptic currents recorded in a rat cerebellar granule cell (mossy fibre – granule cell synapse) in the presence of different glycine concentrations (0, 10 or 100 μM) added to the superfusion solution. Arrow head indicates the location of the peak of the EPSCs. Vertical arrow points to the current 20 ms after the peak of the EPSCs, which was used to estimate its NMDA component. Dashed box corresponds to the region of the current which is shown at a faster time-scale below. The experiments were done at room temperature, in magnesium-free external solution at a holding potential of –60mV.

(B) Bar graph of the EPSC amplitude measured 20 ms after the peak (see vertical arrow in A) as a function of the glycine concentration added to the superfusate, i.e. in the absence of glycine (black, n = 17 cells), in the presence of 10 μM glycine (grey, n = 16 cells) and in the presence of 100 μM glycine (white, n = 13 cells).

(C) Bar graph of the EPSC amplitudes at 20 ms normalized in each cell to the value in the absence of glycine.
Figure 7.2: The effect of different glycine concentrations on the peak amplitude and the area of the EPSC

A and C: Bar graphs of (A) the peak amplitude (indicated as arrow head in Figure 7.1A), and (C) the area, of the EPSC as a function of the added glycine concentration. Data are from the same cells described in Figure 7.1 (n=17, n=16 and n=13 for 0, 10 and 100 μM added glycine, respectively).

B and D: Histograms of (B) the peak, and (D) the area, of the EPSCs, normalized in each cell to their values in the absence of added glycine.
normalized to their value with no added glycine. P values for paired t-tests comparing the normalized peak amplitude for 10 μM or 100 μM with that for 0 μM glycine were 0.41 (16 cells) and 0.65 (13 cells) respectively. Corresponding p values for the EPSC area were 0.85 and 0.60 respectively.

These data suggest that the glycine site of the NMDA receptor is saturated at room temperature.

### 7.3 Effect of 7-CK on the MF-gc EPSC

I considered the possibility that glycine did not change the shape of the MF-gc EPSC because the glycine site on the NMDA receptor is not functional. To test this, I applied the competitive glycine site antagonist 7-chloro kynurenic acid (7-CK; 100 μM). This antagonist did inhibit the NMDA component of the EPSC (Figure 7.3A). The average current amplitude at 20 ms after the peak (Figure 7.3B) with no added glycine was $-12.5 \pm 0.4$ pA in the absence of 7-CK ($n = 3$ cells; 1st black bar), and $-0.6 \pm 0.1$ pA in the presence of 100 μM 7-CK ($n = 3$ cells; 2nd black bar); in 10 μM superfused glycine it was $-18.1 \pm 5.6$ pA in the absence of 7-CK ($n = 4$ cells; 1st grey bar), and $-3.1 \pm 0.9$ pA in the presence of 100 μM 7-CK ($n = 4$ cells; 2nd grey bar); and in 100 μM glycine it was $-26.9$ pA in the absence of 7-CK ($n = 1$ cell; 1st white bar), and $-12.2$ pA in the presence of 100 μM 7-CK ($n = 1$ cell; 2nd white bar). Note that although the current values in the absence of 7-CK in Figure 7.3B increase with increasing superfused glycine concentration, the current measured at 10 μM glycine does not differ significantly from that seen with 0 μM glycine ($p = 0.44$) or 100 μM glycine ($p = 0.53$). The data without 7-CK in Figure 7.3B are included in the larger sample of Figure 7.1B which shows no effect of glycine on the NMDA component of the amplitude.

Figure 7.3C shows the EPSC current 20 ms after the peak at different external glycine concentrations in the presence of 100 μM 7-CK, normalized to the corresponding values in the absence of the inhibitor in each cell. The normalized
Figure 7.3: The NMDA receptor glycine site in cerebellar granule cells is functional

(A) Specimen traces of synaptic currents recorded in a rat cerebellar granule cell (mossy fibre – granule cell synapse) in the presence of 10 μM superfused glycine, in the absence (black) or presence (grey) of 100 μM 7-CK. Arrow head indicates the location of the peak of the control EPSCs. Vertical arrow points to the currents 20 ms after the peak of the EPSCs. Dashed box corresponds to the region of the current which is shown at a faster time-scale below. The experiments were done at room temperature, in magnesium-free external solution at a holding potential of -60mV.

(B) Bar graph of the EPSC amplitude measured 20 ms after the peak, as a function of the external glycine concentration, in the absence (-) or presence (+) of 100 μM 7-CK. Number of cells studied was as follows: in the absence of glycine (black) n = 3 cells; in the presence of 10 μM glycine (grey) n = 4 cells; and in the presence of 100 μM glycine (white) n = 1 cell.

(C) Bar graph of the EPSC amplitude at 20 ms in 7-CK normalized in each cell to its value in the absence of 7-CK.
Figure 7.4: The effect of 7-CK on the peak and the area of the EPSC

A and C: Bar graphs of (A) the peak amplitude, and (C) the area, of the EPSC as a function of the superfused glycine concentration, in the absence (-) or presence (+) of 100 μM 7-CK. Data are from the same cells as described in Figure 7.3 (n=3, n=4 and n=1 for 0, 10 and 100 μM glycine, respectively).

B and D: Bar graphs of (B) the peak, and (D) the area, of the EPSC in 7-CK, normalized in each cell to their values in the absence of 7-CK.
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current 20 ms after the peak was 0.046 ± 0.009 in the absence of glycine (n = 3 cells; p = 0.0001 compared with no 7-CK present (paired t-test); black bar), 0.186 ± 0.025 in the presence of 10 μM superfused glycine (n = 4 cells; p = 0.0001; grey bar) and 0.451 in the presence of 100 μM glycine (n = 1 cell; white bar). The fraction of the current remaining in 7-CK increases significantly with the superfused glycine concentration. As explained in the discussion, this is expected if 7-CK binds competitively to the glycine site on the NMDA receptor.

The same EPSCs were also analysed for their peak amplitude (largely mediated by AMPA receptors) and the total EPSC area. Figure 7.4 shows the averaged values of the peak (A) and the area (C). The peak amplitude (Figure 7.4A) in the absence of glycine was −37.6 ± 15.1 pA in the absence of 7-CK (n = 3 cells; 1st black bar) and −10.4 ± 3.4 pA in the presence of 100 μM 7-CK (n = 3 cells; 2nd black bar); in 10 μM superfused glycine it was −44.4 ± 20.2 pA in the absence of 7-CK (n = 4; 1st grey bar) and −20.9 ± 9.7 pA in the presence of 7-CK (n = 4; 2nd grey bar); in 100 μM glycine it was −30.0 pA and −14.9 pA, respectively, in the absence and presence of 100 μM 7-CK (n = 1; white bars). Figure 7.4B shows the peak amplitude (at different external glycine concentrations) in the presence of 100 μM 7-CK, normalized to the corresponding value in the absence of 7-CK in each cell. In the absence of glycine the normalized peak amplitude was 0.30 ± 0.03 (i.e. 70% block by 7-CK; n = 3 cells; p = 0.002 when compared to the value in the absence of 7-CK (paired t-test); black bar), in 10 μM glycine it was 0.46 ± 0.12 (n = 4 cells; p = 0.02 compared with no 7-CK; grey bar) and in 100 μM glycine it was 0.50 (n = 1 cell; white bar). Since NMDA receptors take about 9 msec to activate at this synapse (Silver et al., 1992) they should not contribute significantly to the peak of the EPSC, which is generated by AMPA receptors. This implies that 7-CK affects not only the slow (NMDA) but also the fast (AMPA) component of the EPSC. This could be due to a direct effect of 7-CK on the AMPA receptors, as has been described previously (Kemp et al., 1988; Oliver et al., 1990). The reduction of the EPSC peak amplitude
by 7-CK was not further investigated.

The EPSC area was also reduced by 7-CK (Figure 7.4C, D). Since most of the EPSC area is provided by the NMDA component, which 7-CK suppresses as shown in Figure 7.1, it is not surprising that 7-CK also suppresses the total area of the EPSC.

These data indicate that the glycine site at the NMDA receptor at this synapse is functional.

7.4 Effect of exogenous glycine on the MF-gc EPSC recorded at 37°C

To see whether the lack of glycine modulation of the NMDA receptor EPSC described in section 7.1 occurred because of the recording conditions at room temperature, which may slow glycine uptake and thereby raise the extracellular glycine concentration, I repeated the experiments at 37°C. Figure 7.5A shows sample traces of such recordings. As for the recordings done at room temperature the shape of the EPSC was not altered by exogenous glycine. I quantified the effects of glycine on the NMDA component of the EPSC as described in section 7.1. The bar graph in Figure 7.5B shows the averaged data for such an analysis. The current amplitude at 20 ms after the peak in the absence of glycine was $-20.2 \pm 4.3$ pA ($n = 6$ cells; black bar) and in the presence of 100 μM glycine it was $-20.2 \pm 4.8$ pA ($n = 6$; white bar). Figure 7.1C shows the corresponding current amplitudes when normalized to their value in the absence of glycine in each cell. In the presence of 100 μM glycine the normalized amplitude at 20 ms was $0.97 \pm 0.14$ ($n = 6$; $p = 0.83$ (paired t-test); white bar). This indicates that the NMDA receptor component of the EPSC is not altered when glycine was added to the bath solution, even when recorded at 37°C.

The same EPSCs were also analysed for their peak amplitude and the total area, which similarly showed no significant change, whether analysed as simple averaged values of the peak (Figure 7.6A) and the area (Figure 7.6C), or as values
Figure 7.5: The NMDA receptor glycine site in cerebellar granule cells appears to be saturated, even when recorded at 37°C

(A) Specimen traces of synaptic currents recorded in a rat cerebellar granule cell (mossy fibre – granule cell synapse) in the presence of different exogenously applied glycine concentrations (0, 10 or 100 μM glycine). Arrow head indicates the location of the peak of the EPSCs. Vertical arrow points to the currents 20 ms after the peak of the EPSCs, at which time the current amplitude was used to estimate its NMDA component. Dashed box corresponds to the region of the current which is shown on a faster time-scale below. The experiments were done at 37°C, in magnesium-free external solution at a holding potential of -60mV.

(B) Bar graph of the EPSC amplitude measured 20 ms after the peak, in the absence (black) or presence of 100 μM glycine (white) (n = 6 cells).

(C) Bar graph of the EPSC amplitude at 20ms, normalized in each cell to its value in the absence of glycine.
Figure 7.6: The effect of different glycine concentrations on the peak and the area of the EPSC at 37°C

A and C: Bar graphs of (A) the peak amplitude (indicated by the arrow head in Figure 7.5A), and (C) the area, of the EPSC in 0 (black) or 100 µM (white) external glycine. Data are from the same cells as described in Figure 7.5 (n = 6).

B and D: Bar graph of (B) the peak, and (D) the area, of the EPSC normalized in each cell to its value in the absence of glycine.
normalized to the values in absence of glycine (Figure 7.6B and 7.6D). P values for paired t-tests comparing the EPSC peak amplitude and area in 100 µM glycine with their values in 0 µM glycine (in 6 cells) were 0.1 and 0.74 respectively.

These data indicate that bath applied glycine does not alter the shape of the EPSC at this synapse even when recorded at 37°C and suggest that the glycine site of the NMDA receptor is saturated even at normal body temperature.

7.5 Effect of exogenous D-serine on the MF-gc EPSC recorded at 37°C

To see whether another agonist at the NMDA receptor glycine site that is not taken up by glycine transporters, i.e. D-serine, could modulate the EPSC at this synapse, I recorded mossy fibre – granule cell EPSCs in the absence and presence of 100 µM D-serine, at 37°C. Figure 7.7A shows specimen traces of such recordings. As for glycine the shape of the EPSC was not altered by exogenous D-serine. I quantified the effects of D-serine on the NMDA component of the EPSC as described in section 7.1. The current amplitude at 20 ms after the peak in the absence of D-serine was –30.8 ± 10.0 pA (n = 2 cells; black bar) and in the presence of 100 µM D-serine it was –29.9 ± 6.2 pA (n = 2; white bar). In the presence of 100 µM D-serine the normalized amplitude at 20 ms was 1.01 ± 0.13 (n = 2; white bar; p = 0.94 compared with 0 µM D-serine). This indicates that the NMDA receptor component of the EPSC was not modulated when D-serine was added to the bath solution.

The same EPSCs were also analysed for their peak and the total area, which similarly showed no significant change when D-serine was added (Figure 7.8). P values for paired t-tests comparing the amplitude and area of the EPSC in 100 µM and 0 µM D-serine were 0.1 and 0.16 respectively.

These data indicate that bath applied D-serine does not alter the shape of the EPSC at this synapse when recorded at 37°C and suggests that the glycine site of the NMDA receptor is saturated even at normal body temperature.
Figure 7.7: Exogenous D-serine does not affect the MF-gc EPSC at 37°C

(A) Specimen traces of synaptic currents recorded in a rat cerebellar granule cell (mossy fibre – granule cell synapse) in the absence (black trace) or presence (grey trace) of 100 μM D-serine. Arrow head indicates the location of the peak of the EPSCs. Vertical arrow points to the currents 20 ms after the peak of the EPSCs, at which time the current amplitude was used to estimate its NMDA component. Dashed box corresponds to the region of the current which is shown on a faster time-scale below. The experiments were done at 37°C, in magnesium-free external solution at a holding potential of −60mV.

(B) Bar graph of the EPSC amplitude measured 20 ms after the peak, in the absence (black) or presence (white) of 100 μM D-serine (n = 2 cells).

(C) Bar graph of the EPSC amplitude at 20ms, normalized in each cell to its value in the absence of D-serine.
Figure 7.8: The effect of D-serine on the peak and the area of the EPSC at 37°C

A and C: Bar graphs of (A) the peak amplitude (indicated as arrow head in Figure 7.7A), and (C) the area, of the EPSC in 0 (black) or 100 μM (white) added D-serine. Data are from the same cells as described in Figure 7.7 (n = 2).

B and D: Bar graph of (B) the peak amplitude, and (D) the area, of the EPSC normalized in each cell to its value in the absence of D-serine.
7.6 Discussion

To see whether the glycine site of the NMDA receptor at the mossy-fibre -
granule cell synapse is saturated, I recorded EPSCs in the absence or presence of
bath applied glycine or D-serine. Neither glycine nor D-serine affected the shape of
the EPSC, suggesting that this site is saturated both at room temperature and at 37
°C. A glycine site inhibitor, 7-chloro-kynurenic acid, did block the NMDA
component though, suggesting that the glycine site at these receptors is functional. It
is possible that the high concentration of 7-CK (100 μM) used for competing with
glycine could act partly by inhibiting the glutamate binding site of the NMDA
receptor (Kemp et al., 1988), but the relief of block by high glycine concentrations
shows that it is acting (competitively) via the glycine binding site of the NMDA
receptor.

From the effect of 7-CK on the NMDA receptor current, one can estimate the
resting glycine concentration in the slice, [gly]₀. I will do this first crudely using the
Hill equation, and then using a more rigorous model. If the dependence of the
NMDA receptor current on glycine is described by a Hill equation:

\[
I_{\text{control}} = \frac{I_{\text{max}} \cdot [\text{gly}]_0^n}{[\text{gly}]_0^n + E_{C50}^n}
\]

(7.1)

where \( I \) is the measured current, \( I_{\text{max}} \) is the maximal evoked current, \( n \) is the Hill
coefficient, \( E_{C50} \) is the glycine concentration which produces a half maximal current,
then in the presence of the competitive blocker 7-CK, if \([7\text{CK}]\) is the concentration
of 7-CK used and \( K_{7\text{CK}} \) is the dissociation constant for 7-CK:

\[
I_{7\text{CK}} = \frac{I_{\text{max}} \cdot [\text{gly}]_0^n}{[\text{gly}]_0^n + E_{C50}^n \cdot \left(1 + \frac{[7\text{CK}]}{K_{7\text{CK}}}ight)^n}
\]

(7.2)
The ratio of current in the presence and absence of 7-CK is therefore:

\[
\frac{I_{7\text{CK}}}{I_{\text{control}}} = \frac{[\text{gly}]_o^n + EC_{50}^n}{[\text{gly}]_o^n + EC_{50}^n \cdot \left(1 + \frac{[7\text{CK}]}{K_{7\text{CK}}}\right)^n}
\]  

(7.3)

and solving for \([\text{gly}]_o\) gives:

\[
[\text{gly}]_o = \sqrt[n]{\frac{EC_{50}^n \cdot \left(1 - \frac{I_{7\text{CK}}}{I_{\text{control}}} \cdot \left(1 + \frac{[7\text{CK}]}{K_{7\text{CK}}}\right)^n\right)}{\left(\frac{I_{7\text{CK}}}{I_{\text{control}}} - 1\right)}}
\]  

(7.4)

If the Hill coefficient is \(n = 1.5\) and \(EC_{50} = 170\) nM (Woodward et al., 1995b), \(K_{7\text{CK}}\) is \(0.14\) μM (Benveniste and Mayer, 1991) and the concentration of 7-CK is \(100\) μM (as used in my experiments), the data for no added glycine in Figure 7.3C (i.e. \(I_{7\text{CK}}/I_{\text{control}} = 0.046\) ) suggest a resting glycine concentration in the slice above \(16\) μM.

For a more accurate estimate of the resting glycine concentration under these recording conditions, I used the two binding site model proposed by Benveniste & Mayer (1991), in which two glycine molecules must bind to the receptor in order for gating to occur:
Benveniste & Mayer (1991) determined the rate constants for such a kinetic scheme from their experimental data on cultured hippocampal neurones of mice, which I will use for the calculations below. The fraction of receptors in each state will be abbreviated as:

- $A_2R^*$ – *x* (fraction of receptors in state $A_2R^*$ – channel open)
- $A_2R$ – *y* (fraction of receptors in state $A_2R$ – channel closed)
- $AR$ – *z* (fraction of receptors in state $AR$)
- $BRA$ – *w* (fraction of receptors in state $BRA$)
- $BR$ – *v* (fraction of receptors in state $BR$)
- $B_2R$ – *u* (fraction of receptors in state $B_2R$)
- $R$ – 1-*$x$-$y$-$z$-$u$-$v$-$w$ (fraction of receptors in state $R$ – no glycine bound)
In equilibrium:

(a) \[ \beta \cdot y = \alpha \cdot x \]

(b) \[ k_{A,\text{on}} \cdot A \cdot z = 2 \cdot k_{A,\text{off}} \cdot y \]

(c) \[ k_{B,\text{off}} \cdot w = k_{B,\text{on}} \cdot B \cdot z \]

(d) \[ k_{A,\text{on}} \cdot A \cdot v = k_{A,\text{off}} \cdot w \]

(e) \[ 2 \cdot k_{B,\text{off}} \cdot u = k_{B,\text{on}} \cdot B \cdot v \]

(f) \[ 2 \cdot k_{b,\text{on}} \cdot B \cdot (1 - x - y - z - u - v - w) = k_{b,\text{off}} \cdot v \]

with \( \frac{k_{A,\text{off}}}{k_{A,\text{on}}} = K_A \) and \( \frac{k_{B,\text{off}}}{k_{B,\text{on}}} = K_B \)

and with (a), (b), (c), (d) and (e) put into (f), and solving for \( x \):

\[ x = \frac{\beta}{\alpha} \frac{\frac{\beta}{\alpha} + \left(1 + \frac{K_A}{A}\right)^2 + 2 \cdot \frac{K_A}{A} \cdot \frac{B}{K_B} \cdot \left(1 + \frac{1}{2} \cdot \frac{K_A}{A} \left(2 + \frac{B}{K_B}\right)\right)}{\frac{\beta}{\alpha} + \left(1 + \frac{K_A}{A}\right)^2 + 2 \cdot \frac{K_A}{A} \cdot \frac{B}{K_B} \cdot \left(1 + \frac{1}{2} \cdot \frac{K_A}{A} \left(2 + \frac{B}{K_B}\right)\right)} \]  

\[ (7.5) \]

The glycine site is saturated in the absence of 7-CK, even with no added glycine, so in the absence of 7-CK \( x \) has its maximum value:

\[ x_{\text{max}} = \frac{\beta}{\beta + 1} \]

\[ (7.6) \]

Thus, the ratio of currents seen in the presence and absence of 7-CK is:

\[ \frac{I_{\text{CK}}}{I_{\text{control}}} = \frac{\frac{\beta}{\alpha} + 1}{\frac{\beta}{\alpha} + \left(1 + \frac{K_A}{A}\right)^2 + 2 \cdot \frac{K_A}{A} \cdot \frac{B}{K_B} \cdot \left(1 + \frac{1}{2} \cdot \frac{K_A}{A} \left(2 + \frac{B}{K_B}\right)\right)} \]

\[ (7.7) \]
solving (7.7) for $K_A/A$ gives:

$$
\frac{K_A}{A} = -1 + \frac{\beta \cdot I_{control}}{\alpha \cdot I_{CK} - 1} + \frac{I_{control}}{I_{CK}}
$$

(7.8)

so:

$$
A = \frac{K_A \cdot \left(1 + \frac{B}{K_B}\right)}{-1 + \frac{\beta \cdot I_{control}}{\alpha \cdot I_{CK} - 1} + \frac{I_{control}}{I_{CK}}}
$$

(7.9)

Using $K_{glycine} = K_A = 0.073 \ \mu M$ (Woodward et al., 1995b), $K_{7CK} = K_B = 0.14 \ \mu M$ (Benveniste and Mayer, 1991), $B = [7CK] = 100 \ \mu M$ as the 7-CK concentration used and $I_{7CK}/I_{control} = 0.046$ (from Figure 7.3C with no added glycine), this implies that in the absence of added glycine the glycine concentration present is $A = [gly]_o = 14.3$, 9.5, 7.5 or 6.4 $\mu M$ for $\frac{\beta}{\alpha} = 0, 1, 2$ or 3 respectively, corresponding to maximum channel open probability ($p_{open} = \frac{\beta}{\alpha + \beta}$ (see equation 7.6)) of 0, 0.5, 0.67 or 0.75 (different combinations of NMDA subunits are reported to produce maximum open probabilities between 0.04 and 0.36 (Wyllie et al., 1998; Chen et al., 1999)). Using these values of the residual glycine, which is assumed to be present in the absence of added glycine and is assumed to add to the glycine concentration in the superfusate, I plotted equation 7.7 through the data in Figure 7.3C, which shows the fraction of NMDA current remaining in 7-CK when 0, 10 and 100 $\mu M$ glycine are added to the perfusion solution. Figure 7.9 shows the predicted fraction of current in 7-CK for different concentrations of added glycine, with $\frac{\beta}{\alpha} = 0, 1, 2$ or 3. A reasonable fit (bearing in mind that only one cell was studied for the 100 $\mu M$ glycine point) is
Figure 7.9: Estimating the residual glycine concentration in the slice

Filled circles show the measured currents in 7-CK relative to control (mean of the data shown in Figure 7.3C) when 0, 10 or 100 μM glycine were added to the perfusion medium. The lines show the predicted fractional currents in 7-CK for different values of $\beta/\alpha$ in equation 7.9:

$$\frac{I_{CK}}{I_{control}} = \frac{1 + \frac{\beta}{\alpha}}{\frac{\beta}{\alpha} + \left(1 + \frac{K_A}{A}\right)^2 + 2 \cdot \frac{K_A}{A} \cdot B \cdot \left(1 + \frac{K_A}{2A} \cdot \frac{B}{K_B}\right)}$$

with $A = [\text{gly}]_{\text{added}} + [\text{gly}]_{\text{residual}}$

$K_A = K_{\text{gly}} = 0.073$

$K_B = K_{7CK} = 0.14$

$B = [7CK] = 100 \ \mu\text{M}$

and $\beta/\alpha = 0, 1, 2$ or $3$ with

$[\text{gly}]_{\text{residual}} = 14.3, 9.5, 7.5$ or $6.4 \ \mu\text{M}$ respectively
\[ \beta/\alpha = 3, \ [\text{gly}]_{\text{res}} = 6.4 \ \mu\text{M} \]
\[ \beta/\alpha = 2, \ [\text{gly}]_{\text{res}} = 7.5 \ \mu\text{M} \]
\[ \beta/\alpha = 1, \ [\text{gly}]_{\text{res}} = 9.5 \ \mu\text{M} \]
\[ \beta/\alpha = 0, \ [\text{gly}]_{\text{res}} = 14.3 \ \mu\text{M} \]
obtained with $\frac{B}{a} = 1$, implying a glycine concentration in the slice of 9.5 $\mu$M even in the absence of added glycine — a value which would indeed, as seen in my experiments, saturate the glycine site at the NMDA receptor.

The question arises as to whether the glycine site is also saturated \textit{in vivo}, or whether my experimental conditions resulted in a saturation. To assess this, one needs to know the normal source of extracellular glycine (or D-serine), and several scenarios come to mind.

(1) It might indeed be that the resting level of extracellular glycine (or D-serine) maintained by transporters (Attwell et al., 1993) is high enough to tonically saturate the NMDA receptor glycine site at this synapse.

(2) Glycine or D-serine might be released from nearby neurones and spill-over to activate the NMDA receptor at the neighbouring excitatory synapse. These neurones (possibly Golgi cells) could be spontaneously active or might be stimulated to release glycine/D-serine each time I stimulate the mossy fibre electrically, masking a further modulation by exogenous glycine/D-serine.

(3) Similarly, my electrical stimulation might activate release of glycine or D-serine from nearby glial cells. During neuronal activity the extracellular potassium concentration may rise and depolarize glial cells, leading to glycine transporters reversing (GLYT-1 being particularly prone to this: see section 1.5 and section 7.1) and pumping glycine out of the cells. The extracellular glycine concentration might then rise to levels high enough to saturate the NMDA receptor glycine site. If electrical stimulation results in this happening, it could mask a modulation by exogenously applied glycine/D-serine.

(4) The glycine site at the NMDA receptor might be saturated by endogenous release mechanism at the age of animal used, even if they are not saturated at older ages. The granule cells I recorded from in this project at P14 had migrated to their final destination and formed functional synapses. However, at this time the cerebellar glomeruli are not fully formed. The D-serine concentration in this region is at a peak
at P14, and it has been suggested that D-serine promotes cell migration and synapse formation in these cells (Schell et al., 1997). If D-serine is released at nearby forming synapses, it might spill over to formed synapses and result in the NMDA receptor glycine site on the recorded cell being saturated at this age.

Whatever the cause, however, these experiments show that when there is mossy fibre activation, the glycine or D-serine concentration is sufficiently high to evoke a maximal NMDA component of the EPSC at the mossy-fibre to granule cell synapse.
CHAPTER 8

Conclusion

In this thesis I report experiments investigating the modulation of synaptic transmission by intracellular proteins and transporters. The projects can broadly be divided into modulation of GABAergic (Chapters 3 and 4) and modulation of glutamatergic (Chapters 5, 6 and 7) synaptic transmission. In Chapters 3, 4 and 5, I took an indirect approach to studying modulation of synaptic transmission, by investigating the modulation of neurotransmitter transporter and receptor properties and intracellular chloride homeostasis, whereas in Chapters 6 and 7 I took the direct approach of recording synaptic currents in cells of cerebellar slices. A detailed discussion of the results and their physiological relevance is given at the end of each chapter. In this final chapter I will briefly summarize the aim and the main findings of each project and give some suggestions for future work.

8.1 Chapter 3

The aim of this project was to find out whether the microtubule-associated-protein MAP-1B, which has been shown to interact and co-localize with GABA_C receptors (Hanley et al., 1999), influences GABA_C receptor properties. The approach taken was to whole-cell patch-clamp retinal bipolar cells, which possess those proteins endogenously, and competitively disrupt the MAP-1B – GABA_C receptor interaction by including a peptide (matching the MAP-1B binding site sequence of the GABA_C receptor ρ1 subunit) in the patch pipette, while recording GABA dose-response curves. Non-specific effects of the peptide were checked by control experiments done with a scrambled peptide in the pipette.

Disrupting the MAP-1B – GABA_C receptor interaction increased the GABA sensitivity of the receptor (the EC50 was decreased), with no change in the number of
functional receptors in the membrane (\(I_{\text{max}}\) remained the same). A change in agonist sensitivity produced by modulation of the MAP-1B – GABA\(_C\) receptor interaction could profoundly influence the time course of synaptic transmission mediated by these receptors and alter retinal information processing, as discussed in section 3.17.

To advance our understanding of the physiological role of this interaction further, one could investigate (1) how disrupting the MAP-1B – GABA\(_C\) receptor interaction in bipolar cells affects the amacrine cell – bipolar cell IPSC, (2) whether disrupting the interaction declusters GABA\(_C\) receptors, allows them to leave the synaptic area and changes the ratio of GABA\(_A\) and GABA\(_C\) receptor mediated currents at the bipolar cell axon terminal, and (3) whether and how this interaction modulates the output of photoreceptor axon terminals, where GABA\(_C\) receptors and MAP-1B have also been shown to co-localize (Pattnaik et al., 2000).

8.2 Chapter 4

The purpose of this project was to explore how the GABA response polarity is controlled by transporters mediating chloride homeostasis, and to explore the possibility of a chloride concentration gradient existing in the cytoplasm of retinal bipolar cells, as suggested by the different distribution of the two chloride transporters KCC-2 and NKCC-1 (Vardi et al., 2000a). To investigate this, I gramicidin perforated-patch-clamped bipolar cells in retinal slices, recorded the reversal potential of the GABA evoked current at the outer and the inner plexiform layers and used this information to calculate the chloride concentrations at the two ends.

Despite the distinct chloride transporter localization in the bipolar cell, the reversal potential of the GABA evoked (chloride mediated) current was only slightly more positive in the dendrites than in the axon terminal. Chloride transporters, the membrane potential and the external potassium concentration all appeared to actively regulate the internal chloride concentration and thus GABA response polarity in
these cells. These results have important implications for our understanding of lateral inhibition and response transience generation in the outer retina, as discussed in section 4.9.

It would be interesting to (1) investigate the relative importance of the two different chloride transporters (KCC-2 and NKCC-1) in regulating the internal chloride concentration, for example by using bumetanide which at low doses selectively blocks NKCC-1, and (2) examine the GABA response polarity and internal chloride regulation when bicarbonate is present.

8.3 Chapter 5

The aim was to see whether Ajuba, a protein that has been shown to interact and co-localize with the glutamate transporter GLT-1, affects the properties of the transporter. I used COS cells (a mammalian cell line) expressing either GLT-1, or GLT-1 and Ajuba, for patch-clamp experiments, to see whether co-expression of Ajuba altered some of the transporters properties.

Ajuba did not alter the EC$_{50}$ for glutamate (in whole cell or perforated patch mode), the maximum uptake rate of the carrier (although the errors on these measurements are large), or the anion channel behaviour of the transporter. It seems therefore that Ajuba does not regulate the transporter properties, and the purpose of the Ajuba – GLT-1 interaction might lie in transporter localization, mediation of intracellular signalling, or in controlling Ajuba function.

To further investigate the role of the Ajuba – GLT-1 interaction in cells, one could (1) record GLT-1 mediated synaptic transporter currents in astrocytes in the presence of a binding site peptide to see whether disrupting the GLT-1 – Ajuba interaction alters the transporter current, e.g. by allowing GLT-1 to move further from the synapse and (2) investigate whether external glutamate application results in Ajuba unbinding from the transporter and activating intracellular signalling pathways. It would also be useful to study the recently developed Ajuba knock-out
The purpose of this project was to find out whether the glial glutamate transporters GLT-1 and GLAST contribute to shaping synaptic transmission at two cerebellar synapses. I investigate this by patch-clamping cells in cerebellar slices of the different mice and comparing the synaptic properties of the knock-out and wild-type mice.

The EPSC kinetics at the mossy-fibre granule cell synapse (evoked by single or repetitive stimulation, at room temperature and 37°C) did not differ in the GLT-1 and GLAST knock-out vs. wild type mice. The EPSC decay at the parallel fibre to Purkinje cell synapse (evoked by single stimulation, at room temperature) was slightly slower in the GLAST knock-out mice. The EPSC at the parallel fibre to Purkinje cell synapse (evoked by repetitive stimulation, at room temperature) also seemed to show a slow (mGluR) mediated current in the GLAST knock-out mice (but more cells are needed to confirm this).

To continue on this project, one could (1) investigate further the appearance of the slow (mGluR) current after repetitive stimulation, (2) see whether presynaptic NMDA receptor activation on the parallel fibre terminals is altered in the GLAST wild-type vs. knock-out mice, (3) examine whether the Purkinje cell firing in response to parallel fibre stimulation (input-output relation) is different in the mice lacking GLAST and (4) explore whether EAAC-1 is indeed the glutamate transporter important for shaping the mossy-fibre to granule cell EPSC, as suggested in section 6.5.

The aim of these experiments was to investigate whether glycine or D-serine
modulates synaptic transmission at the mossy-fibre granule cell synapse in the cerebellum. To see whether the glycine site on the NMDA receptor is already saturated, I bath applied glycine or D-serine and recorded the mossy fibre – granule cell EPSC.

Neither glycine nor D-serine altered the EPSC duration or amplitude (at -60 mV, in magnesium free solution, at 37°C), suggesting that this site is saturated under these recording conditions. A glycine site inhibitor (7-CK) did block the currents though, suggesting that the glycine sites on the receptors are fully functional, and from the data recorded in 7-CK the extracellular glycine concentration was estimated to be about 10 μM.

To advance this project one could (1) examine whether the glycine site is only saturated as a result of glycine being released from Golgi cells activated by electrical stimulation (e.g. by measuring responses to superfused NMDA or glutamate released spontaneously (mEPSCs), instead of electrical stimulation), and (2) study whether blocking serine racemase, the synthesising enzyme for D-serine, affects the EPSC.
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