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Abstract

The present thesis documents the development of a general method for calculating the vibrational energies of small biomolecules. Starting with the general time-dependent molecular Hamiltonian, assumptions allowing the separation of coordinates are outlined. The variational Configuration Interaction technique for calculating ab initio electronic eigenstates is adapted for vibrational systems, and a general method for solving the Hamiltonian in normal coordinate space is described. A computer program is developed, implementing this formulation of the quantum problem. The code is tested against benchmark systems including the Morse Oscillator, the Hénon-Heiles 3D potential and water monomer. It is seen that the results agree well with those of DVR and variational calculations. The vibrational CI method is applied to tryptamine and its water clusters, systems of great biological importance. Results are used to test the assignment of experimental IR spectra for the monomer and are compared with ab initio results to probe the accuracy of anharmonic terms in the molecular modelling potential. An attempt is made to assign the conformational isomers found in the solvated spectra. The results of CI calculations are found to be an improvement on harmonic calculations, agreeing well with experimental spectra in some cases. High order terms in the potential are found to model the anharmonicity of the system accurately. The results demonstrate that anharmonic effects in widely-used potential functions for biomolecules are large and need to be treated accurately in interpreting vibrational spectra.
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Part I

Introduction
Chapter 1

Molecular Vibrations

1.1 Biomolecules

Amino acids are the building blocks of life. These bio-molecules are crucial precur-
sors in the synthesis of peptides and proteins. They are involved at the basic level
of the biochemical pathways of life. There are 20 naturally occurring amino acids,
eight of which are essential in nutrition. The other 12 can be synthesised from these.

All stereoisomeric amino acids in nature are found in the laevorotatory form. Two
amino acids can react to form a peptide bond. The acid group from one molecule
reacts with the amine group of the other to form an amide linking group with the
loss of water. Many amino acids can link in a sequence via a polymerisation process
to form proteins. These can be thought of as biological machines. For example, enzymes are proteins that catalyse reactions and hormones, such as insulin, act as messengers in biological systems.

Many biochemical processes are governed by non-bonded interactions between, for example, proteins and sugars. The 20 amino acids differ only in their side chains. It is these side chains that control the non-bonded interactions in proteins. Thus, the sequence of amino acids defines the structure and, therefore, bioactivity of the protein. Such interactions are found to play a central role in stabilising solvated structures and in the activation or inhibition of physiological processes by proteins.

In many cases, man-made drugs are designed to maximise non-bonded interactions so as to block biological pathways such as the insertion mechanism of the HIV virus into human cells.\(^1^\)–\(^7^\) Clearly, study of intermolecular interactions in such systems is of great biological and medical interest.\(^8^\)–\(^16^\)

Systems of biological or physiological importance are mainly found in aqueous media. Therefore, studies of the effects of biomolecule-water complexation are of great importance.\(^17^\)–\(^19^\) Applications are wide-ranging and include the function of biomolecules\(^18^\) and simulations of water effects on protein folding structures and mechanisms.\(^19^\) Hydrogen bonds are weak compared to covalent interactions and, therefore, exhibit highly anharmonic behaviour. On forming a hydrogen bond, the donor molecule experiences a weakening of the donor-hydrogen bond. This results in a red-shift in corresponding infra-red absorption. Thus, accurate models of water-
biomolecule interactions are needed to interpret and assign experimental vibrational spectra.

Interest in computer simulation of biomolecules has grown dramatically in the last decade as computers have grown more powerful, enabling calculations on more complex systems. Molecular modelling force fields have been developed with atom types optimised for amino acid residues in proteins.\textsuperscript{20-42} For these surfaces, the time needed to calculate each potential point is greatly reduced with respect to ab initio methods. Thus, calculations on larger systems are now feasible. These force fields are used in the calculation of structure and bonding. However, studies of the internal and inter-molecular vibrations of biomolecules are also of great interest. It is important to test the accuracy of these force fields by comparison with precise experimental data such as infra-red spectra.

\section*{1.2 Vibrational States}

In the classical view of molecular systems, molecules can have no vibrational energy; the atoms are stationary in their equilibrium positions. The properties of the bond, such as strength and length, are measured from the bottom of the potential well. In the quantum mechanical interpretation of bonding, however, even bound atoms in the ground vibrational state oscillate about the potential minimum. The zero-point energy must be considered when discussing the bond properties, reducing
the energy needed to reach the vibrational continuum and break the bond and, in many cases, increasing the average bond length. Furthermore, in the classical picture of vibrators, the atoms are most likely to be found at the extremes of the motion. However, in the real quantum world, the probability density is maximised at the potential minimum. Consequently, a rigorous approach to the calculation of vibrational states in the quantum frame is essential.

The vibrational zero-point energy is implicit in all bound systems and is found to be important in fields as diverse as proton transfer in photosynthesis\textsuperscript{43} and to the formation of hydrogen in the interstellar medium.\textsuperscript{44-46}

Modelling vibrations can be vital in predicting barrier heights and rate constants in transition state theory. Consideration of the zero point energies of reactants and transition states is important as these can affect calculated reaction pathways and rate constants.\textsuperscript{47-50} Furthermore, such research can aid understanding of chemical stability.\textsuperscript{50-52}

In molecular spectroscopy, accurate calculation of ground and excited vibrational states can specifically aid in assigning infra-red, electronic and rotational spectra.\textsuperscript{53-58} Assignment, in turn, enables a better understanding of energetically preferred structures and binding sites for solvation. Recent spectroscopic studies provide a wide range of biomolecules of interest to study.\textsuperscript{59-70} High quality, quantitative information is available from new spectroscopic techniques and thus a theoretical
method is required to analyze the data. Of particular interest are experimental spectra of amino acids such as tryptophan, and their analogues. For example, spectroscopic studies have yielded information on the role of water in directing conformational preferences in biomolecules. Analysis of these spectra can aid in understanding the preference of one solvent binding site over another and how this affects the structure and reactivity of the system. The work of Kleinermanns et al. is particularly fascinating, as, in measuring IR spectra of monomer and bound DNA bases, they are probing the inner workings of the genetic code.

1.3 Modelling Vibrations

1.3.1 The Harmonic Approximation

In many studies of vibrational states, cubic and higher order terms in the Taylor series expansion of the potential energy function are assumed to be negligible. This is the harmonic approximation, the assumption that, near the minimum, the form of the potential is effectively quadratic. This results in a simplified system where no overtones are seen in the spectrum and vibrational modes do not mix. Calculating harmonic vibrational frequencies has proved effective; enabling, for example, assignment of experimental spectra. However, high resolution spectroscopy invariably shows the inaccuracies of this model. Even
low resolution spectra can display features attributed to the effects of anharmonicity, particularly in weakly bound systems and for transitions between high energy vibrational states.

1.3.2 Anharmonicity

Strongly bound molecular complexes can be modelled relatively well using a simple harmonic approach. However, this method can be inaccurate for some vibrations. For example, the calculated harmonic frequencies for OH stretching modes in water dimer can deviate from experiment by 100-200 cm$^{-1}$. Two kinds of anharmonicity can be observed. Mechanical anharmonicity is the deviation of the potential from the harmonic model. In the majority of cases, this causes a decrease in the energy of the vibrational eigenstate. Electronic anharmonicity is the result of the dipole moment changing as the bond length is altered. Electronic anharmonicity contributes to the presence of overtones in the spectrum albeit at reduced intensities.

Early attempts to quantify anharmonicity concentrated on small systems. As a key molecule in many fields, such as astro-, geo- and bio-chemistry, water was a focal point for many studies. Small clusters of water molecules have also come under scrutiny as a stepping stone to the ultimate goal of an accurate model of the bulk liquid. Variational, local mode, and Discrete Variable Representation, DVR, approaches have been used in modelling anharmonic vibrational states.
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Bowman suggested a self consistent field, SCF, approach for a problem of two coupled oscillators.\textsuperscript{87} The SCF procedure was shown to accurately predict eigenenergies and described the wavefunction well; better, in fact, than harmonic wavefunctions. Consequently, SCF wavefunctions have been employed as the basis for variational calculations to reduce the number of basis functions needed for the calculation to converge.\textsuperscript{96-98}

Extremely detailed calculations have been performed on the vibrations of water\textsuperscript{103-124} and other small molecules.\textsuperscript{125-128} Even relativistic effects\textsuperscript{112,116} and the breakdown of the Born-Oppenheimer approximation\textsuperscript{106} have been included. These are very accurate calculations but the complexity of the techniques involved mean that extension to larger systems can prove difficult.

Gerber and co-workers have developed a perturbation technique for calculating the vibrational eigenstates.\textsuperscript{58,129-131} The procedure involves a change to normal coordinates followed by a vibrational self-consistent field, VSCF, calculation. A Møller-Plesset type perturbation theory approach, typically of second order, is used to improve on the self consistent field wavefunctions. This technique is fast and general and can be applied with no rigid body approximation i.e. to all atoms. All modes are included in the basis, therefore the coupling between inter- and intra- molecular modes can be studied.\textsuperscript{132} The VSCF-perturbation procedure has been applied to many systems, such as water\textsuperscript{79,133-136} and argon\textsuperscript{137,138} clusters, biomolecules such as glycine\textsuperscript{58,130,139,140} and simple organic systems.\textsuperscript{58,130,132,134,141} Accurate eigenstates
of rare gas compounds have been calculated to allow identification of species from IR spectra.\textsuperscript{53-55,57,142} In the study of the transition from covalent to ionic bonding in hydrated hydrogen-halide clusters, harmonic calculations were shown to be inaccurate as the proton stretching motions are highly anharmonic.\textsuperscript{49,56,143} In early studies, Gerber and co-workers used empirical and semi-empirical potentials.\textsuperscript{133} This approach renders the direction of research dependent on the availability of high quality potentials. To remove this reliance, the VSCF-perturbation method was adapted to work with ab initio\textsuperscript{134} and density functional, DFT,\textsuperscript{135} potentials. This facilitated the testing of anharmonic terms in empirical and semi-empirical potentials by direct comparison of results with those of ab initio calculations.\textsuperscript{58,139,140}

The Handy group have performed accurate calculations on the vibrational states of small molecules, producing potentials,\textsuperscript{144-150} anharmonic constants\textsuperscript{151} and spectra.\textsuperscript{144-149,152,153} Recently, Carter, Handy and Bowman developed a general method for calculating anharmonic vibrational states. The procedure involved a variational improvement to VSCF basis functions.\textsuperscript{154,155} This was extended to a general code, Multimode,\textsuperscript{156} and was applied to systems such as benzene using an all-atom potential.\textsuperscript{157} The program was also used to investigate the parameterisation of force fields in Morse, Gauss-like and Taylor expansion coordinate spaces.\textsuperscript{158,159} Multimode takes into consideration coupling between 2, 3 and 4 modes and is shown to produce calculated spectra of high accuracy. However, the complexity of the calculations mean that the code is only applicable to systems of relatively small molecules.
with up to 12 atoms.\textsuperscript{157} There is a need for a general technique that can be used on larger systems so that data from spectral studies of important biomolecules can be analysed. Furthermore, it is necessary to test the parameterisation of molecular modelling potentials of such systems. Of particular interest are the importance and accuracy of anharmonic terms in these force fields.

The Diffusion Monte Carlo, DMC, algorithm for electronic structure calculations\textsuperscript{160} was adapted for the vibrational problem.\textsuperscript{47,48,161-178} Much work has been done on the structure\textsuperscript{162-167} and properties\textsuperscript{172} of water clusters and aromatic-water clusters.\textsuperscript{48,174,175} Accurate vibrational eigenstates have been used to improve calculated rates of reaction and tunnelling.\textsuperscript{47,48} However, many of these calculations made the rigid body approximation to reduce the dimensionality of the problem. This method normally gives only the ground vibrational states of molecules which limits its use for interpreting spectra.

1.4 This Work

The research presented in this thesis is an attempt to quantify the anharmonic contributions to vibrational states in small biomolecules.
In Part II, the theoretical background to the problem is presented. A quantum mechanical method is developed with a full description of the techniques used and the approximations made in order to solve the problem.

The construction and testing of a computer program developed specifically for this research is outlined in Part III. Details of the functionality of the code are provided here along with the results of the methods used to ensure the accuracy of the program. The Morse oscillator is used as a 1D benchmark for the code. The extension to three dimensions and the pairwise potential approximation are tested by comparison of results with literature values of vibrational eigenstates of the Hénon-Heiles 3D oscillator and water monomer.

In Part IV of the thesis, the CI method for calculating anharmonic vibrational eigenstates is applied to biomolecular systems of interest. Experimental spectra of tryptamine monomer and water clusters are compared with spectra calculated using the CI technique allowing a test of the method and an investigation of the accuracy of anharmonic terms in the potential.
Part II

Theory
Chapter 2

The Theory of Molecular Vibrations

2.1 The Time Independent Schrödinger Equation

Defined in Equation 2.1, the time independent Schrödinger equation describes a stationary state of energy, $E$, with wavefunction, $\Psi$, that contains all necessary information about the system.

$$\hat{H}\Psi(x) = E\Psi(x) \quad (2.1)$$
These are eigenvalue and eigenfunction, respectively of the complete molecular Hamiltonian, $\mathcal{H}$. The Hamiltonian can be expressed as a sum of kinetic energy, $T$, and potential energy, $V$, operators.

$$\mathcal{H} = \hat{T} + \hat{V}$$  

This equation is still very general and very difficult to solve fully for systems of three bodies or more. Approximations must be made to further simplify the problem at hand. The Hamiltonian contains terms depending on, for example, electronic and nuclear coordinates. In order to treat the vibrations of the nuclear frame, it is necessary to separate these contributions to the Hamiltonian to the maximum extent. This will allow a separation of the Schrödinger equation into equations in various coordinate spaces.

### 2.2 The Born-Oppenheimer Approximation

The first separation arises from the observation that nuclei are at least three orders of magnitude more massive than electrons. Electrons can therefore move much faster and adjust very quickly to changes in nuclear configuration. It is assumed that this electron adjustment is instantaneous, the electrons therefore experiencing a completely frozen nuclear conformation. This is the Born-Oppenheimer, B-O, approximation, a separation of the motion of electrons from the motion of nuclei. It is therefore possible to split the Hamiltonian into electronic and nuclear coordinates.
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The electronic Hamiltonian, $\hat{H}_e$, may be used to solve the Schrödinger equation for a given configuration of nuclei, $x_n$

$$\hat{H}_e(x_e; x_n) = \hat{T}_e(x_e) + \hat{V}_e(x_e; x_n)$$  \hspace{1cm} (2.3)

$$\hat{H}_e(x_e; x_n)\Psi_e(x_e; x_n) = E_e(x_n)\Psi_e(x_e; x_n)$$  \hspace{1cm} (2.4)

The electronic energy, $E_e$, can be calculated over a range of nuclear conformations. These points can be fitted to form a potential energy surface, a functional form for the electronic energy of the system at different nuclear configurations, $E_e(x_n)$.

Following the Born-Oppenheimer separation, the nuclear Hamiltonian can be expressed solely in nuclear coordinates

$$\hat{H}_n(x_n) = \hat{T}_n(x_n) + \hat{V}_n(x_n)$$  \hspace{1cm} (2.5)

and the full Hamiltonian of the system is simply the sum of electronic and nuclear Hamiltonians

$$\hat{H}(x_e; x_n) = \hat{H}_e(x_e; x_n) + \hat{H}_n(x_n)$$  \hspace{1cm} (2.6)

Using the potential energy surface obtained by solving Equation 2.4, the Schrödinger equation for nuclear motion is, in principle, soluble

$$\left[E_e(x_n) + \hat{H}_n(x_n)\right]\psi_n(x_n) = E_n\psi_n(x_n)$$  \hspace{1cm} (2.7)

where $\psi_n(x_n)$ is the nuclear part of the total wavefunction, $\Psi$

$$\Psi = \Psi_e(x_e; x_n)\cdot\psi_n(x_n)$$  \hspace{1cm} (2.8)
The Born-Oppenheimer approximation is applied extensively for molecular systems that are not in highly excited states.

### 2.2.1 The Potential Energy Surface

Potential energy surfaces arise from the Born-Oppenheimer separation of electronic and nuclear motion. The B-O approximation resolves the motion of electrons and nuclei allowing electronic and nuclear calculations to be performed independently. Electronic structure calculations of eigenstates at various nuclear conformations can be performed and the energies fitted to functions approximating $E_e(x_n)$. Such potential energy surfaces allow quick and easy calculation of the electronic energy at a given nuclear geometry. A variety of surfaces are used in this study, and the validity and accuracy of our calculations are dependent on them. To aid discussion, the three main types of potential energy surface are introduced briefly.

1. **Empirical.** The potential is a functional form, usually a polynomial expansion of coordinates or set of Morse functions. All parameters are chosen to fit to experimental data.

2. **Semi-Empirical.** Some parts of the potential, for which the form is known accurately from quantum calculation, are used alongside empirical corrections.

3. **Ab initio.** The energy at every point is obtained from quantum mechanical calculations.
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In many studies of vibrational eigenstates, the potential is assumed to have a harmonic form when close to the minimum to simplify calculations. This approximation is discussed in Section 2.4. High order anharmonic terms in a potential are important, however, as they allow the molecule to dissociate. Furthermore, in weakly bound and vibrationally excited systems, anharmonic contributions to the eigenenergy can be significant. Clearly, testing anharmonicity in force fields is essential in the development of accurate potentials. Later in this study, experimental spectra and calculated anharmonic vibrational energies are compared, enabling testing and parameterisation of empirical and semi-empirical potential energy surfaces for small biomolecules.

2.3 Rovibrational Coupling

The complete molecular Hamiltonian has thus far been reduced to a general $3N$ dimensional nuclear Hamiltonian, where $N$ is the number of atoms. The translation of the system as a whole can be separated in field-free problems leaving $3N - 3$ rotations and internal vibrations.

The vibrations and rotations of molecular systems can only be separated approximately. The bond lengths and angles change as a molecule rotates, thereby coupling nearby vibrational modes within the same electronic state. In extreme cases, rovibrational coupling can lead to interaction between different electronic
states, causing a breakdown of the Born-Oppenheimer approximation.

In this work, all systems studied are assumed to be in the ground rotational state. For such systems, where the rotational angular momentum, $J$, is zero, the rovibrational coupling is small. In this work, the rovibrational coupling is assumed to be negligible and set to zero.\textsuperscript{181-183} For biomolecular systems this is a reasonable approximation to make.

The removal of translational and rotational motion from the molecular Hamiltonian leaves a system of coupled oscillators. In many studies of vibrational states, the harmonic approximation is made, both as a way of investigating vibrational properties and as a basis for further calculations. This assumption simplifies the potential energy surface allowing a separation of the $3N - 6$ coupled vibrations into $3N - 6$ independent oscillators. The next section defines and describes the harmonic approximation and discusses its validity.

### 2.4 The Harmonic Approximation

#### 2.4.1 Introduction

The most widely used technique for studying nuclear oscillations and their effect on spectral, kinetic and other vibrational properties of molecules is the harmonic
approximation. The precise details of this technique are presented in the later sections of this chapter. Briefly, it is the assumption that, near a minimum, the potential has a form that can be well defined by a quadratic function. The benefits of this approximation are:

- **Generality.** A simple, logical process allows calculation of the vibrational eigenfunction and frequencies for any molecular system.

- **Speed.** It is a quick way of calculating the vibrational energies and wavefunctions of a system. They can also be performed directly in ab initio calculations.

- **Accuracy.** The approximation is found to be quite good for many systems, especially for ground states of strongly bound and non-hydrogen containing molecules.

- **Orthogonality.** The harmonic approximation wavefunctions are orthogonal so the vibrational motion of a $N$-atom system can be separated into $3N - 6$ oscillators.
Figure 2.1 is a 1D representation of the ground state of a strongly bound system. It is clear that the harmonic approximation is valid only at small displacements from the equilibrium geometry.

2.4.2 The Harmonic Approximation

The separation of kinetic from potential energy in the Schrödinger equation is described in Equation 2.2. The nuclear motion can, therefore, be considered independently from the electronic motion. Classically, the total kinetic energy of the $N$ nuclei system can be described by $3N$ Cartesian coordinates, $x_i$.

$$ T = \frac{1}{2} \sum_{i=1}^{3N} m_i \left( \frac{\partial x_i}{\partial t} \right)^2 $$

(2.9)

where $m_i$ is the mass of atom $i$. The potential energy can be expanded around a minimum as a Taylor series in powers of $x_i$.

Figure 2.1: Harmonic approximation; at small displacement from the minimum the true potential follows a quadratic function.
Cross terms in the expansion such as \( \left( \frac{\partial^2 V}{\partial x_i \partial x_j} \right) \bigg|_{x=0} x_i x_j \) couple motions in different Cartesian coordinates.

The first term, \( V_0 \), is the minimum energy of the potential, an arbitrary constant which can justifiably be set to zero. Furthermore, the coordinates, \( x_i \), are displacement coordinates such that \( x = 0 \) corresponds to the equilibrium position, the minimum of the potential energy surface

\[
\left( \frac{\partial V}{\partial x_i} \right) \bigg|_{x=0} = 0 \quad i = 1, 2, \ldots, 3N
\]  

The potential expansion at vibrational equilibrium, Equation 2.10, is thus reduced to terms of order 2 and higher.

The harmonic approximation is the assumption that, as the displacements from equilibrium are small, the third and higher order terms in the potential expansion are negligible (see Figure 2.1). A simplified multi-dimensional potential results

\[
V(x_1, x_2, \ldots, x_{3N}) = V_0 + \frac{1}{2} \sum_{i=1}^{3N} \sum_{j=1}^{3N} \left( \frac{\partial^2 V}{\partial x_i \partial x_j} \right) \bigg|_{x=0} x_i x_j
\]  

\[
= \frac{1}{2} \sum_{i=1}^{3N} \sum_{j=1}^{3N} F_{ij} x_i x_j
\]  

\[
(2.12)
\]
where $F_{ij}$ is a symmetric matrix of harmonic force constants.

$$F_{ij} = \left( \frac{\partial^2 V}{\partial x_i \partial x_j} \right) = \left( \frac{\partial^2 V}{\partial x_j \partial x_i} \right) = F_{ji} \quad (2.13)$$

Thus, Newton’s laws of motion, $F = ma$, can be written

$$m \left( \frac{d^2 x_i}{dt^2} \right) = -\frac{\partial V}{\partial x_i} = -\sum_{j=1}^{3N} F_{ij} x_j \quad (2.14)$$

In general, any, or all, of the elements in $F$ may be non-zero, resulting in a set of $3N$ coupled differential equations in Cartesian coordinates.

There is, however, another set of coordinates, $q_i, i = 1, 2, \ldots, 3N$, in which Newton’s equations are uncoupled, leaving $T$ and $V$ as diagonal matrices. The solution for each coordinate can, therefore, be obtained separately:

$$V(q_1, q_2, \ldots, q_{3N}) = \frac{1}{2} \sum_{i=1}^{3N} \lambda_i q_i^2 \quad (2.15)$$

$$T = \frac{1}{2} \sum_{i=1}^{3N} \left( \frac{\partial q_i}{\partial t} \right)^2 \quad (2.16)$$

In these so called normal coordinates, $q_i$, the system is equivalent to a set of $3N$ independent harmonic oscillators. Extending the harmonic approximation to the quantum case, this separation allows the full vibrational wavefunction to be expressed as a product of all the individual normal mode wavefunctions.

$$\Psi = \psi_1 \psi_2 \ldots \psi_{3N-6} \quad (2.17)$$
The normal mode approximation assumes that the potential is roughly harmonic around the minimum. Thus, in order to calculate the normal modes of a system, the first step must be a search for the minimum of interest on the potential energy surface.

### 2.5 Minimisation of the Potential Energy

Finding minima on complex multi-minima potentials can be extremely difficult both theoretically and computationally. Much research has gone into developing techniques to achieve this. Geometry optimisation methods such as simulated annealing,\(^{188-191}\) genetic algorithms\(^ {192}\) and the Large-scale Bound-constrained or Unconstrained Optimization, L-BFGS,\(^ {193,194}\) method implemented in the TINKER\(^ {195-201}\) molecular modelling code can be used. These techniques permit a rigorous scan of the conformational landscape, finding conformers of interest in complex multi-minima systems. In this section, an outline is given to the minimisation techniques employed in this project; the simple gradient following steepest descent\(^ {202,203}\) and more efficient Newton-Raphson\(^ {202-204}\) and conjugate gradient\(^ {202,203,205,206}\) minimisations.

Steepest descent, SD, is a standard multi-dimensional minimisation that converges linearly but will eventually converge to a minimum.\(^ {202,203}\) It is an iterative process moving towards the minimum in a series of steps. For example, consider a minimisa-
ion of the potential $V(x)$ with starting position $x_0$. At each iteration, $k$, the search
direction, is taken as $-\frac{\partial V(x)}{\partial x_k}$, the negative gradient of the function to be minimised
at point $x_k$. This method is simple but can be slow, especially near the solution.
The Newton-Raphson and conjugate gradient methods are also iterative derivative
techniques, but the search directions and step sizes are calculated in a more complex
manner.

Newton methods are based on approximating the potential function locally by a
quadratic model and subsequently minimizing. The method derives from the
Taylor series expansion of the potential.

$$f(x + \delta) \approx f(x) + \left( \frac{\partial f(x)}{\partial x} \right) \delta + \frac{1}{2} \left( \frac{\partial^2 f(x)}{\partial x^2} \right) \delta^2 + \ldots$$

(2.18)

In a step analogous to the harmonic approximation, quadratic terms are assumed
to dominate the potential as the minimum is approached and terms beyond linear
become negligible. Moving to the zero of the function $f(x)$ i.e. $f(x + \delta) = 0$ implies

$$\delta = f(x) / \left( \frac{\partial f(x)}{\partial x} \right)$$

(2.19)

The Newton methods find the zero of a function, but the potential is not necessarily
zero at the minimum. The zero of the derivative of the potential must be found.
Thus, the method requires second order differentials which are harder and take
longer to compute than the first order differentials required by steepest descent.
However, far fewer iterations are required to find the minimum with the Newton-
Raphson technique as it displays quadratic convergence, as shown in Figure 2.2.
The technique is most efficient when close to the minimum. Far from the solution, the higher order terms in Equation 2.18 become important rendering the Newton-Raphson minimisation method grossly inaccurate.

The conjugate gradient, CG, method is the same as steepest descent for the first iteration. However, successive iterations are constructed so they form a set of mutually conjugate vectors with respect to the Hessian, i.e. the force constant matrix, of a general convex quadratic function. Like Newton methods, CG displays quadratic convergence close to a minimum.

Figure 2.2: Schematic representation of steepest descent, Newton-Raphson and conjugate gradient minimisation techniques on a 3D Hénon-Heiles potential at $z=0$.

Figure 2.2 is a schematic representation of the efficiency of steepest descent, Newton-Raphson and conjugate gradient minimisations on a Hénon-Heiles potential. Newton-Raphson and CG are more efficient and more accurate than steepest descent when close to the minimum. However, steepest descent is less likely to make
the large errors associated with Newton and CG methods far from root so the tech­
niques can be used together. Steepest descent is often used to find the minimum of
interest with a few steps of Newton-Raphson or CG to home in on the root more
quickly at the end.

2.6 Normal Mode Analysis

The generalised multi-dimensional extension of the harmonic oscillator model for
many body systems is called the normal mode approximation. The aim is to find a
coordinate space, \( q \), in which the vibrations of the molecule are reduced to a series of
uncoupled harmonic oscillators. There are several techniques for achieving this goal
such as the creation-annihilation operator method\(^\text{184}\) and the Wilson FG matrix
method.\(^\text{179,180,185–187,208}\) The technique chosen is outlined in this section.

Once the minimum is found, the normal modes can be calculated at that point. To
move from Cartesian, \( x \), to normal, \( q \), coordinates requires a simple linear transfor­
mation.

\[
x_i = \sum_{j=1}^{3N} L_{ij} q_j \quad \text{or} \quad x = Lq \quad (2.20)
\]

\[
q_i = \sum_{j=1}^{3N} L^{-1}_{ij} x_j \quad \text{or} \quad q = L^{-1} x \quad (2.21)
\]
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The normal coordinates are just a linear combination of Cartesian coordinates. The transformation matrix \( L \) must be found. It is a \( 3N \times 3N \) matrix of constant coefficients that transforms from Cartesian to normal coordinate space.

The first stage in determining the matrix \( L \) involves transformation to mass-weighted Cartesian coordinates, \( \bar{x} \).

\[
\bar{x}_i = m_i^{\frac{1}{2}} x_i \quad \text{or} \quad \bar{x} = M^{\frac{1}{2}} x \quad \text{where} \quad M_{ij} = m_i \delta_{ij}
\]  

(2.22)

The potential and kinetic energies become

\[
T = \frac{1}{2} \sum_{i=1}^{3N} \left( \frac{\partial \bar{x}_i}{\partial t} \right)^2 
\]

\[
V = \frac{1}{2} \sum_{i=1}^{3N} \sum_{j=1}^{3N} \bar{F}_{ij} \bar{x}_i \bar{x}_j 
\]

(2.24)

The mass-weighted force constant matrix, \( \bar{F}_{ij} \), is

\[
\bar{F}_{ij} = F_{ij} / \sqrt{m_i m_j}
\]

(2.25)

Clearly, inputting Equations 2.25 and 2.22 into 2.24 will lead to the simplified harmonic potential described in Equation 2.12.

Diagonalising \( \bar{F}_{ij} \) sets off-diagonal force constants in Equation 2.24 that couple the vibrations Cartesian space to zero. The resulting eigenvector matrix is \( L' \), the transformation matrix between mass-weighted Cartesians, \( \bar{x} \), and normal coordinates, \( q \).

\[
F'L' = \Lambda L' \quad \text{where} \quad \Lambda_{ij} = \lambda_i \delta_{ij} 
\]

(2.26)

\[
\bar{x} = L'q
\]

(2.27)
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The square roots of the eigenvalues correspond to the normal mode vibrational frequencies.

\[ E = \lambda_i^{1/2} \]  

(2.28)

To obtain the transformation matrix, \( L \), the mass-weighting must be removed from \( L' \)

\[ x = M^{-1/2} \bar{x} = M^{-1/2} L' q = L q \]

\[ L = M^{-1/2} L' \]  

(2.29)

2.6.1 The Normal Mode Wavefunction

The normal mode wavefunction,\(^{179,184-187}\) \( \psi_v(y) \), can be written in terms of the vibrational quantum number, \( v \).

\[ \psi_v(y) = N_v H_v(y) e^{-y^2/2} \quad y = (\omega/\hbar)^{1/2} q \]  

(2.30)

The Hermite polynomial \( H_v(y) \) is normalised by the constant \( N_v \) and \( \omega \) is the vibrational frequency of the mode. The eigenstate energy for quantum number \( v \) is

\[ E_v = \left( v + \frac{1}{2} \right) \hbar \omega \]  

(2.31)

The Hermite polynomials can be found via the recursion relation\(^{184,209}\)

\[ H_0(y) = 1 \]

\[ H_{v+1}(y) = 2y H_v - 2v H_{v-1} \quad N_v^2 = 1/(\alpha \pi^{1/2} 2^v v!) \]  

(2.32)
2.7 Breakdown of the Harmonic Approximation

![Diagram of energy versus intermolecular distance showing ground state, dissociation, zero-point energy, and vibrational ground state.]

Figure 2.3: Visualisation of the ground state of a weakly bound 1D system. The energy of interaction is labelled $D_e$ and the Dissociation Energy is $D_0$. The red curve is the true potential. The blue curve shows the potential defined by a quadratic function i.e. that found by normal mode analysis. There can be large differences between harmonic and real zero-point energies and wavefunctions.

While the harmonic approximation holds for small displacements from the minimum, larger displacements cause a breakdown in the model. The difference between the harmonic potential and the real potential can become large. Examining Figure 2.3, it is clear that anharmonicity, deviation from the harmonic model, becomes important both for weakly bound systems, where the interaction energy, $D_e$, is small and for high vibrational states, where the system is near dissociation.
In these cases, higher order potential terms affect the zero-point energies of systems and, most importantly, the wavefunctions. The wavefunction contains information about all observables. As such, anharmonicity can have a dramatic effect on the accuracy of calculations. For example, the bond lengths are often longer than those predicted by the harmonic model, making rotational constants smaller. Thus, anharmonicity can affect the calculation and fitting of rotational spectra. Furthermore, activation energies for reactions are calculated between the zero-point energies of the ground and transition states. Accurate anharmonic zero-point energies are needed to calculate precise activation energies and reaction rates.

A technique is required to improve on the harmonic eigenenergies and wavefunctions. In the proceeding chapter, a general method for calculating vibrational anharmonicity is developed and discussed.
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Anharmonic Corrections

3.1 Introduction

In order to calculate the normal modes and normal coordinates, it is assumed that the displacement of the atoms from their equilibrium positions is small, rendering the third and higher order terms in expansion 2.10 negligible. While the harmonic approximation works well for small displacements in strongly bound molecules, it breaks down for higher vibrational states and weakly bound systems, such as van der Waals clusters (see Figure 2.3). In such systems, high order and mode-mode coupling terms in the potential expansion become important. A configuration interaction technique is chosen to evaluate their effect on the wavefunctions and vibrational properties.
3.2 Configuration Interaction

Configuration interaction, CI, is a variational technique widely used in electronic structure theory.\textsuperscript{184,210} It can improve on self-consistent field methods by including electron correlation effects.

In electronic structure applications, a configuration is, traditionally, a set of orbital occupancies. The CI method generates improvement to a wavefunction by constructing a linear combination of, for example, hydrogenic or Hartree-Fock wavefunctions. This is the CI space. For example, \( n \) excited states, \( \psi_i \), can be mixed into the ground state wavefunction, \( \psi_0 \).

\[
\psi_{\text{CI}} = c_0 \psi_0 + \sum_{i=1}^{n} c_i \psi_i
\]  \hspace{1cm} (3.1)

The Variational Theorem states that an expectation value for the energy is always an upper bound to the exact, non-relativistic ground state energy. Consequently, the lower the ground state energy of the trial CI wavefunction, the closer it must be to the true ground state energy. Thus, in electronic structure theory, the aim is to find a set of coefficients, \( c_i, i = 0, \ldots, n \), that minimize the expectation value of the electronic energy with respect to the CI wavefunction. In practice, this minimisation is achieved through diagonalisation of a matrix, \( H \), with elements

\[
H_{ij} = \langle \psi_i | H | \psi_j \rangle
\]  \hspace{1cm} (3.2)

yielding the coefficients, \( c_i \), as the eigenvectors and the energies as the eigenvalues.
One of the great strengths of CI is its generality. It can be used for any problem that can be defined by a series of basis functions. Its advantage over quantum Monte Carlo, QMC, techniques is its speed, its ease of application to a range of systems and the fact that the calculation produces excited state energies and wavefunctions. Its weakness is poor scaling. As more atoms are included, the size of calculation required to include all excited states rapidly increases. This is a well-known problem in electron correlation studies. Much study has been directed towards making the CI expansion as short as possible.\textsuperscript{211-219}

In this study, the CI approach is adapted to calculate anharmonicity in the vibrational motion of biomolecules and clusters. Thus, basis functions, configurations and the expectation value to be minimised must be tailored to these polyatomic problems.

\section*{3.3 The Basis Functions}

Analogy with electronic structure CI can clarify the difference between configurations and basis functions. In this work, a basis function describes the vibrational wavefunction for an individual vibrational mode. These are analogous to the single orbital hydrogenic AOs in electronic structure theory. The configuration is the full vibrational state of the system, analogous to the full set of orbital occupancies in electronic structure CI. In this study, the configuration is a product of all the
individual basis functions. Note that configurations can be correctly termed the basis functions of a CI calculation but this nomenclature is avoided as it can cause confusion.

The choice of basis function in CI cannot influence the final result of a converged calculation. They can, however, greatly affect the size, and therefore speed, of the calculation required for convergence. For example, in electronic structure CI, different basis functions are routinely used. The obvious choice for the basis would be the hydrogenic Slater type orbitals, STOs.\textsuperscript{184} Gauss type orbitals, GTOs, are not such a good description of the actual orbitals so a larger basis is needed to converge the calculation. Nevertheless, GTOs are often chosen to simplify the integrals that must be evaluated. Often, expansion functions, such as pair natural orbitals, are used as the basis. These orbitals are harder to evaluate and non-orthogonal but are optimised, reducing the size of the basis needed to reach convergence.\textsuperscript{211–219} Another technique is to perform iterative super-CI calculations.\textsuperscript{220} The first iteration is performed with the chosen basis function, successive iterations are then performed substituting the calculated CI wavefunction for the basis. Furthermore, in electronic structure CI, techniques have been developed to aid selection of the best set of excited wavefunctions, the CI space, to achieve results close to full CI with a far smaller expansion. For example, symmetry considerations, the single double CI (CISD)\textsuperscript{221–223} method and the frozen core approximation\textsuperscript{224} can be used to shrink the CI space.
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\[
\begin{array}{|c|c|c|}
\hline
\text{Basis Functions} & \text{Electronic Structure CI} & \text{Vibrational CI} \\
\hline
\text{Slater/Gauss Atomic Orbitals} & \text{Morse Oscillator Wavefunctions} & \\
\text{Molecular Orbitals} & \text{Normal Modes} & \\
\text{Pair Natural Orbitals} & \text{Local Modes} & \\
\hline
\text{Configurations} & \text{Slater Determinants} & \text{Product of Basis Functions} \\
\hline
\end{array}
\]

Table 3.1: Illustrative examples of basis functions and configurations for electronic structure and vibrational CI.

In variational and perturbation theory studies of molecular vibrations, various basis functions have been used, such as local modes,\(^90\) normal modes,\(^225\) self consistent field wavefunctions,\(^79,133,134,137\) and functions tailored to the symmetry of the system.\(^93\) Examples of basis functions and configurations in electronic structure and vibrational CI are provided in Table 3.1.

In this study, the basis functions selected are normal modes. Their choice is rationalised by their properties:

- Standard, simple and efficient to calculate, as described in Section 2.6. The technique developed in this chapter must be general and readily applicable to all systems. Normal modes fit this criteria. They can also be applied as a good starting point to calculate the low-lying vibrational states of biomolecules.
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• Orthogonal; therefore, there must be a Gauss-type numerical integration technique available to evaluate the CI integrals (Section 3.5). Furthermore, the orthonormal character of normal modes reduces the number of integrals that must be evaluated.

• Widely used in literature as a way of calculating vibrational frequencies. They are a good starting point as CI will improve on the literature values. Furthermore, comparison of basis and CI vibrational energies gives a clear indication of the anharmonicity of the state.

CI calculations in this study will therefore be performed on configurations comprising of a product of normal modes basis functions.

3.3.1 Basis Set Notation

In this section, a notation to enable succinct discussion of the basis and CI configurations is presented. Individual normal mode wavefunctions, defined in Equation 2.30, are denoted by a small $\psi$ with a subscript describing the mode (highest energy first) and a superscript describing the vibrational quantum number. For example, 5 quanta of energy in the bending mode of water will be $\psi_3^5$ in this notation.

Basis functions describe the state of individual vibrational modes. A configuration, however, is a description of the whole system in a particular vibrational state. Con-
sequently, it is a full vibrational wavefunction of the system, $\Psi$; a product of the wavefunctions of the individual normal modes.

$$\Psi = \prod_i \psi_i(q_i) \quad (3.3)$$

In the present labelling scheme, the configurations are split into four distinct groups. They are referred to as the ground state, $\Psi^0$, the singles, $\Psi_i^S$, the doubles, $\Psi_{ij}^D$ and the triples, $\Psi_{ijk}^T$. It is important to note that the terms single, double and triple refer to the number of excited modes in the configuration. $S$, $D$ and $T$ make no reference to the vibrational quantum numbers of the basis functions. For example, a configuration with mode 4 in the sixth vibrationally excited state, but with all other modes in the ground state, is referred to as a single. In general, the $SDT$ configuration types can be defined:

$$\Psi^0 = \prod_i \psi_i^0(q_i) \quad (3.4)$$

$$\Psi_i^S = \sum_{i=1}^{3N-6} \sum_{l=1}^{l_{\text{max}}} \psi_i^l(q_i) \prod_{i' \neq i} \psi_{i'}^0(q_{i'}) \quad (3.5)$$

$$\Psi_{ij}^D = \sum_{i=1}^{3N-7} \sum_{j=i+1}^{3N-6} \sum_{l=1}^{l_{\text{max}}} \sum_{m=1}^{m_{\text{max}}} \psi_i^l(q_i) \psi_j^m(q_j) \prod_{i' \neq i,j} \psi_{i'}^0(q_{i'}) \quad (3.6)$$

$$\Psi_{ijk}^T = \sum_{i=1}^{3N-8} \sum_{j=i+1}^{3N-7} \sum_{k=j+1}^{3N-6} \sum_{l=1}^{l_{\text{max}}} \sum_{m=1}^{m_{\text{max}}} \sum_{n=1}^{m_{\text{max}}} \psi_i^l(q_i) \psi_j^m(q_j) \psi_k^n(q_k) \prod_{i' \neq i,j,k} \psi_{i'}^0(q_{i'}) \quad (3.7)$$

The ground configuration of the system is the product of the ground basis functions of all normal modes. Note that there is only one ground configuration but $l_{\text{max}} \times (3N-6)$ singles and $\frac{1}{2} l_{\text{max}} m_{\text{max}} \times (3N-6)(3N-5)$ doubles. In an accurate expansion of all vibrational states, there are clearly many more possible configurations than
those that fall under $S$, $D$ and $T$ types. In only including these configurations in the CI calculation, an approximation analogous to single-double-triple electronic structure CI, CISDT, is made. It is assumed that the inclusion of configurations higher in energy than triples is not needed to achieve accurate description of ground and low energy states.  

When presenting the theory of CI in the next section, configurations are labelled in order of energy, with $\psi_i$ corresponding to the $i$th excited state. Thus, assuming $M + 1$ configurations in total:

$$
\psi_0 = \prod_i \psi_i^0 \\
\psi_1 = \psi_1^1 \prod_{j \neq 1} \psi_j^0 \\
\psi_2 = \psi_2^1 \prod_{j \neq 2} \psi_j^0 \\
\vdots \\
\psi_M = \psi_M^1 \psi_M^2 \prod_{i \neq i,j,k} \psi_i^0 
$$  

(3.8)

### 3.4 The Secular Equations

The configurations describe the vibrational wavefunctions of the system.  In a CI calculation an attempt is made to improve on the configuration wavefunction by taking a linear combination of $M + 1$ ground and excited state configurations. For
example, in the notation described in Equation 3.8, the CI ground state and first excited states are

\[ \Psi_0 = c_{00}\psi_0 + c_{01}\psi_1 + \ldots + c_{0M}\psi_M \]  
(3.9)

\[ \Psi_1 = c_{10}\psi_0 + c_{11}\psi_1 + \ldots + c_{1M}\psi_M \]  
(3.10)

These are the trial CI wavefunctions. In the course of the calculation, the coefficients, \( c_{ab} \), are variables that are optimised such that the linear combination resembles the true wavefunction more closely.

The Schrödinger equation can be solved for each linear combination, resulting in \( M + 1 \) equations.

\[ \hat{H}\psi_i = E_i\psi_i \]  
(3.11)

\[ (\hat{H} - E_i)\psi_i = 0 \quad i = 0, 1, \ldots, M \]  
(3.12)

Solving these simultaneous equations yields \( M + 1 \) eigenvalues, \( E_i \), and \( M + 1 \) eigenvectors, \( \Psi_i \). However, this solution is only non-trivial if the secular determinant disappears i.e.

\[ |\hat{H} - E_i I| = 0 \]  
(3.13)

The eigenvectors form a \( (M + 1) \times (M + 1) \) matrix, \( X \)

\[ X = (\Psi_0, \Psi_1, \ldots, \Psi_M) = \begin{pmatrix} c_{00}\psi_0 & c_{10}\psi_0 & \ldots & c_{0M}\psi_0 \\ c_{01}\psi_1 & c_{11}\psi_1 & \ldots & c_{1M}\psi_1 \\ \vdots & \vdots & \ddots & \vdots \\ c_{0M}\psi_M & c_{1M}\psi_M & \ldots & c_{MM}\psi_M \end{pmatrix} \]  
(3.14)
and a diagonal matrix, $E$, may be formed from the eigenvalues, $E_i$

\[
E = \sum_{i=0}^{M} E_i \delta_i = \begin{pmatrix}
E_0 & 0 & \cdots & 0 \\
0 & E_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & E_M
\end{pmatrix}
\]  
(3.15)

Forming the matrix, $H$, where

\[
H = \sum_{i=0}^{M} \sum_{j=0}^{M} (\psi_i | \mathcal{H} | \psi_j)
\]  
(3.16)

means that the Schrödinger Equations in 3.12 may be written more concisely as

\[
HX = \mathcal{E}E
\]  
(3.17)

Forming the inverse of $X$, $X^{-1}$, allows a similarity transformation

\[
X^{-1}XE = \mathcal{E} = X^{-1}HX
\]  
(3.18)

which makes $H$ diagonal as $E$ is diagonal. The matrix $X$ that causes $X^{-1}HX$ to be diagonal must be found in order to solve the eigenvalue Equation 3.11. This is achieved in practice by diagonalising the CI matrix, $H$.

Variational improvements in the energy yield improvements in the approximate wavefunction, which in turn improves the expectation values of all other properties which are dependent on it. However, these other properties may not converge as fast as the energy with respect to the basis set. Usually, coefficients are found that minimise the energy of the system. It is, however, possible to minimise any expectation value to speed convergence of a given property. In the next section, the choice of expectation value to be minimised in the CI calculation is considered.
3.4.1 The Expectation Value to be Minimised

From equations 2.3, 2.4 and 2.16, the general vibrational Hamiltonian of a system with an anharmonic potential, $\hat{V}$, can be defined:

$$\hat{H} = -\frac{1}{2} \sum_{i=1}^{3N-6} \frac{\partial^2}{\partial q_i^2} + \hat{V}$$  \hspace{1cm} (3.19)

The expectation value to be minimised can be adapted to the problem at hand. The main interest in this study is the deviation from the harmonic approximation, i.e. the anharmonicity of the system. It is convenient to write the Hamiltonian thus

$$\hat{H} = \sum_{i=1}^{3N-6} \left( -\frac{1}{2} \frac{\partial^2}{\partial q_i^2} + \frac{1}{2} k q_i^2 \right) + \hat{V} - \sum_{i=1}^{3N-6} \frac{1}{2} k q_i^2$$  \hspace{1cm} (3.20)

The separation of the Hamiltonian into the operators $\hat{A}$ and $\hat{B}$ can be thought of as a splitting of the anharmonic effect into two distinct parts. Operator $\hat{B}$ only acts along the diagonal elements of the matrix, giving a zero point energy. The main work in the calculation is evaluating the matrix elements of $\hat{A}$. The matrix elements of $\hat{A}$ show how the harmonic basis functions in the configuration differ from the true anharmonic wavefunctions.

Figure 3.1 is a 3D visualisation of the CI technique for calculating anharmonicity in the vibrational states of the water monomer system studied in Section 5.3. The expectation value of operator $\hat{A}$ is the anharmonicity, i.e. the difference red-grey surface. In the diagram, the ground state wavefunction is plotted in blue. It is
Figure 3.1: 2D visualisation of the CI technique. The red surface the Hoy, Mills and Strey PES. The grey surface is the potential approximated to a harmonic function and the blue surface is the ground state wavefunction.

concentrated near the minimum, so the atoms have a low probability of being found in the highly anharmonic regions, where the difference between the red and grey surfaces is large. The expectation value of \( \hat{A} \) is, therefore, small. Higher energy wavefunctions are more diffuse. The atoms are more likely to be found far from the equilibrium geometry. Therefore, the expectation value of \( \hat{A} \) will be larger.

3.4.2 The Expectation Value of the Operator \( \hat{B} \)

The operator \( \hat{B} \) is the Hamiltonian for a simple harmonic oscillator, SHO. As such, the normal mode basis functions are eigenfunctions of \( \hat{B} \).

\[
\hat{B}\psi = E\psi
\]  
(3.21)
In analogy to Equation 3.16, a matrix $B$ can be defined for an $M + 1$ configuration calculation

$$B = \sum_{i=0}^{M} \sum_{j=0}^{M} \langle \psi_{i} | \hat{B} | \psi_{j} \rangle$$  

(3.22)

where the individual configurations are defined in Equation 3.8. $B$ is diagonal, as $\hat{B}$ is a single particle operator, not mixing modes, and the normal modes are orthogonal.

$$B = \sum_{i=0}^{M} \sum_{j=0}^{M} \langle \psi_{i} | \hat{B} | \psi_{j} \rangle$$

$$= \sum_{i=0}^{M} \sum_{j=0}^{M} \langle \psi_{i} | \psi_{j} \rangle E_{j}$$

$$= \sum_{i=0}^{M} \sum_{j=0}^{M} \delta_{i,j} E_{j}$$  

(3.23)

In fact, $B$ can be evaluated analytically:

$$\langle \psi_{i}^{k} | \hat{B} | \psi_{i}^{l} \rangle = \begin{cases} 
0 & \text{if } k \neq l, \\
(k + \frac{1}{2})\omega_{i} & \text{if } k = l
\end{cases}$$  

(3.24)

$\omega_{i}$ being the normal frequency of mode $i$. Generally, the diagonal matrix elements of the operator $\hat{B}$ are

$$\langle \psi_{i}^{l} \psi_{j}^{m} \prod_{k \neq i,j}^{0} \psi_{k}^{0} | \hat{B} | \psi_{i}^{l} \psi_{j}^{m} \prod_{k \neq i,j}^{0} \psi_{k}^{0} \rangle = (l + \frac{1}{2})\nu_{i} + (m + \frac{1}{2})\nu_{j} + \sum_{k \neq i,j} \frac{1}{2} \nu_{k}$$  

(3.25)
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3.4.3 The Expectation Value of the Operator $\hat{\mathbf{A}}$

Operator $\hat{\mathbf{A}}$, defined above in Equation 3.20, contains terms that can couple all configurations, symmetry permitting. Thus, matrix $\mathbf{A}$, where

$$\mathbf{A} = \sum_{i=0}^{M} \sum_{j=0}^{M} \langle \psi_i | \hat{\mathbf{A}} | \psi_j \rangle$$

(3.26)

can have non-zero elements on and off the diagonal.

In the general case of a $N$ atom system, the expectation value of $\hat{\mathbf{A}}$ is calculated as a $3N - 6$ dimensional integral. It can be expanded as

$$\langle \psi_1^0 \psi_2^0 \cdots \psi_{3N-6}^0 | \hat{\mathbf{A}} | \psi_1^0 \psi_2^0 \cdots \psi_{3N-6}^0 \rangle =$$

$$\int_{3N-6} \cdots \int_{3N-6} \psi_1^1 \psi_2^0 \cdots \psi_{3N-6}^0 \left( \hat{\mathbf{V}} - \sum_i \frac{1}{2} k_i q_i^2 \right) \psi_1^0 \psi_2^1 \cdots \psi_{3N-6}^0 \, dq_1 dq_2 \cdots dq_{3N-6}$$

In the next section, the methods used to evaluate these integrals are introduced.

3.5 Numerical Integration

The major computational work in the CI calculation is the evaluation of the integrals of matrix $\mathbf{A}$, defined in Equation 3.26. In simple systems, these can be calculated analytically. In general, however, the integrals have no analytical solution. A technique for calculating the matrix elements numerically is required.
Figure 3.2: Gauss-Hermite Numerical Integration. Note the similarity to Simpson’s Rule.\textsuperscript{203,227}

Numerical integration,\textsuperscript{203,227,228} or quadrature, is needed as the integrals of some functions cannot be evaluated analytically. An example is Simpson’s rule, involving the separation of the function into smaller equidistant segments, divided at the abscissae, see Figure 3.2. The aim is to evaluate the integral as accurately as possible, calculating the weighted sum of the integrand at a sequence of abscissae.

\[ \int_a^b f(x)dx \approx \sum_{i=1}^{N} w_i f(x_i) \quad (3.27) \]

The weight of integrand \( i \) is \( w_i \) and there are \( N \) abscissae \( x_i \). For greater efficiency this is done using the smallest number of function evaluations possible, i.e. the number of abscissae, \( N \), is kept to a minimum.
In general, the integration can be closed, where the boundary points of the integrals, $a$ and $b$, are taken as abscissae, or open, when the function takes some value that is hard to compute at the boundary points (e.g. $f(a)$ zero or infinity). The step size can be constant (as in Simpson's rule) or variable/adaptive.

For techniques with equally spaced abscissae, the only variable is the weighting, $w_i$, in the sum. By changing this according to the function to be integrated, $f(x)$, the accuracy of the integral can be improved for the same number of abscissae. These integrals can be exact for polynomial functions $f(x) = \sum c_i x^i$. The higher the order of $f(x)$, the more abscissae required for the integration to be exact. Quadratures are said to have order dependent on the highest order polynomial for which the technique is exact.

Variable stepsize gives an extra degree of freedom by allowing a choice of the position of the abscissae. The order of such quadratures can be up to twice that of constant stepsize techniques. It should be noted that higher order only means higher accuracy if the integrand can be well approximated by a polynomial.

The CI integrals of interest include wavefunctions of the form

$$\psi_i(x_i) = N_i H_i(x_i)e^{-\frac{1}{2}x_i^2}$$  \hspace{1cm} (3.28)

The exponential term means they are not well approximated by a polynomial. However, a feature of Gaussian quadrature is that the weights and abscissae can be arranged such that the integral is exact for a polynomial times a specific function, $g(x)$.
The form of the vibrational wavefunction of a simple harmonic oscillator is given in Equation 3.28. In this case $g(x) = e^{-x^2}$. The quadrature required is, therefore, a Gauss-Hermite where the approximation

$$\int_a^b e^{-x^2} f(x) dx \approx \sum_{i=1}^{N} w_i f(x_i)$$

(3.29)

can be exact for a given set of weights and abscissae. Assuming $f(x)$ is an order $m$ polynomial, the integral is exact for $\frac{1}{2}(m + 1)$ abscissae. Thus, $m$ abscissae allow exact integration of a polynomial function of order $2m + 1$.

The weights are of the form $e^{-ax^2}$ which, when multiplied by the Hermite polynomial of the appropriate order, result in a function replicating the wavefunction (see Figure 3.3.) The overlap integral between two doubly excited wavefunctions, like those shown, can be obtained exactly using only 3 abscissae.
In evaluating the CI matrix, $H$, most of the computational effort is expended on the calculation of the expectation value of the anharmonicity operator, $\hat{A}$. In the following section, the integrals that must be evaluated to calculate $A$ for 1D, 3D and general $3N - 6D$ systems are discussed.

### 3.5.1 The Expectation Value of $\hat{A}$ - Model Systems

#### 3.5.1.1 1D System

Consider, first, a 1D oscillator. The matrix elements of the CI matrix $A$ are one dimensional. For example

$$
\langle \psi^1_1 | \hat{A} | \psi^1_1 \rangle = \int_{-\infty}^{\infty} \psi^1_1 \left( \hat{V} - \frac{1}{2} k_1 q_1^2 \right) \psi^0_1 \, dq_1
$$

(3.30)

#### 3.5.1.2 3D System

Here, the calculation is extended to a 3D system. The matrix elements of $H$ are therefore three dimensional. E.g.

$$
\langle \psi^1_1 \psi^0_2 \psi^0_3 | \hat{A} | \psi^0_1 \psi^1_2 \psi^1_3 \rangle = \iiint \psi^1_1 \psi^0_2 \psi^0_3 \left( \hat{V} - \sum_{i=1}^{3} \frac{1}{2} k_i q_i^2 \right) \psi^0_1 \psi^1_2 \psi^1_3 \, d\tau
$$

(3.31)
3.5.1.3 General \((3N-6)D\) System

The matrix elements of the CI matrix will require, in general, \(3N - 6\)D integrals. Calculation of these multi-dimensional integrals for small systems is feasible. For larger systems such as biomolecules, however, the integrals become too computationally expensive as they must evaluated numerically through the use of nested loops, as described in Section 3.5. As the number of dimensions increases, so do the number of nested loops. The time required for the calculation of a single CI matrix element therefore scales as \(a^{3N-6}\) where \(a\) is the number of abscissae in the Gauss quadrature. This is, clearly, a very poor scaling. A reduction in the scaling is needed to prevent the calculation from becoming impossibly large for all but the smallest systems. In the following section, a method to achieve such a reduction in integral size is presented.
3.6 The Pairwise Potential Approximation

3.6.1 Introduction

In order to reduce the order of the integrals, it is important to consider the potential energy surface. Consider the expansion of the potential of a general $3N - 6$D system in normal coordinate space:

$$V = \sum_i f(q_i) + \sum_i \sum_j f(q_i, q_j) + \sum_i \sum_j \sum_k f(q_i, q_j, q_k) + \ldots + \sum_{1, \ldots, 3N-6} f(q_1, \ldots, q_{3N-6})$$

(3.32)

It can be assumed that three (and higher) body terms in the potential are negligible i.e. the potential is approximated to be pairwise. This is the pairwise potential approximation, PPA. Making the PPA is, in effect, the assumption that the coupling of three or more normal modes is negligibly small. The approximation is good for low energy eigenstates and is tested in Section 5.3.3.

The PPA is effective at reducing the time taken to perform a CI calculation as it results in a reduction of the general $3N - 6$ dimensional integral into a sum of 1D and 2D integrals. Consider, first, this reduction in the model three mode system described above. Removing three-body terms from the general potential 3.32 yields the pairwise potential:

$$\hat{V} = \sum_i f(q_i) + \sum_i \sum_j f(q_i, q_j)$$

(3.33)
which for a three mode system expands to

\[ \hat{V} = \sum_i b^i_1 q_1^i + \sum_i b^i_2 q_2^i + \sum_i b^i_3 q_3^i + \sum_{i,j} b_{1,2}^{i,j} q_1^i q_2^j + \sum_{i,j} b_{1,3}^{i,j} q_1^i q_3^j + \sum_{i,j} b_{2,3}^{i,j} q_2^i q_3^j \]

(3.34)

Note that the notation here is different to that used in describing wavefunctions. In this labelling scheme, \( q_i \), subscript, \( i \), defines the normal coordinate as in the labelling of wavefunctions. However, the superscript, \( i \), describes the power to which the coordinate is raised i.e. squared, cubed etc. For the potential coefficients, \( b^i_1 \), however, both sub- and superscript are purely labels. \( \hat{A} \), defined as the anharmonicity operator in Equation 3.20, can be expressed in terms of the normal coordinates, in analogy to the expanded potential.

\[ \hat{A} = \hat{V} - \sum_{i=1}^{3} \frac{1}{2} k_i q_i^2 \]

\[ = \hat{V} - \frac{1}{2} \left( k_1 q_1^2 + k_2 q_2^2 + k_3 q_3^2 \right) \]

(3.35)

Clearly, the full anharmonicity operator, \( \hat{A} \), can be expressed as a pairwise expansion in normal coordinates.

\[ \hat{V} = \sum_i c^i_1 q_1^i + \sum_i c^i_2 q_2^i + \sum_i c^i_3 q_3^i + \sum_{i,j} c_{1,2}^{i,j} q_1^i q_2^j + \sum_{i,j} c_{1,3}^{i,j} q_1^i q_3^j + \sum_{i,j} c_{2,3}^{i,j} q_2^i q_3^j \]

(3.36)

Note the similarity between Equations 3.34 and 3.36. This is due to inclusion of the harmonic expansion in the coefficients \( c^i \). In fact, all except the quadratic force constant coefficients of the potential, i.e. \( b^2_i \), are identical to \( c^i \):
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\[ c_i^j = b_i^j \quad ; \quad i \neq 2 \]  
\[ c_i^2 = b_i^2 - k_i \]  

The CI matrix integrals for the model 3D system can be generalised thus

\[
\langle \psi_1 \psi_2 \psi_3 | \sum_i c_i^1 q_i^1 + \sum_i c_i^2 q_i^2 + \sum_i c_i^3 q_i^3 + \sum_{i,j} c_{i,j}^j q_i^j q_j^j \\
+ \sum_{i,j} c_{1,3}^{i,j} q_1^i q_3^j + \sum_{i,j} c_{2,3}^{i,j} q_2^i q_3^j | \psi_1 \psi_2 \psi_3 \rangle \\
= \langle \psi_1 | \sum_i c_i^1 q_i^1 | \psi_1 \rangle \langle \psi_2 \psi_3 | \psi_2 \psi_3 \rangle \\
+ \langle \psi_2 | \sum_i c_i^2 q_i^2 | \psi_2 \rangle \langle \psi_1 \psi_3 | \psi_1 \psi_3 \rangle \\
+ \langle \psi_3 | \sum_i c_i^3 q_i^3 | \psi_3 \rangle \langle \psi_1 \psi_2 | \psi_1 \psi_2 \rangle \\
+ \langle \psi_1 \psi_2 | \sum_{i,j} c_{1,i}^{i,j} q_1^i q_2^j | \psi_1 \psi_2 \rangle \langle \psi_3 | \psi_3 \rangle \\
+ \langle \psi_1 \psi_3 | \sum_{i,j} c_{1,j}^{i,j} q_1^i q_3^j | \psi_1 \psi_3 \rangle \langle \psi_2 | \psi_2 \rangle \\
+ \langle \psi_2 \psi_3 | \sum_{i,j} c_{2,j}^{i,j} q_2^i q_3^j | \psi_2 \psi_3 \rangle \langle \psi_1 | \psi_1 \rangle \]  

(3.39)

Depending on whether the configurations are singles or doubles, some of the overlap integrals above will turn out to be zero, reducing the complexity of the integral. This is covered in greater detail in the following section.
3.6.2 Overcounting Integrals

Four types of configuration are defined in Section 3.3. They are, the ground state, $\Psi^0$; singles, $\Psi^S$; doubles, $\Psi^D$; and triples. There will, therefore, be ten different types of integral. Examples of six of these types are presented in the proceeding sections. The matrix elements are discussed for all possible permutations and combinations of CI matrix elements for the ground, singles and doubles. On making the pairwise potential approximation, there is a possibility of overcounting integrals. Where this occurs, it is highlighted and rectified.

3.6.2.1 Diagonal Elements

The diagonal of the CI matrix, $H$, is a special case as the expectation value of operator $\hat{B}$ is non-zero for such elements. Consider the following generalised diagonal CI matrix element.

\[
\langle \psi_1^0 \psi_2^0 \psi_3^0 | \hat{A} | \psi_1^0 \psi_2^0 \psi_3^0 \rangle = \langle \psi_1^0 | \sum_i c_i^1 q_i^1 | \psi_1^0 \rangle \langle \psi_2^0 \psi_3^0 | \psi_2^0 \psi_3^0 \rangle \\
+ \langle \psi_2^0 | \sum_i c_i^2 q_i^2 | \psi_2^0 \rangle \langle \psi_2^0 \psi_3^0 | \psi_2^0 \psi_3^0 \rangle \\
+ \langle \psi_3^0 | \sum_i c_i^3 q_i^3 | \psi_3^0 \rangle \langle \psi_3^0 \psi_3^0 | \psi_3^0 \psi_3^0 \rangle \\
+ \langle \psi_1^0 \psi_2^0 | \sum_i \sum_j c_i^{1,j} q_i^1 q_j^2 | \psi_1^0 \psi_2^0 \rangle \langle \psi_3^0 | \psi_3^0 \rangle \\
+ \langle \psi_1^0 \psi_3^0 | \sum_i \sum_j c_i^{1,j} q_i^1 q_j^3 | \psi_1^0 \psi_3^0 \rangle \langle \psi_2^0 | \psi_2^0 \rangle \\
+ \langle \psi_2^0 \psi_3^0 | \sum_i \sum_j c_i^{2,j} q_i^2 q_j^3 | \psi_2^0 \psi_3^0 \rangle \langle \psi_1^0 | \psi_1^0 \rangle \\
(3.40)
\]
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The configuration consists of normalised wavefunctions. Integrals such as \( \langle \psi_0^i | \psi_0^j \rangle \) are one. The integral simplifies to

\[
\langle \psi_1^1 \psi_2^0 \psi_3^0 | \hat{A} | \psi_1^1 \psi_2^0 \psi_3^0 \rangle
\]

\[
= \langle \psi_1^1 | \sum_i c_i^1 q_1^i | \psi_1^1 \rangle + \langle \psi_2^0 | \sum_i c_i^2 q_2^i | \psi_2^0 \rangle + \langle \psi_3^0 | \sum_i c_i^3 q_3^i | \psi_3^0 \rangle
\]

\[
+ \langle \psi_1^1 \psi_2^0 | \sum_i \sum_j c_{i,2}^0 q_1^i q_2^j | \psi_1^1 \psi_2^0 \rangle + \langle \psi_1^1 \psi_3^0 | \sum_j \sum_i c_{i,3}^0 q_1^i q_3^j | \psi_1^1 \psi_3^0 \rangle
\]

\[
+ \langle \psi_2^0 \psi_3^0 | \sum_j \sum_i c_{i,3}^0 q_2^j q_3^i | \psi_2^0 \psi_3^0 \rangle
\]

(3.41)

Note that when \( i = 0 \) or \( j = 0 \) in the three 2D integrals above, they reduce to 1D. For example,

\[
\langle \psi_1^1 \psi_2^0 | \sum_i \sum_j c_{i,2}^0 q_1^i q_2^j | \psi_1^1 \psi_2^0 \rangle = \langle \psi_1^1 | \sum_i c_{i,2}^0 q_1^i | \psi_1^1 \rangle \langle \psi_2^0 | \psi_2^0 \rangle
\]

\[
= \langle \psi_1^1 | \sum_i c_{i,2}^0 q_1^i | \psi_1^1 \rangle
\]

(3.42)

This means that, including the actual 1D integrals, the effect of 1D terms in the potential, such as \( \sum_i c_i^1 q_1^i \), are counted three times, i.e. they are overcounted. Two of these 1D integrals must be taken away for each mode.

\[
\langle \psi_1^1 \psi_2^0 \psi_3^0 | \hat{A} | \psi_1^1 \psi_2^0 \psi_3^0 \rangle
\]

\[
= \langle \psi_1^1 \psi_2^0 | \sum_i \sum_j c_{i,2}^0 q_1^i q_2^j | \psi_1^1 \psi_2^0 \rangle + \langle \psi_1^1 \psi_3^0 | \sum_j \sum_i c_{i,3}^0 q_1^i q_3^j | \psi_1^1 \psi_3^0 \rangle
\]

\[
- \langle \psi_1^1 | \sum_i c_i^1 q_1^i | \psi_1^1 \rangle - \langle \psi_2^0 | \sum_i c_i^2 q_2^i | \psi_2^0 \rangle - \langle \psi_3^0 | \sum_i c_i^3 q_3^i | \psi_3^0 \rangle
\]

\[
+ \langle \psi_2^0 \psi_3^0 | \sum_j \sum_i c_{i,3}^0 q_2^j q_3^i | \psi_2^0 \psi_3^0 \rangle
\]

(3.43)
Thus, the 3D diagonal matrix elements reduce to three 2D integrals and three 1D integrals. In a larger system of $P$ modes, there will be $\frac{1}{2}P(P+1)$ 2D integrals and $P$ 1D integrals. This scales roughly $a^2 \times P^2$, far better than the full CI scaling of $a^P$, with $a$ the number of quadrature points.

Operator $\hat{B}$ is shown to be diagonal in Equation 3.23. Therefore

$$H_{ij} = A_{ij} + B_{ij} \quad ; \quad i = j \quad (3.44)$$

$$H_{ij} = A_{ij} \quad ; \quad i \neq j \quad (3.45)$$

As such, the following CI matrix elements, $H$, are all expectation values of $\hat{A}$.

### 3.6.2.2 Ground-Single $\langle \Psi^0 | \hat{A} | \Psi^S \rangle$

Calculation of CI matrix elements of this type requires the evaluation of integrals between singly excited states and the ground state. For example, when the excited vibration is normal mode 1, and this mode has vibrational quantum number 1, the matrix element is
\[
\langle \psi_1^0 \psi_2^0 \psi_3^0 | \hat{A} | \psi_1^0 \psi_2^0 \psi_3^0 \rangle = \langle \psi_1^1 | \sum_i c_i^1 q_i^1 | \psi_1^0 \rangle \langle \psi_2^0 \psi_3^0 | \psi_2^0 \psi_3^0 \rangle \\
\quad + \langle \psi_2^0 | \sum_i c_i^2 q_i^2 | \psi_2^0 \rangle \langle \psi_1^0 \psi_2^0 | \psi_1^0 \psi_2^0 \rangle \\
\quad + \langle \psi_3^0 | \sum_i c_i^3 q_i^3 | \psi_3^0 \rangle \langle \psi_1^0 \psi_3^0 | \psi_1^0 \psi_3^0 \rangle \\
\quad + \langle \psi_1^1 \psi_2^0 | \sum_i \sum_j c_{i,j}^1 q_{i,j}^1 q_{j}^2 | \psi_1^0 \psi_2^0 \rangle \langle \psi_3^0 | \psi_3^0 \rangle \\
\quad + \langle \psi_1^1 \psi_3^0 | \sum_i \sum_j c_{i,j}^2 q_{i,j}^2 q_{j}^3 | \psi_2^0 \psi_3^0 \rangle \langle \psi_2^0 \psi_3^0 | \psi_2^0 \psi_3^0 \rangle \\
\quad + \langle \psi_2^0 \psi_3^0 | \sum_i \sum_j c_{i,j}^3 q_{i,j}^3 q_{j}^3 | \psi_2^0 \psi_3^0 \rangle \langle \psi_1^1 \psi_1^0 \rangle \\
\] (3.46)

However, the basis functions, normal mode wavefunctions, are orthonormal. Therefore, all overlap integrals over mode 1 are zero. For example,

\[
\langle \psi_1^1 \psi_2^0 | \psi_1^0 \psi_2^0 \rangle = 0 \\
\] (3.47)

All other overlap integrals are 1. Therefore, the integral reduces to

\[
\langle \psi_1^1 \psi_2^0 \psi_3^0 | \hat{A} | \psi_1^1 \psi_2^0 \psi_3^0 \rangle = \langle \psi_1^1 | \sum_i c_i^1 q_i^1 | \psi_1^0 \rangle + \langle \psi_1^1 \psi_2^0 | \sum_i \sum_j c_{i,j}^1 q_{i,j}^1 q_{j}^2 | \psi_1^0 \psi_2^0 \rangle \\
\quad + \langle \psi_1^1 \psi_3^0 | \sum_i \sum_j c_{i,j}^2 q_{i,j}^2 q_{j}^3 | \psi_1^0 \psi_3^0 \rangle \\
\] (3.48)

As above, it is clear that when \( j = 0 \) the 2D integrals reduce to become 1D. The effect of \( \sum_i c_i^1 q_i^1 \) terms in the potential will therefore be included three times so two of these 1D integrals must be subtracted.
\[
\langle \psi_1^0 \psi_2^0 \psi_3^0 | \hat{A} | \psi_1^0 \psi_2^0 \psi_3^0 \rangle = \langle \psi_1^1 | \sum_i c_i^1 q_i^1 | \psi_1^0 \rangle + \langle \psi_1^1 \psi_2^0 | \sum_i \sum_j c_{1,2}^j q_1^j q_2^j | \psi_1^0 \psi_2^0 \rangle \\
+ \langle \psi_1^1 \psi_3^0 | \sum_i \sum_j c_{1,3}^j q_1^j q_3^j | \psi_1^0 \psi_3^0 \rangle - 2 \langle \psi_1^1 | \sum_i c_i^1 q_i^1 | \psi_1^0 \rangle \\
= \langle \psi_1^1 \psi_2^0 | \sum_i \sum_j c_{1,2}^j q_1^j q_2^j | \psi_1^0 \psi_2^0 \rangle - \langle \psi_1^1 | \sum_i c_i^1 q_i^1 | \psi_1^0 \rangle \\
+ \langle \psi_1^1 \psi_3^0 | \sum_i \sum_j c_{1,3}^j q_1^j q_3^j | \psi_1^0 \psi_3^0 \rangle
\] (3.49)

In the general \( P \) mode case, there will be \((P - 1)\) 2D integrals and one 1D integral. Therefore, the PPA calculation will scale roughly \( a^2 \times P \), much better than the full calculation.

### 3.6.2.3 Ground-Double \( \langle \Psi^0 | H | \Psi^D \rangle \)

Matrix elements describing the interactions between ground and doubly excited states result in integrals similar to that shown in Equation 3.50. In this example, modes 1 and 2 of the three mode system are excited to the second vibrational eigenstate.
\[ \langle \psi_1^1 \psi_2^1 \psi_3^0 | \hat{A} | \psi_1^0 \psi_2^0 \psi_3^0 \rangle = \langle \psi_1^1 | \sum_i c_i^1 q_i^1 | \psi_1^0 \rangle \langle \psi_2^1 \psi_3^0 | \psi_2^0 \psi_3^0 \rangle \\
+ \langle \psi_2^1 | \sum_i c_i^2 q_i^2 | \psi_2^0 \rangle \langle \psi_1^0 \psi_3^0 | \psi_2^0 \psi_3^0 \rangle \\
+ \langle \psi_3^0 \sum_i c_i^3 q_i^3 | \psi_3^0 \rangle \langle \psi_1^1 \psi_2^1 | \psi_2^0 \psi_3^0 \rangle \\
+ \langle \psi_1^1 \psi_2^1 | \sum_i \sum_j c_{1,2}^{i,j} q_1^i q_2^j | \psi_1^0 \psi_2^0 \rangle \langle \psi_3^0 | \psi_3^0 \rangle \\
+ \langle \psi_1^1 \psi_3^0 | \sum_i \sum_j c_{1,3}^{i,j} q_1^i q_3^j | \psi_1^0 \psi_3^0 \rangle \langle \psi_2^0 | \psi_2^0 \rangle \\
+ \langle \psi_2^1 \psi_3^0 | \sum_i \sum_j c_{2,3}^{i,j} q_2^i q_3^j | \psi_2^0 \psi_3^0 \rangle \langle \psi_1^1 | \psi_1^0 \rangle \quad (3.50) \]

As the basis functions are orthonormal, the CI integral is reduced to one 2D integral.

\[ \langle \psi_1^1 \psi_2^1 \psi_3^0 | \hat{A} | \psi_1^0 \psi_2^0 \psi_3^0 \rangle = \langle \psi_1^1 | \sum_i \sum_j c_{1,2}^{i,j} q_1^i q_2^j | \psi_1^0 \psi_2^0 \rangle \]

(3.51)

There is no overcounting of integrals in this case. In the general 3N – 6D system, matrix elements of this type also reduce to one 2D integral. As there is always only one 2D integral to evaluate there is no increase in computational effort as system size increases. Gauss-Hermite quadrature scaling is reduced from \( a^P \) to one for a system of \( P \) modes.

### 3.6.2.4 Single-Single \( \langle \Psi^S | \hat{A} | \Psi^S \rangle \)

When calculating CI matrix elements between two singles, there will be three types of integral. When the excited mode is the same for both configurations, and they have the same vibrational quantum number, the integral will fall under the diagonal type...
discussed above. However, when the vibrational quantum numbers are different, the integral will follow the logic shown in the \( \langle \Psi^0 | \hat{A} | \Psi^S \rangle \) case:

\[
\langle \psi_1^1 \psi_2^0 \psi_3^0 | \hat{A} | \psi_2^0 \psi_2^0 \psi_3^0 \rangle = \langle \psi_1^1 \psi_2^0 | \sum_i \sum_j c_{12}^{ij} q_1^i q_2^j | \psi_2^0 \psi_2^0 \rangle - \langle \psi_1^1 | \sum_i c_1^i q_1^i | \psi_1^2 \rangle \\
+ \langle \psi_1^1 \psi_2^0 | \sum_i \sum_j c_{13}^{ij} q_1^i q_3^j | \psi_3^0 \psi_3^0 \rangle
\]

\( (3.52) \)

Another type of integral results when different modes in the configuration are excited. Consider, for example, the matrix element when mode 1 in the configuration and mode 2 in the second configuration are excited. The overlap integrals involving these modes are zero, reducing the matrix element to a simple 2D integral, as in the ground-double case.

\[
\langle \psi_1^1 \psi_2^0 \psi_3^0 | \hat{A} | \psi_2^0 \psi_2^0 \psi_3^0 \rangle = \langle \psi_1^1 \psi_2^0 | \sum_i \sum_j c_{12}^{ij} q_1^i q_2^j | \psi_1^1 \psi_2^0 \rangle
\]

\( (3.53) \)

### 3.6.2.5 Single-Double \( \langle \Psi^S | \hat{A} | \Psi^D \rangle \)

There are three distinct scenarios in the single-double matrix elements. In the first, there is no overlap in the excited modes, such as when modes 1 and 2 are excited in \( \Psi^d \) and mode three is excited in \( \Psi^S \).
\[
\langle \psi_1^1 \psi_2^1 \psi_3^0 | \hat{A} | \psi_1^0 \psi_2^0 \psi_3^1 \rangle = \langle \psi_1^1 | \sum_i c_i^1 q_i^1 | \psi_1^0 \rangle \langle \psi_2^1 \psi_3^0 | \psi_2^0 \psi_3^1 \rangle \\
+ \langle \psi_2^1 | \sum_i c_i^2 q_i^2 | \psi_3^0 \rangle \langle \psi_1^0 \psi_3^1 | \psi_2^0 \psi_3^1 \rangle \\
+ \langle \psi_3^0 | \sum_i c_i^3 q_i^3 | \psi_3^1 \rangle \langle \psi_1^1 \psi_2^0 | \psi_1^0 \psi_2^0 \rangle \\
+ \langle \psi_1^1 \psi_2^1 | \sum_i \sum_j c_{1,2}^{i,j} q_i^1 q_j^1 | \psi_1^0 \psi_2^0 \rangle \langle \psi_3^0 | \psi_3^1 \rangle \\
+ \langle \psi_1^1 \psi_3^0 | \sum_i \sum_j c_{1,3}^{i,j} q_i^1 q_j^1 | \psi_1^0 \psi_2^1 \rangle \langle \psi_2^0 | \psi_2^0 \rangle \\
+ \langle \psi_2^1 \psi_3^0 | \sum_i \sum_j c_{2,3}^{i,j} q_i^2 q_j^2 | \psi_2^0 \psi_3^1 \rangle \langle \psi_1^1 | \psi_1^0 \rangle \tag{3.54}
\]

It is clear that all overlap integrals are zero since they involve single and ground state wavefunctions of the same mode. Thus, the overall integral is zero. This is a result of the PPA, the assumption that interaction between three normal modes is negligible.

However, when the mode excited in \( \Psi^S \) is the same as one of the modes excited in \( \Psi^D \), such as mode 2 for example, the integral is non zero once more. If the vibrational quantum number of this mode is the same in both configurations, the integral resembles that from the \( \langle \Psi^0 | \hat{A} | \Psi^S \rangle \) case.
\[
\langle \psi_1^0 \psi_2^0 \psi_3^0 | \hat{A} | \psi_1^0 \psi_2^0 \psi_3^0 \rangle = \langle \psi_1^0 | \sum_i c_i^1 q_i^1 \psi_1^0 \rangle \langle \psi_2^0 \psi_3^0 | \psi_2^0 \psi_3^0 \rangle 
\]
\[
+ \langle \psi_2^1 | \sum_i c_i^2 q_i^2 \psi_2^1 \rangle \langle \psi_1^0 \psi_3^0 | \psi_1^0 \psi_3^0 \rangle 
\]
\[
+ \langle \psi_3^0 | \sum_i c_i^3 q_i^3 \psi_3^0 \rangle \langle \psi_1^1 \psi_2^1 | \psi_1^1 \psi_2^1 \rangle 
\]
\[
+ \langle \psi_1^1 \psi_2^1 | \sum_i \sum_j c_i^{1,2} q_i^1 q_i^2 \psi_1^1 \psi_2^1 \rangle \langle \psi_1^0 \psi_3^0 | \psi_1^0 \psi_3^0 \rangle 
\]
\[
+ \langle \psi_1^0 \psi_3^0 | \sum_i \sum_j c_i^{1,3} q_i^1 q_i^3 \psi_1^0 \psi_3^0 \rangle \langle \psi_2^1 | \psi_2^1 \rangle 
\]
\[
+ \langle \psi_2^1 | \sum_i \sum_j c_i^{2,3} q_i^2 q_i^3 \psi_2^1 \psi_3^0 \rangle \langle \psi_1^1 \psi_1^0 \rangle 
\] (3.55)

Checking for zero overlap matrix elements and removing extra 1D integrals:

\[
\langle \psi_1^0 \psi_2^0 \psi_3^0 | \hat{A} | \psi_1^0 \psi_2^0 \psi_3^0 \rangle = \langle \psi_1^0 \psi_2^1 | \sum_i \sum_j c_i^{1,2} q_i^1 q_i^2 \psi_1^1 \psi_2^1 \rangle - \langle \psi_1^0 | \sum_i c_i^1 q_i^1 \psi_1^0 \rangle 
\]
\[
+ \langle \psi_1^0 \psi_3^0 | \sum_i \sum_j c_i^{1,3} q_i^1 q_i^3 \psi_1^0 \psi_3^0 \rangle \] (3.56)

The final scenario occurs when vibrational quantum numbers of mode 2 in the configuration are different. The expectation value of the anharmonicity operator, \(\hat{A}\), reduces to a single 2D integral, analogous to the \(\langle \Psi^0 | \hat{A} | \Psi^D \rangle\) case above

\[
\langle \psi_1^0 \psi_2^0 \psi_3^0 | \hat{A} | \psi_1^0 \psi_2^0 \psi_3^0 \rangle = \langle \psi_1^0 \psi_2^1 | \sum_i \sum_j c_i^{1,2} q_i^1 q_i^2 \psi_1^1 \psi_2^1 \rangle \] (3.57)

3.6.2.6 Double-Double \(\langle \Psi^D | \hat{A} | \Psi^D \rangle\)

This type of integral can only be non-zero when the two modes excited are the same in both configurations, otherwise all overlap integrals will be zero. Assuming the
same modes, for example 1 and 2, are excited, there are two possible outcomes. Firstly, when both pairs of excited modes have different vibrational quantum numbers, the integral reduces to a single 2D integral.

\[
\int = \langle \psi_1^1 \psi_2^2 \psi_3^0 | \hat{A} | \psi_1^2 \psi_2^2 \psi_3^0 \rangle = \langle \psi_1^1 \psi_2^2 | \sum_i \sum_j c_{i,j}^d q_1^i q_2^j | \psi_1^2 \psi_2^2 \rangle
\]

(3.58)

However, when only one pair of modes has a different number of quanta, the matrix element is reduced to a sum of 1 and 2D integrals

\[
\int = \langle \psi_1^1 \psi_2^1 \psi_3^0 | \hat{A} | \psi_1^1 \psi_2^2 \psi_3^0 \rangle
\]

\[
= \langle \psi_1^1 \psi_2^1 | \sum_i \sum_j c_{i,j}^d q_1^i q_2^j | \psi_1^1 \psi_2^2 \rangle - \langle \psi_2^1 | \sum_i c_i^d | \psi_2^2 \rangle
\]

\[
+ \langle \psi_2^1 \psi_3^0 | \sum_i \sum_j c_{i,j}^d q_1^i q_3^j | \psi_2^2 \psi_3^0 \rangle
\]

(3.59)

Clearly, the integral is of the diagonal type when both pairs of modes have the same vibrational quantum number.

Part III of this report concerns the development of a program to implement the vibrational CI technique. Details of the inner working of the code are provided and the results of benchmark calculations are examined.
Part III

Development and Benchmarking
Chapter 4

Development

A computer program is developed to implement the vibrational CI theory presented in Part II. This chapter concerns the development of this program, and its functionality. In the following chapter the code is tested and calculations compared with results reported for benchmark systems.

4.1 Introduction

The code is developed entirely for this project, except for the sections concerned with finding the potential minimum, written by Wales.\textsuperscript{229} It is written in FORTRAN 77 and is developed on a Silicon Graphics platform. A flow chart representation of the code's functionality is given in Figure 4.1.
The project aim is to design a general, adaptable method for calculating anharmonicity in biomolecular systems. Therefore, it is important that the code is as general and flexible as possible. It has been designed to be portable, so that it can be used on other systems, possibly with any FORTRAN compiler, although it has only been tested on SGI machines. With this aim in mind, the use of external subroutine calls has been limited. The only library calls made are to NAG subroutines for evaluation of weights and abscissae for Gauss-Hermite quadrature and for diagonalisation of real symmetric matrices. If required, implementation of non-library routines for these tasks from sources such as Numerical Recipes is trivial, but the NAG libraries are chosen for their speed, having been specifically optimised for the processors used, and their theoretical accuracy, ease of use and consistent error-handling.

To make the program flexible, the code is based around a main routine which calls the separate functions and in which all parameters, such as the number of configurations and number of abscissae used in the Gauss-Hermite integration, may be set. All the subroutines and variables are labelled as clearly as possible and extensive comments are included as instructions and explanations.

The code is made as flexible as possible by a clear and complete separation of the potential from the main program. Separating the potential from the code, with no use of common memory, allows a variety of potential energy surfaces to be used from simple functional potentials such as the Hénon-Heiles surfaces to semi-
empirical molecular modelling potentials like MM3, CHARMM and AMBER. The sole interface is a wrapper subroutine that is adapted to each PES. The only input to the PES wrapper subroutine is an array, $x$, of length $n$ containing the Cartesian coordinates of the atoms. Its only output is the potential energy at the nuclear configuration described by $x$. It would also be possible to calculate the surface points “on the fly” using density functional or ab initio methods. However, with the number of function calls presently required to perform a CI calculation, this would be a very slow process for all but the smallest molecules. Methods for reducing the number of calculations of potential points are introduced and implemented later and suggestions are made for further improvements.

Figure 4.1 is a graphical description of the way the code works. All of the operations listed are individual subroutine calls made from the main program so specification of computational variables, changes in running order and extra operations are easy to implement. Optional subroutines are shown in grey and the processes and theories involved in these are discussed in Section 6.3.
Figure 4.1: Schematic representation of functions of the computer code. Optional subroutines are shown in grey. All but the potential minimisation is developed for this project.

The most complex portions of the code are the search for a minimum in the potential, evaluation of the normal modes and the calculation of the CI matrix. The theory behind this is described in Sections 2.4 and 3.4. The calculation of the CI
matrix is the most time intensive section of the process with many calls made to
the potential wrapper subroutine. Performing full CI calculations on many-body
systems will quickly become unfeasible as the number of potential calls increases
dramatically with the number of vibrational modes under consideration. To over­
come this problem, the pairwise potential approximation, described in Section 3.6,
is implemented and tested in Section 5.3.3.

The main areas of the program are discussed briefly in the following section. The
results of rigorous testing and comparisons with benchmark calculations are detailed.

4.2 The Program

4.2.1 Minimisation

Three methods for finding a minimum on the potential energy surface were consid­
ered. The simplest is an iterative simplex method implemented via a NAG subrou­
tine. This method requires many iterations to find the minimum and is therefore
slow, but it is robust. Conjugate gradient and Newton-Raphson minimisations have
also been included via the code of Wales. They have also been included via the code of Wales. These techniques are introduced in
Section 2.5.
The accuracy of the minimisation is inherently tested in the calculation of the normal modes. This is achieved through diagonalisation of the mass weighted force constant matrix, defined in Equation 2.25, which will result in six zero and $3N - 6$ real eigenvalues at the minimum. If the system has not been minimised correctly, some of the eigenvalues of the mass-weighted force constant matrix will be negative, providing an immediate diagnostic of the quality and accuracy of the minimisation process.

For larger systems, such as tryptamine, there are many minima. Techniques for finding all potential wells and the global minimum have been widely studied and implemented in black-box packages that are simple to use. The TINKER package, developed by Ponder and co-workers,\textsuperscript{195-201} implements tools for finding minima of potentials for complex biosystems and allows exploration of minima other than the global minimum. As such, TINKER is used to find minimum geometries of interest in the study of biomolecular systems discussed in Chapter 6. These conformational searches are performed independently to the code developed for this research.

The minimisation method employed by TINKER is a semi-Newton technique, a modified limited-memory large-scale bound unconstrained optimisation, L-BFGS.\textsuperscript{193,194} It is designed for problems with large numbers of variables and minimal storage. It finds the minimum over Cartesian coordinates, requiring storage proportional to the number of atoms in the system. The L-BFGS optimisation converges in a slow linear fashion near the minimum so it is a good preliminary
minimisation. It can be used in conjunction with another method, for example conjugate gradient, that displays quadratic convergence.

4.2.2 Calculation of Normal Modes

After minimisation of the structure, normal coordinates must be found. The first step in this is calculation of the Cartesian second derivative, i.e. force constant matrix. The differentiation technique employed is Ridders method,\(^{203}\) a numerical technique for calculating first derivatives, utilising Neville’s algorithm to extrapolate \(\delta x \to 0\). The code can be extended by calculating first-derivatives of first-derivatives to obtain the second-derivatives required.

The force constant matrix is subsequently mass-weighted and diagonalised with a NAG subroutine.\(^{227}\) The normal mode frequencies are the square roots of the eigenvalues. The eigenvector matrix is mass-weighted, so this must be removed to give the matrix for transforming from Cartesian to normal coordinate space (see Section 2.4).

The code is tested by calculating normal modes for simple, benchmark functional potentials such as the Bartlett et al.\(^{230}\) fit of the Simons, Parr and Finlan water potential\(^{231}\) and the Hoy, Mills and Strey\(^{99}\) water potential. Results are compared with literature values in Table 5.3.
4.2.3 Gauss-Hermite Integration

Gauss-Hermite weights and abscissae are calculated using a NAG subroutine. A test of the integration method and the correct calculation of the normal mode basis functions is performed at the start of every calculation by checking the orthonormality of the excited states. The results are printed as an overlap matrix, $O$, of elements $O_{lm}$

$$O_{lm} = \langle \psi_{i}^{l} | \psi_{i}^{m} \rangle \quad (4.1)$$

More detailed testing is subsequently performed on the calculation of the matrix elements and the full CI procedure as outlined in the next section.

4.2.4 Matrix Element Calculation

The calculation of matrix elements can be tested by evaluating integrals with analytical solutions. Consider, for example, a 1D system of two particles on an arbitrary potential for which the harmonic frequency is found to be $\omega$. An integral with an analytical solution is chosen. e.g.

$$\langle \Psi_{v}(q) | \frac{1}{2} q^{2} | \Psi_{v}(q) \rangle \quad (4.2)$$

$$= \int N_{v} H_{v}(q) e^{-\frac{1}{2}q^{2}} \left( \frac{1}{2} q^{2} \right) N_{v} H_{v}(q) e^{-\frac{1}{2}q^{2}} dq \quad (4.3)$$

$$= \int \frac{N_{v}^{2}}{2} (H_{v}(q))^{2} q^{2} e^{-q^{2}} dq \quad (4.4)$$
Choosing \( v \) to be 1 means

\[
(N_i)^2 = \frac{\omega}{2\pi^{3/2}}
\]

\[
(H_1(q))^2 = 4q^2
\]

so the integral becomes

\[
\int \left( \frac{\omega}{\pi^{3/2}} \right)^2 q^4 e^{-q^2} dq
\]

But, \( q^4 \) can be expressed in terms of \( H_2(q), H_1(q) \) and \( H_0(q) \)

\[
q^4 = \frac{1}{16} \left[ (H_2(q))^2 + 4(H_1(q))^2 - 4(H_0(q))^2 \right]
\]

so the integral can be expressed

\[
\int \left( \frac{\omega}{2\pi^{3/2}} \right)^2 \left[ \frac{1}{8}(H_2(q))^2 + \frac{1}{2}(H_1(q))^2 - \frac{1}{2}(H_0(q))^2 \right] e^{-q^2} dq
\]

\[
= \frac{1}{2} \int N_2^2(H_2(q))^2 e^{-q^2} dq + \frac{1}{2} \int N_1^2(H_1(q))^2 e^{-q^2} dq
\]

\[
- \frac{1}{4} \int N_0^2(H_0(q))^2 e^{-q^2} dq
\]

As the wavefunctions are normalised, all the three separate contributing integrals are 1 so the total integral is \( \frac{3}{4} \). Calculating such integrals allows a check of the Gauss-Hermite integration procedure.

In the following chapter, the code is applied to benchmark 1D and 3D systems, and the pairwise potential approximation is incorporated into the model.
Chapter 5

Benchmark Systems

5.1 The Morse Oscillator

5.1.1 Introduction

The proceeding section involves testing the code on a one dimensional system to check that the theory has been correctly implemented. The system chosen is the Morse oscillator as implementation of the potential is trivial. The eigenvalues and eigenvectors are known, as the Schrödinger equation for this system can be solved analytically, and the system has been used in previous benchmark calculations.\textsuperscript{232}
Morse suggested in 1929 that an empirical potential energy function for diatomics was needed. The true potential energy depends on a complicated function of the interatomic distance, $r$, and the electronic quantum numbers. Therefore, it is expensive to calculate and difficult to implement. Until then, Taylor series type potentials had been used but Morse proposed that a potential should fulfil four criteria:

1. It should come asymptotically to a finite value as $r \to \infty$.

2. It should have only one minimum at $r = r_0$.

3. It should become infinity (or very large) at $r = 0$.

4. It must give energy levels close to those empirically found to fit IR spectra.

$$E_n = -D + \hbar \omega_0 \left[ (n + \frac{1}{2}) - x(n + \frac{1}{2})^2 \right]$$

The Morse potential was proposed as a solution to this problem.
5.1.2 The Potential

The function Morse proposed has the form

\[ V(r) = D_e \left( 1 - e^{-\alpha(r-r_0)} \right)^2 \]  \hspace{1cm} (5.1)

where \( \alpha = \sqrt{k/2D_e} \). Solving the Schrödinger equation analytically,\(^{233}\) it is found that the eigenvalues are\(^{184}\)

\[ E_\nu = \left( \nu + \frac{1}{2} \right) \hbar \omega - \left( \nu + \frac{1}{2} \right)^2 \frac{\hbar \alpha^2}{2 \mu \omega} \]

In the test calculations, \( D_e \) is set to 5, \( \mu = 1, \omega = 1 \) so \( \alpha = \sqrt{1/10} \). Transforming to atomic units, the eigenvalues are

\[ E_\nu = \left( \nu + \frac{1}{2} \right) - \left( \nu + \frac{1}{2} \right)^2 \left( \frac{1}{20} \right) \]  \hspace{1cm} (5.2)

5.1.3 Results

The calculated eigenenergies of the Morse oscillator are reproduced in Table 5.1. Results of the analytical solution are provided for comparison. Clearly, the CI eigenvalues converge to the analytical Morse energies. Note, however, the number of configurations required for higher energy eigenvalues to converge increases rapidly. This is a result of the increasing anharmonicity in the Morse potential at higher energies. This can be seen clearly in Figure 5.1.
Chapter 5: Hénon-Heiles Potential

Table 5.1: Vibrational eigenstates of the Morse oscillator. Harmonic values are provided alongside results of CI calculations with varying configuration size. Analytical Morse eigenenergies are reproduced for comparison.

Study of this system allows testing of the evaluation of diagonal and off-diagonal elements and the matrix diagonalisation procedure. However, this is only a 1D system. The code must be extended to perform calculations on real 3D systems and a model 3D system must be found to test this extension.

5.2 Hénon-Heiles Potential

5.2.1 Introduction

Hénon and Heiles\textsuperscript{207} introduced their potential in 1964 as a model function for gravitational field effects on the motion of a star. In their original work, periodic orbits are calculated numerically on an arbitrary 2D surface. A new potential function was required that had to be analytically simple, to speed computation, yet complex enough to give non-trivial trajectories. A 2D potential was proposed:
This potential has been adopted in computational chemistry as a model potential, often used in benchmarking the calculation of vibrational eigenstates, as, in the past, they have been evaluated using several different methods.\textsuperscript{\textit{80-86,234}} It is often extended to three\textsuperscript{\textit{83-86}} and sometimes many dimensions.\textsuperscript{\textit{234}}

\subsection{The Hénon-Heiles 3D Potential}

The potential chosen for this calculation is the Hénon-Heiles 3D oscillator with a potential of the form

\begin{equation}
V(x, y) = \frac{1}{2} \left( x^2 + y^2 + 2x^2y - \frac{2}{3}y^3 \right)
\end{equation}

It is clear from simple analysis of the potential that the normal coordinates are simply the Cartesian coordinates. To enable an understanding of the surface topology, a plot of the potential in normal/Cartesian coordinate space is given in Figure 5.2.

The eigenstates of this system have been studied in depth.\textsuperscript{\textit{83-86}} Light and co-workers adapted a generalised Gaussian Quadrature Discrete Variable Representation, DVR, method\textsuperscript{\textit{233}} to calculate and label the 20 lowest eigenstates of the potential.\textsuperscript{\textit{85}} These are calculated to a higher degree of accuracy by Echave and Clary\textsuperscript{\textit{86}} with a Potential Optimised DVR (PO-DVR) method.
5.2.3 Results

This single-body potential requires no computational minimisation as the minimum, $(x = 0, y = 0, z = 0)$, normal coordinates and eigenvectors can be deduced by analysis of the potential. There is, therefore, no need to employ the areas of the program concerning potential minimisation and normal mode calculation.

Performing a CI calculation with 1942 configurations yields results that are converged for the first 10 eigenstates. Furthermore, the results display excellent agreement with the converged PO-DVR values of Echave and Clary. Note that for a full CI, this size of calculation, even on a simple surface such as the Hénon-Heiles 3D potential studied here, requires 5 days of computer time.
Table 5.2: Comparison of Hénon-Heiles 3D Eigenvalues calculated with the CI method, labelled "Anharmonic", with those reported by Echave and Clary, labelled "PO-DVR". 1942 configurations are used in the CI calculation. 24 abscissae are used in the evaluation of the CI integrals.

Table 5.2 shows the excellent agreement between eigenvalues calculated by Echave's PO-DVR technique and the CI method. This demonstrates an accurate extension of the model to three dimensions. However, the normal modes are all calculated an-
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alytically to be one atomic unit. Therefore, the matrix transforming from Cartesian to normal coordinates is clearly the unity matrix. The section of the code concerning the calculation of the normal modes has, therefore, not been tested to three dimensions. Furthermore, the calculation performed on the Hénon-Heiles potential has been a full CI, i.e. the assumption of pairwise interactivity has not been used. The potential, described in Equation 5.4, is in fact pairwise. Application of the pairwise potential approximation to this system, as described in Section 3.6, will, therefore, not affect the results. To test the PPA, another three mode system must be found where the potential contains higher order terms.

5.3 Water Monomer

5.3.1 Introduction

The next stage in benchmarking the CI method is application to a real three mode system. This will allow a full test of the pairwise potential approximation through implementing the technique and benchmarking against full CI results.

Water is a key molecule in biological systems. However, bulk water is an extremely complex system. Initially, water monomer is studied. Subsequent extensions to the models are made to allow for water-water interactions in water clusters, with the final aim of making an accurate model of water’s bulk properties.\textsuperscript{102,236,237}
As such, water has been studied extensively, both experimentally\textsuperscript{237} and theoretically.\textsuperscript{90,92,95,96,98–101,103–124,238–246}

In a theoretical study, Watson\textsuperscript{247} developed a Hamiltonian for symmetric top triatomic molecules that included both vibrational and rotational motion of the nuclei. Whitehead, Handy, Carter and Sutcliffe\textsuperscript{95,238–241} extended this hamiltonian to evaluate rovibrational states of triatomics with general potential functions. These calculations involved linear combinations of configurations, with Morse or harmonic oscillator wavefunctions chosen to model the vibrations and Legendre functions employed to include rotations. Burden and co-workers\textsuperscript{96,97} use the Hamiltonian set out by Handy et al. but choose numerical wavefunctions as the basis. The Tennyson group have performed extremely detailed calculations on the vibrations of water molecules,\textsuperscript{103–124} producing detailed potential energy surfaces\textsuperscript{104,115} and including, for example, relativistic effects\textsuperscript{112,116} and the breakdown of the Born-Oppenheimer approximation.\textsuperscript{106}

The aim of this section is to test the pairwise potential approximation. Therefore, a simple potential is adequate for our needs. The Hoy potential\textsuperscript{99} is chosen as it has a simple functional form and it has been used previously in studies of the vibrational states of water.\textsuperscript{95,96}
5.3.2 The Hoy, Mills and Strey Potential

In the 1960s and early 1970s, several groups attempted to incorporate higher order anharmonic terms into empirical and semi-empirical force fields. In 1972, Hoy, Mills and Strey, introduced a general technique for relating these terms to spectroscopic data. This included a calculation of the force constants for the intramolecular modes of water.

The potential is expanded in internal water coordinates as defined in Figure 5.3

\[ V = \sum_i \sum_j \sum_k K_{ijk} (\Delta r_{ab})^i (\Delta r_{ac})^j (\Delta \theta)^k \]  

Values for harmonic and anharmonic force constants, \( K_{ijk} \), and equilibrium geometries, \( r_{ab}^0 \), \( r_{ac}^0 \) and \( \theta^0 \), are evaluated by performing a least squares fit of a calculated vibration-rotation spectrum to spectroscopic data.

A plot of the true and harmonic potentials in normal coordinate space is given in Figure 5.4. Clearly the anharmonicity increases greatly at large deviation from the minimum. This potential appears to only be optimised for the low vibrational eigenstates as there does not seem to be a dissociation channel. Consequently, high energy vibrational states will not be well described.

When studying the Hénon-Heiles system, the normal modes were evaluated via a simple analysis of the form of the potential energy function. Consequently, the code for calculation of normal modes has not been tested for systems larger than
Figure 5.3: The internal valence coordinates of water monomer. The potential is expanded in terms of the vectors $\Delta r_{ab}$, $\Delta r_{ac}$, $\Delta \theta$. Hoy, Mills and Strey potential constants in $md$-$\text{Å}$ units.

1D. The extension to three dimensions of the normal mode code is benchmarked by comparing calculated normal modes with the normal coordinate force constants given by Hoy.

<table>
<thead>
<tr>
<th>Harmonic Frequencies (cm$^{-1}$)</th>
<th>Hoy</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>1648.9</td>
<td>1648.82</td>
<td></td>
</tr>
<tr>
<td>3832.0</td>
<td>3831.82</td>
<td></td>
</tr>
<tr>
<td>3942.5</td>
<td>3942.43</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: Normal modes of the HMS potential. Frequencies compared with those of Hoy.\textsuperscript{99}
Figure 5.4: Plot of the topography of the Hoy, Mills and Strey\textsuperscript{99} water potential in normal coordinate space. The figure depicts the change in energy when moving along normal coordinates. The modes chosen as the coordinate space are the symmetric stretch (Mode 2) and bending (Mode 3) coordinates. The red surface describes the HMS potential and the grey surface is the potential predicted by the harmonic approximation. The plot shows the anharmonicity of the system demonstrating that the harmonic approximation is only valid around the potential minimum.

Oxygen and hydrogen and the atomic mass units can have an effect on the normal modes too. The values for the atomic mass unit used in this research are those provided by Cohen and Taylor\textsuperscript{254} in 1987, which are clearly different to those used by Hoy \textit{et al.} in 1972. Retro-fitting these constants to values used in 1972 is not possible, since they are not mentioned in the Hoy paper.
5.3.3 The Pairwise Potential Approximation

Calculations on the Morse Oscillator and Hénon-Heiles system have been full CI, making no approximations as to the form of the potentials. Extending to systems of more than three modes will render this technique very slow. A general nD system will require evaluation of $n$-dimensional integrals in order to calculate the CI matrix elements. The number of potential calls, and therefore the amount of time needed for the calculation, will increase factorially with $n$.

The pairwise potential approximation, PPA, is introduced in Section 3.5.1.3. The effect of the approximation is to reduce the $n$-dimensional integrals required to calculated the CI matrix into 1D and 2D integrals. The results of the implementation of this approximation to the calculation of the eigenstates of water monomer are detailed in Table 5.4

Comparing the eigenvalues of the full CI calculation to those obtained making the PPA in Table 5.4 shows the pairwise potential approximation to be quite good. The decrease in calls to the potential subroutine speed up the calculation, taking 525 seconds for the full CI but 248 seconds for the PPA. This speed gain will increase as more configurations are included in the calculation and will have a dramatic effect when moving to larger systems.
Table 5.4: Results of harmonic, full CI and PPA calculations of the absolute energies of vibrational eigenstates of water monomer. Anharmonic eigenstates are calculated with the CI method. The calculation includes 54 configurations and the integrals are evaluated over 24 abscissae.

<table>
<thead>
<tr>
<th>Level</th>
<th>Harmonic</th>
<th>Full CI</th>
<th>PPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0 0 0)</td>
<td>4711.6</td>
<td>4662.7</td>
<td>4659.4</td>
</tr>
<tr>
<td>(0 1 0)</td>
<td>6360.2</td>
<td>6247.6</td>
<td>6239.1</td>
</tr>
<tr>
<td>(0 2 0)</td>
<td>8008.8</td>
<td>7805.1</td>
<td>7795.9</td>
</tr>
<tr>
<td>(1 0 0)</td>
<td>8543.6</td>
<td>8380.3</td>
<td>8367.5</td>
</tr>
<tr>
<td>(0 0 1)</td>
<td>8654.3</td>
<td>8471.8</td>
<td>8450.0</td>
</tr>
<tr>
<td>(1 1 0)</td>
<td>10192.2</td>
<td>9978.1</td>
<td>9944.0</td>
</tr>
<tr>
<td>(0 1 1)</td>
<td>10302.9</td>
<td>10062.3</td>
<td>10019.3</td>
</tr>
<tr>
<td>(1 2 0)</td>
<td>11840.8</td>
<td>11539.1</td>
<td>11492.7</td>
</tr>
<tr>
<td>(0 2 1)</td>
<td>11951.5</td>
<td>11598.2</td>
<td>11545.7</td>
</tr>
</tbody>
</table>

It is clear that for the lowest modes, the agreement between PPA and full CI calculations is satisfactory. However, as the energy of the state increases, the three body terms in the potential become more important. This is borne out as a greater difference between the higher eigenenergies of the two calculations.

Simple analysis of the potential, defined in Equation 5.5, will not provide an insight into the extent of three body motion. The potential is expanded in terms of force constants in internal coordinates defined in Figure 5.3. Resolution of the two and three body terms is not trivial as any vibration in internal coordinates, when transformed into normal coordinates, is a three body motion. To quantify the extent of
three body terms in the potential, and therefore the accuracy of the approximation, it is possible to plot individual matrix elements of the full CI and PPA calculations. The difference, (full CI - PPA), gives an indication of the effect of the three body terms on the matrix elements, and is plotted in Figure 5.5.

Figure 5.5: Plot to demonstrate the accuracy of the pairwise potential approximation for water monomer. The matrix element of the full CI calculation are plotted in blue. In red is the difference (full CI) - PPA, quantifying the three-body terms in the potential. The higher numbered configurations generally correspond to higher energy terms. The three body terms in the potential become more important at higher energies.
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The red line is a plot of the difference between full CI elements and PPA elements. There are two trends to note. Most importantly, the red line is very small in relation to the blue peaks for the lower energy configurations. This is a result of three body terms being relatively small near the potential minimum. However, the red peaks become more pronounced at higher configurations because these are higher in energy. This implies that the pairwise potential approximation is good for lower states but gets worse at higher energies, as expected.

The other clear trend is the positive value of most of the red peaks. As this is the difference (full CI) - (pairwise approximation), it represents the three body interactions. As they are mainly positive, removing them will result in lower absolute energies, as seen in Table 5.4.

5.3.4 Comparison with Literature Values

It is possible to benchmark the pairwise potential approximation by comparing the results of the CI calculation with anharmonic vibrational energies calculated on the same Hoy potential by Whitehead et al.\cite{Whitehead1979} and Burden et al.\cite{Burden1980}. Whitehead\cite{Whitehead1979} performs a variational rovibrational calculation for various rotational states. Thus, the CI results must be benchmarked with Whitehead’s converged results for J=0 calculations. Burden,\cite{Burden1980} uses the Hamiltonian of Whitehead, Handy and Carter.\cite{Whitehead1979,Handy1981,Carter1982} Thus calculations, while performed at J=0, also include rotational effects due to Coriolis coupling terms in the Watson Hamiltonian. Table 5.5 compares the results of a PPA CI calculation with those obtained by Whitehead and Burden.
Table 5.5: Results of harmonic and PPA calculations of the absolute energies of vibrational eigenstates of water monomer. The results of calculations by Whitehead\cite{whitehead} and Burden\cite{burden} at \( J=0 \) are provided for comparison. Anharmonic eigenstates are calculated with the CI method. The calculation includes 54 configurations and the integrals are evaluated over 24 abscissae.

The results show reasonable agreement between some energy levels, especially with the calculation of Burden et al.\cite{burden}. The observed differences between calculations arise as a result of the different configurations and methods used. An important point to note is that the calculations of both Whitehead and Burden have not fully converged. This is demonstrated by a change in absolute energies in going from calculations with the largest configuration to calculations with the second largest configuration in the two studies\cite{whitehead,burden} as shown in Table 5.6.
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Table 5.6: Tables demonstrating the convergence of the vibrational eigenstates of the Hoy water potential. The left table shows the convergence of $J=0$ calculations by Whitehead\textsuperscript{65} with respect to basis size, defined in terms of $\sum n_i$, where $n_i$, $i = 1, 2, 3$ is the vibrational quantum number associated with each of the three normal modes. The right hand table shows the convergence of a $J=0$ calculation by Burden.\textsuperscript{66} 27 SCF basis functions is a basis set with up to two quanta in each valence coordinate mode and 64 SCF functions allows up to three quanta in each valence coordinate mode. Note that the two basis set types are different.

An attempt has been made to use a configuration of a similar size to those used by Whitehead and Burden in order to have a better comparison between energy levels. However, the speed at which convergence is reached depends on the type of calculation, along with the number and type of basis functions used. It is almost impossible to reproduce un converged results with a different Hamiltonian, configuration and basis function. There is also a possibility that Coriolis coupling, non-zero even at $J=0$, can have an effect.

It is important to consider the differences in the context of the anharmonicity of that state i.e. the drop from calculated harmonic to anharmonic energy, which are as large as 350cm$^{-1}$. In comparison, differences between the CI energies and those calculated by Burden and Whitehead are small.
In this chapter, the PPA-CI technique and code has been tested against calculations on simple systems. In the next part of this thesis, biomolecular systems of interest are chosen for study. Results of CI calculations are compared with experimental data and harmonic results.
Part IV

Calculations on Biomolecules
Chapter 6

Tryptophan

6.1 Introduction

Accurate calculation of vibrational states and wavefunctions can aid the study of biomolecules in many ways. Their preferred structures in the gas phase and in solution play an essential role in bio-activity and can be affected greatly by the vibrational eigenenergies. For example, one conformer may be the global minimum when comparing the potential minima, $D_e$, while another conformer may be found to have the lowest zero-point energy, $D_0$.\textsuperscript{164-166} Furthermore, harmonic and anharmonic calculations of zero-point energies can predict different global minima. The zero-point energy may also be large enough to allow free rotation about bonds with a low barrier to torsional motion, as in the case of the benzene-water system.\textsuperscript{166}
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Calculation of reaction rates with theories such as transition state\textsuperscript{47,255} and RRKM\textsuperscript{256} requires precise knowledge of activation energies. The activation energy for a reaction is the difference in energy of the ground state and the transition state which must be measured between the ground and transition vibrational states and not the potential minima.

Anharmonic vibrational wavefunctions allow the expectation values for bond lengths to be calculated with greater accuracy, providing a better description of moments of inertia and rotational constants of molecules. Rotational spectra can therefore be fitted more easily. Furthermore, bond lengths also affect molecular dipoles. Exact calculation of the expectation value of bond length can result in more accurate models of dipole moments.\textsuperscript{172}

Comparison of experimental spectra with calculated vibrational energies enables testing and parameterisation of potential energy surfaces.\textsuperscript{155,158,159} The anharmonic parts of the potential are particularly important as they permit dissociation of the system. Thus testing anharmonicity in force fields is essential in the development of accurate potentials. Since these force fields are used in biomolecular simulations it is important to evaluate their accuracy by comparison with experimental data.
6.1.1 Tryptophan

Of the 20 naturally occurring amino acids, tryptophan is the most complex and is one of eight essential in nutrition for human life. It is a precursor in the biosynthesis of serotonin and melatonin, important neurotransmitters. Serotonin receptors are found throughout the limbic system of the brain and in the gastrointestinal tract. As such, tryptophan is thought to be important in the treatment of many psychological disorders, such as depression, seasonal affective disorder and alcoholism and in the uptake of food and regulation of appetite. Selective serotonin reuptake inhibitors, SSRIs, such as Prozac and Seroxat, are the most commonly prescribed anti-depressants. They function by inhibiting the reuptake of serotonin in the synaptic cleft in order to prolong the serotonin presence but are associated with withdrawal symptoms and other side effects. As a serotonin precursor, L-tryptophan, a naturally occurring amino acid, can also be prescribed in the treatment of psychological and dietary disorders with minimal side effects. It is thought to function by increasing the blood plasma concentrations of tryptophan and aiding the biosynthesis of serotonin.

As an amino acid, tryptophan is a building block in the synthesis of peptides and proteins playing a crucial role in many biochemical reactions. For example, this bioactivity is demonstrated in many drugs, such as those designed to prevent the insertion of HIV into cells. As a hydrophobic amino acid, tryptophan is an important constituent of the active site in a drug when binding to the gp41 protein.
on the surface of the HIV virus.\(^7\) This is shown clearly in Figure 6.2. Tryptophan residues (coloured in the exploded view) in the active site of D10-p1 (white) help bind it to the IQN17 (green), the model used to describe the gp41 protein.\(^1,2\)

Once attached, the drug prevents gp41 from folding and fusing viral and human cells.\(^1-6\) Tryptophan has been shown to play a key role in the binding in studies where the binding energy is measured as residues are swapped for inert species.\(^7\)

Clearly, understanding and accurately modelling the molecular wavefunctions of tryptamine, an analogue of tryptophan, has scientific and possible medical value. Testing the accuracy, and in particular the anharmonic terms in molecular potentials of tryptophan and similar biomolecules is an important part of this goal. As the majority of the biochemical pathways of these molecules involves solvated species, study of the interaction of tryptophan analogues with water is extremely important.
Figure 6.2: Tryptophan (coloured in the exploded view) is crucial to the binding of drugs such as D10-p1 (white molecule) to a cavity in the IQN17 protein (green molecule), blocking the fusion of the HIV to human cells.

Complexation with solvent molecules affects equilibrium geometries and bond strengths. Furthermore, it is thought that the hydrophobic nature of tryptophan residues is a factor in the drug binding activity. Therefore, it is important to test the accuracy of water-amino acid potentials modelling these interactions.
6.1.2 Tryptamine

Tryptamine is the base of the tryptophan amino acid and has been studied extensively.\textsuperscript{66-69,72,257-261} The structure is similar to that of both serotonin and its biochemical precursor, tryptophan, though it is not an intermediate in the biochemical pathway (see Figure 6.1). It is chosen for this study as it has relatively few conformational isomers (depicted in Figure 6.3) for a biomolecule, as the only rotational degrees of freedom are the $C_\alpha-C_\beta$ and $C_\alpha-N$ bonds.\textsuperscript{63,64,66,67,74} As a result, tryptamine has been studied extensively, both experimentally and theoretically. Carney, Zwier and co-workers,\textsuperscript{66-69} in particular, produced excellent IR spectra in their experiments. These spectra have been assigned to individual conformational isomers. Tryptamine has 24 atoms and 66 vibrational, modes making it an ambitious but technically feasible system to study as an application of the CI techniques discussed in Part II.

Molecular modelling force fields work on the premise that atoms are generally found in a finite number of environments, defined in the potential as atom types. By optimising the parameters of the force field for atoms in various environments, it is possible to predict their behaviour in similar molecules. Many force fields such as CHARMM,\textsuperscript{20-27} AMBER\textsuperscript{28-33} and MM3Pro\textsuperscript{34-42} are created specifically for the study of proteins. As tryptophan is a constituent of many proteins, all the force fields created for their study have atom types optimised for the tryptophan molecule, usually in the zwitterionic form. It is a simple task to remove the COO\textsuperscript{-} and H\textsuperscript{+}
Figure 6.3: The nine possible structural minima for tryptamine. They are separated into groups according to the position of the amino group relative to indole. **Gauche Pyrrole** - amino near the pyrrole side of indole. **Anti** - away from the indole. **Gauche Phenyl** - amino near the phenyl side of indole. Inside the three groups, the conformers are labelled according to the position of the amino lone pair relative to the indole ring. The symmetric stretch of the CH$_2$ group $\alpha$ to the amine displays the most conformational sensitivity, so the calculated frequencies of this mode, typically in the 2840-2940cm$^{-1}$ range, can be used to assign the spectra.
groups to create a tryptamine coordinate file. However, care must be taken to ensure the remaining atoms retain the coordination number and local environment expected in the potential. As a close analogue of tryptophan, the model for tryptamine should be accurate.

6.2 The Potential

The TINKER molecular modelling package by Ponder et al.\textsuperscript{195–201} is adapted for use as a general potential energy surface.\textsuperscript{262,263} The advantage of this is the implementation of many molecular mechanics packages, such as CHARMM,\textsuperscript{20–27} OPLS and OPLS-AA,\textsuperscript{264–274} AMBER,\textsuperscript{28–33} MM3\textsuperscript{34–41} and MM3Pro,\textsuperscript{42} in TINKER. Once TINKER has been adapted to provide the potential energy at a given molecular orientation, all these force fields are readily available. Another advantage of TINKER is the range of tools that come with the package, including, VIBRATE, a normal mode subroutine to calculate harmonic frequencies. This allows easy comparison of results with the CI code. Various minimisation and surface scanning tools allow easy and complete exploration of the conformational landscape.

The MM3Pro force field is chosen as it is a version of the MM3 potential that has been optimised for the study of proteins. This force field has been widely used in the study of biomolecules.\textsuperscript{275–279} The input files for tryptamine and tryptophan include coordinates and atom types which are used by TINKER to assign atom and
bond properties such as bond strengths, equilibrium bond lengths and angles, and dipole moments. Input files can be created by hand, by the TINKER PROTEIN subroutine, or converted from PDB structure files downloaded from the Protein Data Bank. Clearly, while these structures may be in a minimum energy conformation, this cannot be assumed and an energy minimisation should be performed using one of the available TINKER tools. Further subroutines can perform a conformational search in Cartesian or dihedral coordinates allowing the global minimum and other low-energy minima to be found.

<table>
<thead>
<tr>
<th>Description</th>
<th>Name</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bond Stretching</td>
<td>$E_b$</td>
<td>$71.94k_b(l-l_0)^2 \left[1-2.55(l-l_0)+(7/12)2.55(l-l_0)^2\right]$</td>
</tr>
<tr>
<td>Angle Bending</td>
<td>$E_\theta$</td>
<td>$0.021914(k_\theta)(\theta-\theta_0)^2 \left[1-0.014(\theta-\theta_0)+5.6(10^{-5})\right] \times (\theta-\theta_0)^2 - 7.0(10^{-7})(\theta-\theta_0)^3 + 9.0(10^{-10})(\theta-\theta_0)^4$</td>
</tr>
<tr>
<td>Torsion</td>
<td>$E_\omega$</td>
<td>$(V_1/2)(1+\cos \omega) + (V_2/2)(1-\cos 2\omega) + (V_3/2)(1+\cos 3\omega)$</td>
</tr>
<tr>
<td>Stretch-Bend</td>
<td>$E_{\phi\theta}$</td>
<td>$2.51118K_{\phi\theta} [(l-l_0)+(l'-l'_0)] (\theta-\theta_0)$</td>
</tr>
<tr>
<td>Torsion-Stretch</td>
<td>$E_{\omega\phi}$</td>
<td>$11.995(K_{\phi\omega}/2)(l-l_0)(1+\cos 3\omega)$</td>
</tr>
<tr>
<td>Torsion-Bend</td>
<td>$E_{\omega\phi}$</td>
<td>$0^*$</td>
</tr>
<tr>
<td>Bend-Bend</td>
<td>$E_{\phi\phi'}$</td>
<td>$-0.021914K_{\phi\phi'}(\theta-\theta_0)(\theta'-\theta_0')$</td>
</tr>
<tr>
<td>Van der Waals</td>
<td>$E_{\text{vdw}}$</td>
<td>$\epsilon \left{-2.25(r_v/r)^6 + 1.84(10^5)\ exp{-12.00(r_v/r_0)}\right}$</td>
</tr>
<tr>
<td>Electrostatics</td>
<td>$E_{\text{ee}}$</td>
<td>$E_{d-d} + E_{c-d}^{\dagger}$</td>
</tr>
<tr>
<td>Rotational Barriers</td>
<td>$E_{rb}$</td>
<td>$K_{rb}^5$</td>
</tr>
</tbody>
</table>

"These terms, though present in the MM3 force field are unused in MM3/MM3Pro.

"$E_{d-d}$ is the dipole-dipole interaction term.

"$E_{c-d}$ is the charge-dipole interaction term, non-zero for charged molecules.

"Constant describing the rotational barrier for a four atom linkage.

Table 6.1: The interaction terms included in the MM3Pro force field."
Almost all molecular modelling potentials are semi-empirical, including complex functions to model bending, stretching and torsional motion. The terms included in the MM3Pro potential are listed in Table 6.1. Parameters for all bonds and electrostatic and Van der Waals parameters for individual atoms are fitted to experimental and ab initio data. As MM3Pro and other force-fields include many complex terms, it takes longer to compute the PE than on the simple empirical potentials used in benchmarking the code. Moreover, the system under consideration is much larger than before.

The calculation of the CI matrix is the slowest step in the CI procedure. Evaluation of the matrix elements requires numerical integration. Computationally expensive potential calls are made at each abscissa. The time taken for a CI calculation has increased dramatically in moving from the simple benchmark systems to tryptamine. An attempt must be made to limit the number of calls made to the potential during the CI procedure. To reduce the time required for a CI calculation, the most commonly used integrals are stored in arrays and re-used, drastically cutting the number of potential points that need to be evaluated. The details of the integrals evaluated are given in Section 3.6.2 where the problem of overcounting integrals is also discussed. There, it is shown that, for a general 3 mode system, the integral

\[ \int \psi_1 \psi_2 \psi_3^0 \hat{\Delta} \psi_1^0 \psi_2^0 \psi_3^0 \, d\tau \]  

reduces to

\[ \langle \psi_1^1 \psi_2^0 \rangle \sum_i \sum_j c_{1,2}^{i,j} q_1^i q_2^j \langle \psi_1^0 \psi_2^0 \rangle - \langle \psi_1^1 \rangle \sum_i c_i^i q_1^i \langle \psi_1^0 \rangle \]

\[ + \langle \psi_1^1 \psi_3^0 \rangle \sum_i \sum_j c_{1,3}^{i,j} q_1^i q_3^j \langle \psi_1^0 \psi_3^0 \rangle \]  

(6.1)
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Table 6.2: Commonly calculated integrals stored to reduce the number of calls made to the potential subroutine.

<table>
<thead>
<tr>
<th>Stored Integrals</th>
<th>Integrals over 1 Mode</th>
<th>Integrals over 2 Modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle \psi_1^0</td>
<td>\hat{A}</td>
<td>\psi_0^0 \rangle$</td>
</tr>
<tr>
<td>$\langle \psi_1^1</td>
<td>\hat{A}</td>
<td>\psi_0^0 \rangle$</td>
</tr>
<tr>
<td>$\langle \psi_1^2</td>
<td>\hat{A}</td>
<td>\psi_0^0 \rangle$</td>
</tr>
<tr>
<td>$\langle \psi_1^1</td>
<td>\hat{A}</td>
<td>\psi_1^1 \rangle$</td>
</tr>
</tbody>
</table>

on making the pairwise potential approximation and accounting for overcounting integrals over the single modes. It is clear that one dimensional integrals will be used many times in evaluating matrix elements so all integrals of this type are stored and re-used. Many 2D integrals, such as the one shown in Equation 6.1, are also evaluated more than once and should be stored. Table 6.2 shows the integrals that are most commonly required in setting up the CI matrix. They are stored and re-used to reduce the number of potential calls made.

This is an extremely effective way of reducing the time taken to perform the CI calculation. By far the slowest part of the technique is the calculation of the CI matrix. By reducing the number of integrals that must be evaluated, the speed is dramatically increased. In fact, calculations on 20-30 atoms systems with 2000 configurations required 2-3 days before the integrals were stored. On storing the commonly needed integrals, the same calculation can be performed in 2-4 hours.
6.3 The Basis Set

In this section, the effect of the CI space on the calculation is investigated. To aid discussion, a simple labelling scheme is required that defines the basis and CI configurations as concisely and accurately as possible.

6.3.1 Basis Set Labelling

The notation used to describe the individual wavefunction and configurations is defined in Section 3.3.1. Briefly, the CI space is split into four distinct subgroups, the ground state, $\Psi^0$, the singles, $\Psi_i^S$, the doubles, $\Psi_{ij}^D$ and the triples, $\Psi_{ijk}^T$. The terms single, double and triple refer to the number of modes in the configuration that are excited above the ground state irrespective of the vibrational quantum number of those modes. For example, a configuration with mode 4 excited to vibrational quantum state 6, but all other modes in the ground state is referred to as singly excited. More generally, the configuration types can be defined in terms of the individual normal mode basis functions, $\psi_a^y$, with $y$ quanta in normal mode $a$. 
The labelling scheme for the CI space can be defined in terms of these four subgroups. As the ground state is always included, this can be ignored, leaving singles, doubles and triples. The only extra information needed is the maximum vibrational quantum number of each of the modes. A full description of the configuration can therefore be achieved with three numbers, \( SDT \). In this labelling rationale, each number represents the maximum vibrational quantum number, \( v_{\text{max}} \), of each normal mode of the single, double and triple subgroups respectively, such that

\[
v_{\text{max}} = l_{\text{max}} = m_{\text{max}} = n_{\text{max}}
\]  

This is referred to as an \( SDT \) configuration. As an illustrative example, a 112 configuration of a three mode system is shown in Table 6.3.

In calculations on large systems, such as tryptamine, it is expensive to perform a CI calculation using more than 2000 configurations as a CI matrix larger than this will exceed the permitted stack size of the computer available to us. In order to decrease the size of the CI space, it is possible to systematically select normal modes to
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Individual Configurations

<table>
<thead>
<tr>
<th>Ground State</th>
<th>Single</th>
<th>Double</th>
<th>Triple</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi_1^0\psi_2^0\psi_3^0$</td>
<td>$\psi_1^1\psi_2^0\psi_3^0$</td>
<td>$\psi_1^1\psi_2^1\psi_3^0$</td>
<td>$\psi_1^1\psi_2^1\psi_3^1$</td>
</tr>
<tr>
<td>$\psi_1^0\psi_2^1\psi_3^0$</td>
<td>$\psi_1^1\psi_2^0\psi_3^1$</td>
<td>$\psi_2^1\psi_2^1\psi_3^0$</td>
<td>$\psi_2^1\psi_2^1\psi_3^1$</td>
</tr>
<tr>
<td>$\psi_1^0\psi_2^2\psi_3^0$</td>
<td>$\psi_1^1\psi_2^1\psi_3^1$</td>
<td>$\psi_1^1\psi_2^2\psi_3^0$</td>
<td>$\psi_1^1\psi_2^2\psi_3^1$</td>
</tr>
<tr>
<td></td>
<td>$\psi_1^1\psi_2^2\psi_3^2$</td>
<td></td>
<td>$\psi_1^2\psi_2^2\psi_3^2$</td>
</tr>
</tbody>
</table>

Table 6.3: Expansion of a 112 configuration of a three mode system in individual normal mode basis functions.

perform a CI calculation on. For example, in the study of tryptamine IR spectra, only 12 vibrational frequencies fall in the 2800-3800cm$^{-1}$ region of the spectrum measured by Zwier. The normal mode closest in energy to the 12 IR active modes has a much lower vibrational frequency of around 1800cm$^{-1}$. It is assumed that this large gap in energy results in little coupling between the IR active and IR inactive modes. Therefore only these 12 modes are included in a CI calculation. In such a scenario, where only a subset of the normal modes of the system are included in the CI space, the configuration labelling scheme, defined above, must also list the modes included. A calculation on the highest three energy modes of tryptamine at 112 excitation will involve the individual configurations presented in Table 6.3. A calculation on, for example, the 12 highest energy normal modes of tryptamine, will require a much larger CI space.
In summary, the total configuration of the CI calculation can be described, in full, by the modes chosen for study and three numbers, $SDT$, defining the maximum vibrational quantum number of each normal mode in the single, double and triple subgroups.

An understanding of the effect of the choice of CI space on the calculation is vital. It is important to investigate the effect of varying the configuration on CI results, with a goal of achieving reasonably converged results for certain vibrational states with as short a calculation as possible. Having defined the configuration in terms of the modes included and the $SDT$ excitation, these are an obvious choice for the variables to investigate first.

\subsection*{6.3.2 Varying the Normal Modes in the Configuration}

Consider the number of modes included in the calculation. Tryptamine has 24 atoms and therefore 66 vibrational modes. Only the 12 modes highest in energy fall into the frequency range of the IR spectra measured, 2800-3800\,cm$^{-1}$, so, at the very least, these 12 modes must be included in the configuration. To test the hypothesis that the energy gap between IR active and IR inactive modes is large enough that only IR active modes need to be included in the calculation, more modes can be added.
In Figure 6.4, the theoretical spectrum in the 2800-3600cm\(^{-1}\) region is plotted for CI calculations on the 12 highest energy normal modes at 321 excitation. To test the effect of modes outside the IR region, further results are plotted for calculations where the next highest energy mode is added in sequence until the configuration includes the 20 highest energy normal modes. The configuration is kept constant at 321 for these calculations. The results of an harmonic calculation on the MM3Pro surface and the gas phase resonant ion-dip infrared spectra of tryptamine, measured and conformationally assigned by Carney and Zwier\(^6\)\(^6\) are included for reference.

A clear trend shown in Figure 6.4 is the convergence between experimental and calculated spectra on including more modes in the configuration. In fact, results for the calculations including 20 normal modes agree quite well with experiment. Spectral lines corresponding to empty regions of the spectrum, particularly the NH\(_2\) symmetric and asymmetric stretches at 3315 and 3400cm\(^{-1}\) respectively, can be explained by the fact that transition intensities are negligibly small as shown by the calculations of Carney (See Table 6.4 in Section 6.4).

It is to be expected that a variational calculation improves on expanding the CI space. The time taken to perform a CI calculation is important if the technique is to be applicable to large, complex systems in future. The aim, as in electronic structure CI, is to truncate the CI configuration to the maximum extent without greatly affecting

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure6.5.png}
\caption{Symmetric stretch of the $\alpha$-CH\(_2\) group of tryptamine.}
\end{figure}
Figure 6.4: CI calculation on the tryptamine gauche-phenyl (out) conformer. Configurations are of the same SDT excitation but include an increasing number of normal modes. Line colours allow the mode to be followed over the range of calculations. Experimental spectrum from Carney and Zwier provided for comparison.

the resulting eigenstates. It is important to determine the smallest configuration, leading to the shortest calculation, that will reproduce experimental results adequately. The harmonic spectrum shows acceptable agreement with experiment for the high energy amine N-H stretch at 3525 cm\(^{-1}\). However, the CH\(_2\) group \(\alpha\) to the amine (See Figure 6.5) displays the most conformational sensitivity. The vibrational
frequency of the symmetric stretch of this group, which, for the gauche-phenyl (out) conformer, occurs at 2845 cm\(^{-1}\), must be calculated accurately in order to assign the spectra. The harmonic approximation breaks down for lower energy vibrations such as these. This breakdown is clearly shown by improved agreement with experiment on including anharmonic effects in the CI calculation. Harmonic calculations on the MM3Pro surface are, therefore, inadequate for comparison with experimental spectra. The spectra predicted by CI calculations show a far greater correlation with experiment, and it is seen that agreement with the experimental spectrum improves as more modes are included in the CI space. The assumption that only the 12 IR active modes are needed in the configuration is shown to be reasonable. The results of the 12 mode CI calculation show a far better correlation with experiment than harmonic calculations. However, as the aim is to assign conformational isomers to experimental spectra, the calculated spectra must be very accurate. It is clear from Figure 6.4 that, in order to model the low energy modes in the spectrum accurately, 17-20 modes must be included in the configuration. Therefore, when attempting to compare experimental and calculated spectra, as in Section 6.4, the configuration should include as many modes as possible.

A re-ordering and splitting in the five modes around 3050 cm\(^{-1}\) is seen in Figure 6.4 in going from harmonic to CI calculations, with some spectral lines increasing in energy. The normal modes in this region of the spectrum couple strongly, pushing their energies apart. The absolute energies of the 12 spectral modes and the
Figure 6.6: Absolute energies of the ground and 12 highest energy vibrational eigenstates of a CI calculation on the tryptamine gauche-phenyl (out) conformer. The configurations are of the same $SDT$ excitation but include an increasing number of normal modes. Eigenstate line colours are the same as for Figure 6.4, to enable comparison.

Ground state energy are plotted in Figure 6.6. On close examination, it is clear that the variational principle is still obeyed, as the absolute energy of each eigenstate decreases on extending the CI space. However, this decrease in absolute energy is less for the normal modes in the 3100cm$^{-1}$ and 3300-3400cm$^{-1}$ regions than for the ground state, resulting in an increase in the energy gap and therefore the transition energy.
In both Figures 6.4 and 6.6 a change is seen on adding mode 17 (1652 cm\(^{-1}\)) character to the configuration. The rationale for adding more normal modes is that those closest in energy to the 12 IR active modes will have the greatest effect on them. In both Figures, calculations performed including the spectral modes and adding normal modes 13 (1909 cm\(^{-1}\)), 14 (1828 cm\(^{-1}\)), 15 (1805 cm\(^{-1}\)) and 16 (1732 cm\(^{-1}\)) show very little change from calculations with the original 12 spectral mode configuration. The change in the calculated spectrum on including mode 17 (1562 cm\(^{-1}\)) is a breakdown in this assumption.

To understand this breakdown, a visualisation of the actual movement of the atoms involved in the normal mode vibrations is needed. A schematic representation of the molecular motion involved in the 20 highest energy vibrational modes of the gauche phenyl (out) conformer of tryptamine is presented in Figure 6.7. Looking at modes 13-16, it is clear that these involve, on the whole, stretching of bonds inside the indole ring. The 12 IR active modes falling in the 2800-3600 cm\(^{-1}\) region of the spectrum involve stretching of hydrogen-heteroatom bonds and so are unlikely to couple strongly with modes 13-16. Modes 17-20, however, involve motion of the same atoms as modes 1, 2 and 9-12, so the modes are likely to couple. Thus, it is clear that modes 17-20 should have a greater effect on the spectrum obtained by CI calculations than modes 13-16 as seen in Figures 6.4 and 6.6.

The breakdown in the assumption that modes closest in energy couple most strongly means that many modes must be included in the CI calculation to achieve reasonable
Figure 6.7: The 20 highest energy vibrational normal modes of tryptamine Gauche Phenyl (out). Normal mode frequencies, as calculated on the MM3Pro potential, are given in wavenumber units.
convergence. However, adding extra modes to the configuration greatly increases its size and therefore the length of the calculation. For example, for the current 12 mode problem at 321 excitation there are around 500 configurations. The rate limiting step of the CI calculation is the evaluation of the CI matrix. This is symmetrical so only one half of the off-diagonal elements (but all of the diagonal elements) need be obtained. Therefore, assuming that all elements take roughly the same amount of time to evaluate, the length of calculation scales as $\frac{1}{2} n(n + 1)$, where $n$ is the size of the configuration. In the case of 500 configurations, a CI calculation on tryptamine on the MM3Pro potential takes roughly 60 minutes. Including 15 modes at 321 excitation requires around 1000 configurations meaning that four times the number of matrix elements must be evaluated. In Section 6.3.1 it is shown that many integrals are stored and not recalculated, so the scaling is, in fact, roughly 2:1 and the calculation actually takes 120 minutes. Including 20 modes in a 321 excitation configuration requires 2000 states. A calculation of this size is expected to take 16 times as long as a 500 configuration calculation but, due to some integrals being reused, the actual time taken is 4 hours. This is still twice as long as a calculation on a 15 mode configuration will take. Though for these systems, the increase in time is only a matter of hours, on more complex potential energy surfaces, the increase is likely to be in days. The number of potential calls made must be kept to a minimum. It will be extremely beneficial to be able to choose the modes with a significant effect on the spectrum with a more rigorous rationale.
6.3.3 Selection of Normal Modes for the Configuration

In the CI calculation, coupling between IR active i.e. modes with vibrational frequencies in the IR range of the spectrum, and inactive modes, i.e. modes with vibrational frequencies outside the IR range of the spectrum, is likely to occur between the first excited state of the IR active modes, \( \psi_{IR} \), and the second excited state of the IR inactive modes, \( \psi_{inact} \). The extent of coupling between these two states can be quantified by evaluating the integrals

\[
\langle \psi_{IR} \psi_{inact}^2 | A | \psi_{IR}^0 \psi_{inact}^0 \rangle
\]  

(6.7)

The energy gap is still important so the integrals are adjusted to account for this using the term occurring in second order perturbation theory

\[
\frac{\langle \psi_{IR} \psi_{inact}^2 | A | \psi_{IR}^0 \psi_{inact}^0 \rangle^2}{3/2 \omega_{IR} - 5/2 \omega_{inact}}
\]

(6.8)

The effect of IR inactive modes on the spectrum is quantified in Equation 6.8. A new code was written to evaluate all such coupling terms between all IR active and inactive modes. The three IR inactive modes found to couple most strongly with IR active modes are 20, 17 and 18 in that order. A CI calculation is performed with a configuration of the IR active modes and modes 17, 18 and 20 in 321 excitation. The results are compared with those for calculations with configurations of the highest energy 12, 15 and 20 normal modes in Figure 6.8.

The calculations with configurations of the highest energy 12 and 15 modes produces very similar results. This is explained above with reference to the atoms involved...
Figure 6.8: Tryptamine gauche-phenyl (out) conformer. Comparison of experimental spectrum \(^{66,67}\) (corresponding to the C2 line in the one colour resonant two-photon ionisation spectrum of TRA\(^+\)) with harmonic and CI calculations. CI configurations include the 12, 15 and 20 modes highest in energy and the 12 highest energy modes with a further three selected according to coupling.

in the vibrations. In fact, in the middle and high energy (3000-3600 cm\(^{-1}\)) regions of the spectrum, all CI calculations are similar and reproduce experiment well. The differences arise in the low energy (2800-3000 cm\(^{-1}\)) region that is crucial for assignment of isomers. The configuration including IR active and modes 17,18 and 20 is the same size as that of the highest energy 15 modes and, consequently, results in a CI calculation of the same length. However, the calculation with the
chosen modes shows a greater similarity to experiment than the CI calculation with a configuration of the 15 highest energy modes, especially in the important low energy region. In fact, in this part of the spectrum, the configuration including three strongly coupled modes is effective at reproducing results for the 20 mode calculation despite including only 75% of the number of modes. This is an important finding as a 15 mode configuration at 321 excitation includes 1000 functions whereas a 20 mode configuration at the same excitation includes around 2000 states, a 50% reduction. Halving the CI space results in a calculation that takes roughly a quarter of the time, as explained above. Overall, this technique can be useful as it is certainly an improvement on a calculation of similar size in the important low energy region of the spectrum and can reproduce results of a larger calculation in a quarter of the time.

6.3.4 Varying the SDT Excitation of the Configuration

The effect of the modes included in the CI space has been studied. The other term in which a configuration is defined is the mode excitation, the maximum number of quanta in each mode of the subgroup $S$, $D$ or $T$. In Figure 6.9, the spectrum is calculated with a configuration of the 12 highest energy normal modes, varying the vibrational quantum numbers for each mode. The configurations are labelled with the SDT notation described above.
The transition energies increase from the harmonic spectrum up to the CI calculation with a 320 configuration, an apparent contravention of the variational principle. However, plotting the absolute energies of the vibrational eigenstates in Figure 6.10 clearly shows that the variational principle is followed. It is the decrease in energy of the ground state relative to the excited states that results in the increase in transition energies. Including triple excitations, i.e. one quanta of excitation in three modes, in the CI space reduces the energy of the excited states relative to the ground state.
Figure 6.10: Absolute energies calculated for the tryptamine gauche-phenyl (out) conformer. Configurations include the 12 spectral modes with increasing $SDT$ excitation. This demonstrates the variational behaviour of the calculation. Line colours are the same as for Figure 6.9 allowing a comparison.

The reverse effect is seen to be true in moving from 421 excitation to a 541. Here, the excited states are stabilised relative to the ground state resulting in a decrease in transition energies. This is probably due to the higher energy eigenstates in the single and double subgroups interacting more strongly with the first excited states than the ground state, as they are closer in energy. Such a problem may be overcome by a more careful choice of configuration excitation. Including quadruply excited states of the type $\Psi_{ijkl}^Q$
or introducing two quanta of energy into each of the triples, in a 632 configuration, for example, may improve the correlation between results of CI calculation and experiment. However, the size of calculation required to probe these theories prohibits further research on the current computer hardware.

In the following sections, results of the CI calculation will be compared with experiment in order to check assignment of spectra to individual conformers and attempt assignation of more complex spectra. A configuration must be found that will produce results which compare well with experiment. It is clear from Figure 6.4 that the CI calculation correlates better with experiment as more modes are included in the configuration. The SDT excitation chosen must be small enough to allow the inclusion of as many modes as possible. However, including too few excited states yields results far from convergence. The Figure 6.9 suggests that triples must be included, so the smallest configuration that produces meaningful results is 321. With this configuration, it is possible to perform a calculation on up to 20 modes - a calculation on more modes will make the CI matrix larger than the stack size of the computer used to perform these simulations. All further calculations are performed with a 321 excited configuration.
In Section 6.3.3, an attempt is made to reduce the number of modes that must be included in the CI space in order to achieve convergence. The aim is to reduce the time taken for the CI calculation by reducing the total number of configurations and therefore the number of CI integrals that must be evaluated. The technique introduced previously is to reduce the number of normal modes included so, working systematically, an attempt should be made to reduce the SDT excitation. In a variational calculation, the closer the resemblance of the trial wavefunction to the true wavefunction, the fewer excited trial functions needed in the configuration to achieve converged results. Therefore, in the next section, an attempt is made to improve the initial trial wavefunctions.

6.3.5 Optimising the Basis Functions

The configuration can be improved by adapting the trial basis wavefunction to show a greater resemblance to the true wavefunction. Currently, the trial wavefunction is that of an harmonic oscillator. Associated with the basis functions is a potential energy surface. The harmonic oscillator wavefunction is a solution of the vibrational Hamiltonian with a potential of the form $a(x - x_e)^2$. Figure 6.11 shows the deviation of

![Figure 6.11: Harmonic and true potential energies.](image)
this trial harmonic potential, in blue, from the true potential, in red. The wavefunctions are plotted in green. The process of calculating harmonic wavefunctions involves assuming terms of order 3 or more are negligible in the Taylor expansion of the true potential near the minimum i.e. at low energy, the potential scales roughly 

\[(x - x_e)^2\]

The Wilson method of making the harmonic approximation and solving the vibrational Hamiltonian is described in Section 2.6. Briefly, diagonalising the mass weighted force constant matrix yields the normal modes. The associated wavefunctions are

\[\psi_v = N_v H_v(y)e^{-y^2/2} \quad y = (\omega/h)^{\frac{1}{2}} q\]  

(6.9)

where \(v\) is the vibrational quantum number. The vibrational frequency of the normal mode, \(\omega\), is linked to the force constant of the potential, \(k\), and the reduced mass of the system, \(\mu\).

\[\omega = \sqrt{k/\mu}\]  

(6.10)

The harmonic approximation assumes that a real potential is roughly quadratic at the bottom of the well. Effectively, this is a minimisation of the difference between the true and trial potentials at the minimum. As the zero-point energy of this system is higher in energy than the minimum, there is a substantial deviation between trial and true potentials at this point, as seen in Figure 6.11. The true potential is more attractive than the trial harmonic potential at \(x < x_0\) and less attractive at \(x > x_0\). On average however, the true potential is not as attractive, implying a smaller force
constant and consequently a lower vibrational frequency. This is shown in the lower zero-point energy and the broader, more diffuse nature of the true wavefunction.

The zero-point energy is the first to converge in the CI calculation. In order to reduce the \(SDT\) excitation needed to reach convergence, the trial wavefunctions should resemble the true wavefunction as much as possible at this point. This can be achieved by minimising the difference between the trial and true potentials, i.e. the anharmonicity, of the ground state. This is, in effect, an optimisation of the basis functions. As the CI technique exploits properties such as the orthonormality of harmonic wavefunctions, the new trial functions must be of the same form, as described in Equation 6.9. Therefore, the variable used in the minimisation must be the exponential term \(y\). This corresponds to the force constant of the bond and defines the curvature of the harmonic potential. The force constant may be adjusted to minimise the anharmonicity of the ground state, calculated by evaluating the integral

\[
\langle \psi_0 | \sum_{i=1}^{3N-6} \left( -\frac{1}{2} \frac{\partial^2}{\partial q_i^2} + \frac{1}{2} k q_i^2 \right) + \hat{V} - \sum_{i=1}^{3N-6} \frac{1}{2} k q_i^2 | \psi_0 \rangle \\
= \langle \psi_i | \hat{A} | \psi_i \rangle + \frac{1}{2} \omega_i \quad (6.11)
\]

A new section of code is added to the program in order to perform this optimisation. A Newton-Raphson minimisation technique is chosen for this as the starting point, the harmonic force constant, is close to the minimum for the strong, intramolecular bonds under study. The technique is tested and the results are shown in Figure 6.12. This provides a comparison of CI calculations with a configuration of the 12 IR active
Figure 6.12: Tryptamine gauche-phenyl (out) conformer. Comparison of experimental spectrum\textsuperscript{66,67} (corresponding to the C2 line in the one colour resonant two-photon ionisation spectrum of TRA\textsuperscript{+}) with an harmonic, a 12 mode CI and a 12 mode optimised $\alpha$ calculation.

normal modes at 321 excitation both before and after optimisation. The harmonic and experimental spectra are also provided in order to gauge the performance of the optimisation.

The results of the CI calculation with an optimised basis shows little difference to the calculation with a normal mode basis, particularly in the low energy region of the spectrum. Further investigation into optimisation of the first excited state wavefunctions is undertaken but again, no significant improvements are seen. In order for this technique to work successfully, the form of the basis functions must
be adaptable. A basis of Morse or a linear combination of harmonic oscillator wavefunctions will show a greater resemblance to the true wavefunctions. However, the CI method makes use of the orthonormality of harmonic oscillator wavefunctions and the analytical solutions of the harmonic oscillator Hamiltonian in order to speed up the calculation dramatically. Switching to more complex basis functions will allow a calculation with a smaller basis to reach somewhat converged results but this may not in fact result in a shorter calculation. The speed gains made will most likely be greatly outweighed by the losses due to a more complex calculation. Another major problem with the use of more complex basis functions will be the loss of generality of the technique which is a cornerstone of this project.

The effect of the basis set and the configuration on the CI calculation have been studied in depth. In the next section, the results of the CI calculation with the best possible configuration are compared with experimental spectra for some conformational isomers of tryptamine.

6.4 Results

Zwier and co-workers$^{66-69}$ measured gas phase resonant ion-dip infrared spectra of tryptamine and the other tryptophan analogue 3-indole-propionic acid, IPA, and their water clusters. Supersonic expansion cooling is used to remove vibrational hot bands and reduce the rotational temperature in order to simplify the spectra. In
the supersonic expansion, the gaseous tryptamine molecules are collisionally cooled to very low temperatures. Of the nine low-lying conformers of tryptamine, shown in Figure 6.3, seven are thermally accessible at the pre-expansion temperature. These are cooled in the expansion into their associated zero-point levels. Zwier *et al.* provide a spectrum for all conformers, as double resonance photo-ionisation leads to different conformers appearing in the same mass channel. UV-UV hole burning is used to selectively ionise individual isomers for the spectra which are subsequently identified using UV spectroscopy, calculated IR spectra and rotational constants. These spectra are compared with the results obtained by the CI technique using the MM3Pro potential.

**Figure 6.13:** The three low energy conformers of tryptamine chosen for study.

Of the seven conformers for which spectra are available, three, gauche-phenyl (out), anti (up) and gauche-pyrrole (out), are chosen for study. As shown above, in order to obtain the best results, the configuration must be chosen in such a way as to include
as many excited vibrational states as possible at 321 excitation. Consequently, the results of CI calculations for these three isomers performed with a 321 excited configuration on the 20 highest energy normal modes is given in Table 6.4. Results of harmonic calculations on the MM3Pro potential and on an ab initio density functional potential at a Becke3LYP/6-31+G*(5d) level of theory, as presented by Carney and Zwier, are provided for comparison.

Table 6.4: Comparison of harmonic and CI spectra with those calculated by Carney et al. Energies in wavenumbers (cm$^{-1}$).

<table>
<thead>
<tr>
<th>Harmonic*</th>
<th>CI†</th>
<th>Carney‡</th>
<th>Harmonic</th>
<th>CI</th>
<th>Carney</th>
<th>Harmonic</th>
<th>CI</th>
<th>Carney</th>
</tr>
</thead>
<tbody>
<tr>
<td>2892</td>
<td>2858</td>
<td>2892</td>
<td>2889</td>
<td>2857</td>
<td>2856</td>
<td>2889</td>
<td>2842</td>
<td>2841</td>
</tr>
<tr>
<td>2903</td>
<td>2876</td>
<td>2926</td>
<td>2901</td>
<td>2890</td>
<td>2912</td>
<td>2903</td>
<td>2874</td>
<td>2912</td>
</tr>
<tr>
<td>2943</td>
<td>2914</td>
<td>2933</td>
<td>2941</td>
<td>2920</td>
<td>2947</td>
<td>2941</td>
<td>2904</td>
<td>2942</td>
</tr>
<tr>
<td>2952</td>
<td>2946</td>
<td>2975</td>
<td>2947</td>
<td>2953</td>
<td>2961</td>
<td>2951</td>
<td>2941</td>
<td>2954</td>
</tr>
<tr>
<td>3048</td>
<td>3027</td>
<td>3051</td>
<td>3043</td>
<td>3035</td>
<td>3050</td>
<td>3048</td>
<td>3025</td>
<td>3052</td>
</tr>
<tr>
<td>3056</td>
<td>3039</td>
<td>3057</td>
<td>3052</td>
<td>3040</td>
<td>3058</td>
<td>3056</td>
<td>3042</td>
<td>3062</td>
</tr>
<tr>
<td>3069</td>
<td>3064</td>
<td>3068</td>
<td>3066</td>
<td>3064</td>
<td>3069</td>
<td>3070</td>
<td>3073</td>
<td>3075</td>
</tr>
<tr>
<td>3067</td>
<td>3085</td>
<td>3079</td>
<td>3064</td>
<td>3080</td>
<td>3080</td>
<td>3066</td>
<td>3094</td>
<td>3084</td>
</tr>
<tr>
<td>3118</td>
<td>3121</td>
<td>3129</td>
<td>3111</td>
<td>3119</td>
<td>3136</td>
<td>3118</td>
<td>3128</td>
<td>3129</td>
</tr>
<tr>
<td>3323</td>
<td>3327</td>
<td>3336</td>
<td>3320</td>
<td>3325</td>
<td>3341</td>
<td>3323</td>
<td>3331</td>
<td>3343</td>
</tr>
<tr>
<td>3429</td>
<td>3414</td>
<td>3418</td>
<td>3421</td>
<td>3407</td>
<td>3424</td>
<td>3423</td>
<td>3411</td>
<td>3423</td>
</tr>
<tr>
<td>3541</td>
<td>3533</td>
<td>3524</td>
<td>3527</td>
<td>3520</td>
<td>3524</td>
<td>3532</td>
<td>3527</td>
<td>3523</td>
</tr>
</tbody>
</table>

*Harmonic calculation on MM3Pro potential.
†Configuration interaction anharmonic corrections calculated on MM3Pro potential.
‡Harmonic calculation of IR frequencies on ab initio potential using Becke3LYP/6-31+G*(5d) level of theory.

In general, a decrease in transition frequency is seen on comparing harmonic with CI calculations on the MM3Pro potential. The drop in energy is seen to be more marked...
in the low energy end of the spectrum. This is due to the greater anharmonicity of the low energy vibrations. There tends to be good correlation between the CI calculations and the harmonic ab initio calculations of Carney et al. These trends are better illustrated visually and the results are plotted as line spectra below. Carney provides line intensities alongside the transition frequencies so these are also plotted.

### 6.4.1 Comparison with Experimental Spectra

In Figures 6.14-6.16, the harmonic and CI spectra for a 12 and 20 mode configurations are plotted against the assigned experimental spectra. Ab initio harmonic frequencies calculated by Carney are included to allow a comparison between MM3Pro and ab initio surfaces. Note that the structure of tryptophan is highly dependent on Van der Waals forces which are not well described by the DFT method employed by Carney.

### 6.4.2 Tryptamine Gauche-Phenyl (Out) Conformer

It is clear from Figure 6.14 that the harmonic calculation on the MM3Pro surface is a poor match with the experimental spectrum in the low energy, 2800-3200cm\(^{-1}\), region. Similarly, the results of a CI calculation with a configuration of the 12 highest
energy modes do not correlate well with experiment in this part of the spectrum. The calculation with a configuration including the 20 highest energy normal modes, however, compares well with ab initio results and experiment. This suggests the vibrations in the 2800-3200 cm\(^{-1}\) region are anharmonic and that anharmonic terms in the MM3Pro potential are significant.

**Figure 6.14:** Tryptamine gauche-phenyl (out) conformer. Comparison of experimental spectrum\(^66,67\) (corresponding to the C2 line in the one colour resonant two-photon ionisation spectrum of TRA\(^+\)) with an harmonic and two CI calculations on the MM3Pro potential. Results of an harmonic ab initio calculation by Carney, using Becke3LYP/6-31+G\(^*(5d)\) level of theory\(^66\) are included for reference.
However, the harmonic calculation by Carney on an ab initio surface also compare quite well to experiment. It is important to note that the results of Carney are scaled by 0.9603 to fit the intense peaks at 3520cm$^{-1}$ and 3065cm$^{-1}$ so this part of the Carney spectrum reproduces experiment well by default. However, the lower energy modes also compare well to experiment. Only one scaling factor has been used for all the spectral lines. Use of only one scaling factor lowers the energy of high energy modes more than low energy modes on an absolute scale.

6.4.3 Tryptamine Anti (Up) Conformer

A similar pattern is seen in this spectrum, whereby the harmonic and 12 mode calculations on the MM3Pro surface fail to reproduce the true spectrum accurately. For this system however, the ab initio calculation also fails to model the lower energy modes. If the modes chosen for fitting (3520cm$^{-1}$ and 3065cm$^{-1}$) are excluded, there is poor agreement between experimental and calculated peaks. The simulation with the 20 highest energy modes in the CI space displays a far better agreement with experiment.

As in the spectrum of tryptamine gauche-phenyl (out), TRA-GPHO, there appear to be more absorption peaks in the experimental spectrum than the calculated spectrum. This could be a result of overtones or combination bands, especially in the case of TRA-GPHO where there are many peaks of low intensity. Overtones and
combination band are forbidden in the harmonic approximation. However, the an-
harmonic nature of this system means that weak absorptions due to transitions of
$\Delta v = 2$ or the excitation of two fundamentals by one photon are possible, though
weak. The presence of these lines makes it very hard to fit spectra. It may appear
that the calculated CI or ab initio spectral lines have shown good agreement with
experiment but, in fact, they can be inaccurate as they are corresponding with over-

Figure 6.15: Tryptamine anti (up) conformer. Comparison of experimental
spectrum\textsuperscript{66,67} with an harmonic and two CI calculations on the MM3Pro poten-
tial. Results of an harmonic ab initio calculation by Carney, using Becke3LYP/6-
31+G*(5d) level of theory,\textsuperscript{66} are included for reference.
tones or combination bands and not the fundamental lines. Calculating transition intensities can help rectify this problem but not in all cases as weak fundamental lines can look identical to overtones and combination bands as these exhibit weak absorption in most cases.

### 6.4.4 Tryptamine Gauche-Pyrrole (Out) Conformer

![Harmonic Calculation on Ab Initio Potential](image)

![CI Correction - 20 Normal Modes - 3 2 1 Configuration](image)

![CI Correction - 12 Normal Modes - 3 2 1 Configuration](image)

![Harmonic Spectrum](image)

---

**Figure 6.16**: Tryptamine gauche-pyrrole (out) conformer. Comparison of experimental spectrum\textsuperscript{66,67} with an harmonic and two CI calculations on the MM3Pro potential. Results of an harmonic ab initio calculation by Carney, using Becke3LYP/6-31+G*(5d) level of theory,\textsuperscript{66} are included for reference.
The MM3Pro results are seen to show a greater correlation with experiment on going from an harmonic to a 20 mode CI calculation. In this spectrum, the low intensity peaks in the 3300-3400\,\text{cm}^{-1} part of the spectrum have been amplified. The calculated transition at 3410\,\text{cm}^{-1} demonstrates particularly good agreement with experiment. However, modes in the 3000-3100\,\text{cm}^{-1} region do not correlate well with the experimental spectrum. For this conformer, the scaled harmonic ab initio calculation performs quite well, even for lower energy modes.

For the three conformers studied, results of CI calculations consistently display greater correlation with experiment than harmonic results. It is clear that in all cases, more than 12 modes must be included in the CI space to achieve good results. Generally, the performance of CI is comparable to that of the ab initio calculations but calculations take 1-2 hours to complete compared to 20-30 hours for an ab initio calculation of this level, and this time can be further reduced. It is also important to note that the CI technique requires no fitting/scaling so there is no need for experimental spectra. The results show clearly that the anharmonic terms in the MM3Pro potential are significant for calculating vibrational frequencies of these biomolecules. The results also suggest that parameterising force-fields for biomolecules must be done with care if vibrational frequencies are used without anharmonic modifications.
Chapter 7

Tryptamine Water Clusters

In biological systems, tryptophan and the proteins of which it is a constituent, are found in solvated environments. It is important to study how the structure and bonding is affected in moving from gaseous to real environments. The biochemical reactions of amino acids take place in aqueous media. The hydrophobic nature of the large indole group of tryptophan is thought to play a key role in drug binding sites and protein folding. The amine and acid groups of the tryptophan are involved in the polymerisation that creates the protein backbone, leaving the indole ring as the functional group exposed on the surface. As the largest amino acid, it is one of the most hydrophobic. Protein folding can be compared to formation of micelles, with hydrophobic residues on the protein interior and polar residues on the surface.\textsuperscript{1,2} In the monomeric form, tryptophan has three potential binding sites. Studies can help in finding the site preferred by solvent molecules.
Water is the key biological solvent, so studies of water-tryptamine complexes are extremely important. Zwier and Carney obtained spectra of tryptamine-water\(_n\), \(n = 1 - 3\) complexes by introducing solvent vapour into the supersonic expansion along with the tryptamine.\(^{68,69}\) The cluster size, i.e. the value of \(n\), is controlled by the relative concentration of solute to solvent and the absolute pressure of the molecular beam.

In the case of tryptamine monomer, seven isomers are found in the supersonic expansion cooled mixture. The molecules in the expansion are vibrationally and rotationally cold but the presence of significant quantities of different conformers in the pre-expansion nozzle results in a mixture of conformers in the cooled jet. In the case of tryptamine-water\(_n\), however, only a single conformer is found for each cluster of size, \(n\). Zwier identifies the minimum energy conformations of these clusters on a DFT potential.\(^{68,69}\) However, no attempt is made to assign the spectra. In this chapter, an attempt is made to identify the conformers by comparison of calculated and experimental spectra.

### 7.1 Tryptamine-Water

The MM3Pro potential has 21 conformational isomers of the tryptamine-water\(_1\) complex. In Figure 7.1, five low energy conformers chosen for study are depicted, including the minimum energy structure, \(A\), as predicted by Zwier and confirmed
by the MM3Pro potential and, C, a structure very similar to it.

![Figure 7.1: Tryptamine-water conformations chosen for calculation.](image)

There are 27 atoms in the system with 75 normal modes. 14 of these fall in the 2800-3800 cm\(^{-1}\) region of the electromagnetic spectrum so a minimum of 14 modes must be included in the calculation. The best possible results are needed so 20 normal modes are included in the configuration and CI calculations are performed for all 5 conformers depicted above. These are compared with each other and experiment in Figure 7.2.
Five of the 21 conformational isomers found on the MM3Pro surface are similar to conformer B in that the solvent molecule acts as a hydrogen donor in two hydrogen bonds. Zwier assigns the three highest energy modes to an O-H stretch (3715 cm\(^{-1}\)), indole N-H stretch (3522 cm\(^{-1}\)) and another O-H stretch (broad 3340 cm\(^{-1}\)). Comparing calculated and experimental spectra it can be concluded that the complex found in the molecular beam cannot contain two hydrogen bonds. The system must
have a free water hydrogen as the calculated vibrational frequency for one O-H stretch is significantly lower for conformer B than for the experimental spectrum. Isomers C and E are also predicted to have the free O-H stretch at a slightly lower energy than shown by the experimental spectrum. Isomers A and C differ only in the orientation of the free hydrogen in the water molecule. The calculated vibrational frequency of this bond stretch is lower for system C than that of A and the experimental value presumably due to some small attractive interaction between the free hydrogen and the indole nitrogen. This also shows up in a small effect on the position of the indole N-H stretch. This effect may be seen in the true spectrum of the conformer C or it may be a failing of the potential as seen later in Section 7.2.

The indole N-H stretch (3522 cm\(^{-1}\)) in this spectrum appears in an identical position to the tryptamine monomer spectra. This implies that neither the indole nitrogen and hydrogen atoms nor the conjugated indole \(\pi\) electrons are involved in any H-bonding to water. The calculated spectra for all isomers show this behaviour with the exception of B and E. It is clear that the increase in N-H bond stretch frequency in conformer B is due to an interaction between the indole \(\pi\) electrons and a hydrogen atom on the solvent molecule. This leads to an increase in the bond strength of the indole N-H bond and a resultant increase in its vibrational frequency. The frequency shift of this bond in isomer E is not so easily explained. It may be linked to the decrease in vibrational frequency of the free O-H stretch. However, this seems unlikely given the conformation of the molecule.
The calculated spectra of conformers A and D bear the closest resemblance to the experimental spectrum. A and D differ in the conformation of the tryptamine component, being based on the gauche-pyrrole (out) and gauche-phenyl (out) conformers respectively. The CH$_2$ group α to amine on tryptamine are in different environments in these two isomers. The stretching frequency of this group falls in the 2800-3000 cm$^{-1}$ region. In this part of the spectrum, there is poor agreement between the calculated and experimental spectra. It is difficult to assign the experimental spectrum conclusively to conformer A or D as it could be either or one of the other isomers not studied.
7.2 Tryptamine-(Water)$_2$

As with the tryptamine-water$_1$ complex, only one conformational isomer is found in the supersonic expansion cooled molecular beam. This is not assigned to a structure though Zwier gives the minimum energy structure on the ab initio potential, reproduced in Figure 7.3. The minimum energy structure predicted by Zwier involves the indole NH acting as a hydrogen donor and the amine group acting as a hydrogen-acceptor.

However, while 121 minima corresponding to conformational isomers, are found on the MM3Pro surface, none of those found resemble the structure predicted by Zwier. The MM3Pro surface predicts indole NH will act as an hydrogen acceptor. Despite adding bonding parameters and adjusting dipole moments and Van der Waals coefficients, the minimum found by Zwier cannot be reproduced without changing the MM3Pro potential to the extent that the parameters become meaningless. As a result six low energy minima of interest, depicted in Figure 7.4, are chosen for study with the aim of testing the hydrogen bonding scheme predicted by MM3Pro. An attempt is made to assign the structure of the species in the experimental spectrum and comparing the different bonding rationales predicted by ab initio and molecular modelling potentials.
Figure 7.4: Clusters A-F are tryptamine-water$_2$ conformations chosen for study. Note the Indole NH acts as a hydrogen acceptor in hydrogen bonding in the MM3Pro potentials but Zwier suggests it is a hydrogen donor as shown in Figure 7.3.

The conformers are chosen as a representative sample of the various hydrogen bonding schemes predicted by the MM3Pro potential. The 30 atoms in the system have 84 vibrational modes, of which 16 fall into the 2800-3800cm$^{-1}$ region of the spectrum. Results for CI calculations of the spectra of the conformers with a configuration of 20 normal modes are compared with the experimental spectrum in Figure 7.5.

Zwier assigns the two highest frequency lines (3710cm$^{-1}$ and 3715cm$^{-1}$) to free O-H stretches. The two intense broad peaks at 3490cm$^{-1}$ and 3175cm$^{-1}$ are assigned to
H-Bond O-H stretches and the intense peak at 3470 cm\(^{-1}\) is assigned to the indole N-H stretch. Clearly, none of the calculated spectra match these peaks and it can be seen that the bonding schemes predicted by the MM3Pro potential are incorrect. It is not possible, therefore, to suggest a structure for the species studied by Zwier. Close inspection of the MM3Pro potential shows that there is no hydrogen bonding parameters for interaction between indole H and water O. Many hydrogen bond strengths and lengths for this interaction were tested with no success. Attempts at changing Van der Waals parameters and dipole moments were made. However,
no minimum energy structures of the type found by Zwier were found. Note that such anomalous solvent-biomolecule behaviour in molecular modelling potentials has been reported elsewhere.\textsuperscript{49}

Zwier also measured the IR spectrum of a tryptamine-water\textsubscript{3} complex but the MM3Pro potential is not able to predict an accurate structure for this cluster and attempts at identifying the conformer in the molecular beam would prove futile.
Part V

Conclusions
Chapter 8

Conclusions

In the last two Chapters, the CI technique for calculating anharmonic effects has been applied to real systems of biological importance. The results have shown promising agreement with experimental spectra suggesting that the technique works well. The improved agreement with experiment, especially for lower energy modes, on moving from harmonic to anharmonic energies suggests a degree of anharmonic behaviour in these systems and that the MM3Pro potential includes terms that allow these anharmonic effects to be accurately modelled. The CI technique is seen to be a useful technique to model such anharmonic effects.

The CI technique is applied effectively to tryptamine monomer and the complex tryptamine-water. It has been shown to be a useful tool to aid in assigning spectra,
requiring no scaling or fitting, producing results similar to scaled ab initio calculations of Carney in a fraction of the time. On moving to the tryptamine-water$_2$ cluster, the MM3Pro potential breaks down, unable to predict the correct hydrogen bonding schemes and preventing the identification of the species responsible for the experimental spectra. This is attributed to be a failing of the potential as no minima similar to those found on ab initio surfaces can be found. For such hydrogen bonded systems more accurate potentials will be needed.

A general method and computer program has been developed for calculating the vibrational states of biomolecules. A particular feature of this technique is the systematic treatment of anharmonicity using a variational method. The method is first tested on simple benchmark systems such as the Hénon-Heiles potential and the water molecule. It is then applied to biomolecules chosen for their significant medical interest. Promising comparisons with experimental data are made. The results show that there are significant anharmonic effects on the vibrational states in these systems in the potential energy surface used. The method will have useful future use in testing potential energy surfaces in biomolecular systems and predicting vibrational spectra.
Chapter 9

Further Computational Work

Calculation of vibrational eigenstates for larger systems is desirable. As such, the CI program should be adapted to use multiple arrays to hold and diagonalise the CI matrix.

The rate limiting part of the calculation is the calculation of the CI matrix. Numerical evaluation of integrals when calculating the expectation value of the anharmonicity, $\tilde{A}$, requires many calculations of the potential at the abscissae. As more complex potential energy surfaces and larger systems are studied, the time needed for each evaluation of the potential energy increases. Improvements on the speed of calculation have been made by storing some commonly used integrals in the calculation of the CI matrix. This reduces the number of calls to the potential. Further
speed increases by reducing the number of potential calls would be important.

The quadrature abscissae, \( q_i \), and weights, \( w_i \), are evaluated at the start of the CI program, and they remain constant throughout the calculation. In calculating 1D integrals, the potential is evaluated at each abscissa.

\[
\langle \psi_1^0 | \hat{A} | \psi_1^1 \rangle = \int_a^b \psi_1^0 \left( V(q) - \frac{1}{2} k_1 q_1^2 \right) \psi_1^1 dq \\
= \int_a^b N_1^0 H_1^0(q) e^{-v^2/2} \left( V(q) - \frac{1}{2} k_1 q_1^2 \right) N_1^1 H_1^0(q) e^{-v^2/2} dq \\
\approx N_1^0 N_1^1 \sum_{i=1}^{N} w_i H_1^0(q) H_1^1(q) \left( V(q_i) - \sum_{j=1}^{3N-6} \frac{1}{2} k_j q_j^2 \right)
\]

(9.1)

Where \( y = (\omega/\hbar)^{\frac{1}{2}} q \). To aid visualisation of this technique, a 2D plot of the two surfaces \( V(q) \) and \( \frac{1}{2} k q^2 \) for the HMS water monomer potential is given in Figure 5.4.

In the expansion of the integral, the term \( V(q) - \frac{1}{2} k q^2 \) describes the anharmonicity and must be evaluated at each abscissa point. As the abscissae are constant throughout the calculation, the value of this term can be stored as an "anharmonicity grid". An example 2D grid is shown for the water monomer in Figure 9.1. Clearly, the 1D grid for calculation of one-dimensional matrix elements is the central line in the 2D grid.

Once this grid is stored, the calculation of all the CI matrix elements involving these two modes can be calculated by performing a sum analogous to that described in Equation 9.1. A 2D sum is needed to evaluate matrix elements describing the interaction between the modes. Therefore, once the grids have been stored, there will be no need to make any more potential calls. The numerical integration would
require only a calculation of the relevant normalised hermites at the abscis points. It was shown in Figure 3.3 that the hermite polynomial and the quadrature weight multiply to model the wavefunction. This fact is shown in two dimensions in Figure 9.2. The blue surface is the weight multiplied by the normalised hermite for the integral $\langle \psi_2^{1} \psi_3^{1} | \hat{A} | \psi_2^{0} \psi_3^{0} \rangle$. The orange anharmonicity grid stays constant for all integrals. Plotted together, these two surfaces depict the numerical integration process. Clearly, the anharmonicity is constant for all integrals. It is the wavefunctions of the normal mode basis functions that change between matrix elements. Low energy wavefunctions are concentrated near the potential minimum. There-

**Figure 9.1:** Plot of the anharmonicity grid of the Hoy Mills and Strey water potential in normal coordinate space. The modes chosen as the coordinate space are the symmetric stretch (Mode 2) and bending (Mode 3) coordinates. The orange surface describes the anharmonicity of the HMS potential. The plot demonstrates that the harmonic approximation is only valid near the potential minimum.
Figure 9.2: Depiction of the numerical integration method for evaluation of the matrix element $\langle \psi_1 \psi_3 \mid \hat{A} \mid \psi_2 \psi_4 \rangle$. The orange surface describes the anharmonicity of the HMS potential. The blue surface describes the wavefunction.

Therefore, in low vibrational states, the system experiences little anharmonicity. It is only higher energy wavefunctions that are more diffuse and can sample regions of greater anharmonicity.

When calculating the grid, care must be taken to ensure it is constructed from an odd number of abscissae in each coordinate so that there is a central line at $q_i = 0$. This will allow calculation of 1 and 2D integrals using a single grid. There should also be enough abscissae to permit the evaluation of the integral at the required accuracy. For example, consider a calculation on a configuration of 632 excitation. The highest order hermites will be found in matrix elements of the type $\langle \psi_i \psi_j \mid \hat{A} \mid \psi_i \psi_j \rangle$. Assuming that terms of order 5 or higher in the potential are negligible, the maximum order of the polynomial in the Gauss-Hermite quadrature
is 16. For Gauss quadrature techniques \( m \) abscissae enable exact integration of a polynomial function of order \( 2m + 1 \). Therefore, a \( 9 \times 9 \) anharmonicity grid would allow accurate calculation of the matrix elements in the 632 excited configuration calculation.

Further research into techniques for optimising the basis functions could prove valuable. Vibrational studies by Bowman, Gerber, and Carter and Handy make improvements to the normal mode basis functions by performing a SCF calculation. The SCF basis functions are then used as the basis for the CI configurations. Implementing a similar algorithm might prove valuable by speeding the convergence of the CI calculation.

After implementation of the above techniques for speeding calculation, it should be possible to use potential points calculated ab initio. This would enable direct comparison with the results obtained by calculation on molecular modelling potentials. Such comparisons allow an in depth check of the anharmonic terms in molecular modelling force fields.

To permit calculations on larger molecules, the CI code should be implemented on a machine with a larger stack size. The maximum CI matrix size can also be increased by storing matrix elements in more arrays. Once all elements are calculated, these arrays can be diagonalised as one.
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