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ABSTRACT
Whilst the measurement of reasoning ability in the normal population is well established and
reliable, the assessment of the reasoning powers of people who have suffered brain damage
remains problematic. This is due in part to the prejudicial effects of motor and sensory
impairments on classical tests of reasoning and in part to the confounding effects of focal
cognitive impairments. A new test of inductive reasoning in organic brain disease has been
developed, which attempts to minimise these constraints. The new test has six sections,
matched sets of odd one, analogy and series problems, presented in verbal and non-verbal

formats.

Following a pilot study, three experimental series were constructed to serve as both
standardisation and validation samples. They comprised a control sample of 155 adults and
two series of 40 patients who had suffered unilateral cerebral lesions to the right and left
hemisphere. All subjects attempted the new test and a selection of established tests of

cognitive function.

Standard measures of reliability and validity were demonstrated to be at an acceptable level.
The normative data from the control sample was used to analyse the scores of the two lesion
series. The left lesion group was impaired on all six sections of the new test; the right lesion
group was intact on verbal odd one and verbal analogy, but impaired on all three of the non-

verbal sections and verbal series.

It is concluded that the left hemisphere has a crucial role in inductive reasoning problems,

whether presented in verbal or non verbal format and that some right hemisphere functions are
implicated in arithmetic reasoning. Because reasoning ability was not shown to fractionate as a
result of acquired brain damage, the theoretical model of reasoning ability remains remarkably

close to Spearman’s original description of g.
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1. INTRODUCTION

The ability to reason and solve problems has long intrigued investigators. The idea that
such a pervasive and elusive ability could be measured simply, in rigorous and comparative
terms, has been compelling. Many large studies have attempted to define and demonstrate
the intellectual skills of normal people. Some investigators have devoted their energies to
developing instruments to calibrate individual intellect. Others have striven to describe

damaged brain functions in similar psychometric terms.

There are two potential gains from the study of reasoning in organic brain disease: a better
understanding of the intellectual functioning of a brain damaged person may, firstly,
improve the knowledge about these conditions available to patients and staff and hence
facilitate rehabilitation, and secondly, it may throw light on intact brain function. The

present study embraces both these aims.

Before the development of the new test is described, the theoretical basis of intelligenée
testing and the concepts of intelligence and problem solving will be discussed. Then sample
tests devised for measuring individual intelligence in intact populations will be reviewed.
Next the effects of brain damage on cognitive function will be considered, followed by a
critique of current tests used to assess problem solving in organic brain disease. Most of
the progress in understanding intelligence has occurred as a result of statistical advances.

The methods that led to the most important studies are described in the next section.

1.1 STATISTICAL METHODS AND MENTAL TEST THEORY
1.1A EARLY DEVELOPMENTS

Galton (1885) was the first to use the normal distribution in psychology. He is credited
with inventing the percentile rank. It was Galton also who discovered the technical
concept of correlation, a quantitative index of co-relation. Correlation relies on the
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assumption that two measures taken on a given sample and showing a high degree of
association may be regarded as measuring the same phenomenon. But Galton did not
appreciate its usefulness with regard to mental tests, applying it only to his genetic work
which studied the degree of physical resemblance between parents and children. It was left

to Pearson (1857-1936) to develop 7.

For a couple of decades there was a vogue for amassing sets of sensory discrimination
data, but this line of development was brought to a halt when Wissler’s 1901 paper
showed that there was no correlation among individual American college students’ scores

on these tests and the test scores did not correlate with college grades.

Spearman wrote one of the first applications of correlation procedures to mental tests
(1904) and he also tried to deal with error in test results. In 1910 he produced the
Spearman-Brown formula for test reliability. Yerkes’ (1921) report of the Army Alpha test
program is an early use of multiple correlation in psychological testing. Correlations
among the separate tests were computed to see which tests best contributed to the overall

scores.

With these methodological advances, the two traditions of intelligence investigation
became more clearly separate. The first is “factor analysis”, which is concerned to identify
“dimensions” of mental ability. The second is “mental test theory”, which is concerned to

reliably measure mental abilities.

1.1B FACTOR ANALYSIS

The relationship of technical advances in factor analysis to theories of intelligence is
discussed by Jensen (1980). The problem of factor analysis is perhaps best thought of as
determining how many common factors are needed to explain the correlations among a set
of variables. Kline (1991) explains that the value of factor analysis is that variations in
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scores on a number of variables can be expressed in a smaller number of dimensions or
constructs. These are the factors. The factor analysis shows the correlation of each of the
variables with the dimensions. Factors are defined by these correlations, called factor

loadings.

Spearman had used factor analysis in an attempt to validate his two-factor theory. He
attempted to show that variance shared by more than one variable represented a common
element, which was called g for general. Thurstone's method of factor analysis was
designed to produce the most parsimonious and thus the most meaningful description of
test data. He called this style of analysis “rotation to simple structure”. The aims were to
have as many small (or preferably zero) loadings as possible and to concentrate as much of
the total variance in each test on as few factors as possible. Thurstone hoped to devise

factor-pure tests.

However there were “common factors”, which were shown to manifest themselves on
more than one test variable. G was pervading all the tests. Simple structure can not be
achieved as long as there is a substantial general factor. Thurstone adopted oblique
rotation, whereby the axes and angles can be moved around, rather than be held at right
angles to one another. The general factor variance is thus converted into correlation

among the factors themselves.

Thurstone used mathematical concepts of determinants and matrix algebra to generalise
Spearman’s model of factor analysis. This technique led to Thurstone’s nine Primary
Mental Abilities (1938), which was based on the first major study of mental tests which
used the multiple factor analysis method. Whilst it was impossible to devise any kind of
test involving complex cognitive function that does not have a considerable loading on g, it
was possible to construct tests that load on g and only one group factor, as.do Thurstone’s
PMA tests. Most of these original factors remain in contemporary analyses using

14



electronic computers. Multiple correlations of large numbers of variables are now within
researchers’ grasps. The identification and description of relationships among variables has

been much facilitated.

Cattell (1978) has supported Thurstone’s original notion of simple structure with empirical
work. He demonstrated that simple solutions are replicable and yield meaningful factors in
cases where the factors are known. However Cattell also demonstrated that factor analysis
must be technically adequate to obtain simple structure and the majority are technically

flawed.

Considerable problems remain in factor analysis. For example, there is no clear agreement
about how best to estimate what proportion of variance in each variable should be
assigned to the common factor space—the “communality”. This largely arises because of
problems in determining the extent of error variance. A second problem comes when
deciding on the most psychologically meaningful structural description. In theory, there is
an infinity of factor matrices which could generate any specified correlation matrix.
Analytical methods of rotation to simple structure have been developed, but all have been
shown to give similar results with large data sets. The purpose of rotation is to achieve the
simplest possible description of variables, by making as many as possible of their loadings

at or close to zero.

Joreskog (1969) developed a significance test for the structure of the data. Maximum
likelihood methods are used to fit target matrices which may be specified with varying
degrees of precision. However Kline (1991) notes that with large matrices, the chi-square
test of fit finds it difficult to choose between target matrices unless these are grossly
different (Nunally, 1978). Once again, science is reduced to subjective judgement in

practice.

Kline (1991) reviews recent advances in factor analysis and technical standards.The
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principal factor analysis will be subjected to an oblique factor analysis, in which significant
factors are rotated to simple structure by a procedure which maximises the number of zero
loadings. He thinks that such a factor analysis should yield factors which are replicable and

which account for much of the variance in the matrix.

Confidence has been increased by the finding that different forms of factor analysis give
much the same results when large numbers of observations are involved. For example, Ree
and Earles (1991) analysed the scores of 9,173 young Americans on a multiple-aptitude
test battery. The methods used were unrotated principal components, unrotated principal
factors and several variants of hierarchical factor analysis. Fourteen estimates of g were
obtained, all highly correlated with each other (0.930-0.999). The solutions ranked

individuals in almost the same order.

Jensen (1980) repeats the cliche that nothing comes out of factor analysis that the
investigator did not put in originally, but points out that the factors that are obtained from
correlations among variables were not previously known, although their existence may
well have been hypothesized. A factor is a construct operationally defined by its factor
loadings. Factors are interpreted by inspecting which variables have high and which have
low loadings on them and thus their psychological identity is indicated.

There is continuing controversy regarding whether two or more items can be considered to
be measuring the same ability and how they might be related to an underlying
continuum—a “latent trait”. Correlations and factor analysis assume that all items

administered measure a single ability.

1.1C ASPECTS OF MENTAL TEST THEORY

Kline (1986) lays down the principles that govern the construction of a good test.
Reliability refers to the internal consistency of the test. The items must be measuring the
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same variable and should therefore be intercorrelated to a large extent. However, highly
similar items can raise reliability at the expense of validity. A very high internal reliability

should therefore be treated with caution.

A test’s validity means how much it measures what its author claims it measures. There are
three ways to assess validity. The concurrent validity is how well a test correlates with
other similar tests. This raises the obvious problem that there may be no criterion test
available for comparison and, if there is, there may be no need to develop another. Ideally
a new test should do the same job better, or more quickly, or with an extended group of

the population.

The second form is construct validity, which involves testing hypotheses concerning the
variable. The real world can rarely provide a clear cut demonstration. Face validity is how

a test looks and is received. Adults may not complete a test that they perceive to be silly.

Norms are samples of populations which provide a range of scores against which an
individual score can be judged. Large normative samples enhance the credibility of
interpretations. The assumption also remains that abilities tend to be distributed normally
and many traits measured in fundamental units (e.g. adult height) tend to produce this
distribution. If the assumption is valid, abilities may be presumed to be measured on
interval scales. But of course, many equiprobable events can generate a normal distribution
(e.g. repeatedly tossing a coin), and thus the observed normal distributions could be the

result of mathematical artefact.
These statistical methods and theories of test construction are the stepping stones by which

researchers have reached the current state of knowledge. The next section describes the

steps that were taken en route.
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1.2 THE SEARCH FOR UNDERLYING MENTAL STRUCTURE
1.2AEARLY WORK

In the early part of the 20th century, American workers such as Whipple (1910) began to
develop mental tests which could be administered in a group setting. Subjects were asked
to answer as many questions as they could within a given time, in contrast to the Binet
scale where the a level of competence is determined as a point on a linear scale. At the
same time, the “multiple choice” form of administration became widely adopted. The First
World War led to the development of the Army Alpha Examination, on which a million
American soldiers were assessed. Educational researchers were impressed by the army's

test and produced many imitations to help teachers assess school children.

Psychologists such as Thorndike and Thurstone had been involved in the army project and
went on to develop techniques of “standardization” and “validation™ in their peacetime
work. An example would be Thorndike and colleagues’ CAVD test (1927) which
comprised completion, arithmetic, vocabulary and directions. Spearman published the first
empirical study which suggested an underlying, common factor for all mental test scores.
In The Abilities of Man (1927), he explained how a matrix of correlations among scores
and academic ranks could be arranged hierarchically to demonstrate that each test
measures a general factor, which it shares to a greater or lesser extent with other mental

tests, and a specific factor, which is unique to any one test.

Spearman produced a proof that the g of one set of tests was the same as the g from
another set of tests, provided that each test involves only g plus a specific factor and that
at least two tests are common to both sets (Spearman and Jones, 1950). Later he began to
write about group factors existing alongside the general factor g, when it became clear that
specific groups of intelligence tests were more highly intercorrelated than would be

predicted by his original two—factor theory.
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Perhaps the first cogent overview of the nature of intelligence was published by Thorndike
(Thorndike, Bregman, Cobb and Woodyard, 1927). He thought that intelligence was
characterised by the capacity to form bonds among ideas and concepts. By 1935, when the
Psychometric Society was founded at the University of Chicago, group mental testing had
become widely adopted throughout all levels of education.

Although the PMA battery (Thurstone, 1938) never reached high standards of
standardization and validation, its importance was that it showed how mental ability could
be considered in terms of functionally separable factors. Thurstone's seven main factors
were: P, perceptual ability; N, numerical ability; V, verbal ability; S, spatial-visualizing

ability; M, memory; I, induction; and D, deduction.

Each factor was thought of as a distinct underlying entity that would be called into action
by any test that required its use. It follows from this model that an average score on a test
composed of widely differing items could result from a number of combinations of ability
levels on different factors. Another aspect of the model was that an individual could be

considered as having a pattern of abilities involving some weaknesses and some strengths

and hence the idea of aptitudes for specific occupations gained currency.

Over the next fifty years, the emphasis in test development was on tests that would be of
practical use for educational and vocational counseling in high schools. The exception to
this was the Second World War, when psychologists were required to help with the

selection and training of the forces.

1.2B GUILFORD

Guilford was one of the specialists involved with the American Army Air Force. His war

work led him to develop a twenty year project to measure mental abilities. He produced a

new model of intelligence, which he called the structure of intellect (SI, Guilford, 1956).
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He argued that there was no g factor of mental ability, because of zero correlations among
some mental tests. However as Jensen (1980) points out, g may still be a valid theoretical

concept, even if it does not extend into every aspect of human ability.

Guilford’s tests are specially constructed to minimize their g loadings. His subjects are
drawn from a narrow ability band which would be expected to reduce the variance on the
g factor. Later he claimed the confirmation of 98 factors of cognitive ability (Guilford and
Hoepfner, 1971). They were a subset of 120 different, orthogonal factors from his SI
model, generated from four types of Contents, five types of Operations and six types of
Products. All of these categories are generally considered to be rather arbitary and

intuitive.

Tests have not yet been devised for all of the 120 abilities. There has been some
methodological reservation about the subjectivity of Guilford's data. He specifies target
matrices, that is, the factor loadings of the variables are specified in advance from theory.
Factors are rotated to a position which is as close as possible to the target matrix. Horn .
and Knapp (1973) showed that such rotations could match target matrices from both
random data sets and data sets built with opposite hypotheses. Some workers now believe
that Guilford’s model is best thought of as a classification of tests. G remains without

serious challenge.

1.2C CATTELL

Another influential worker who has attempted to characterise mental structure is R.B.
Cattell. At the same conference, both Cattell (1941) and Hebb (1941) suggested that two
distinct concepts of intelligence should be recognized. Hebb described Intelligence A,

which represented potential, and Intelligence B, which represented realised intelligence.

In 1943, Cattell developed his suggestion that two group factors should be placed
alongside g: fluid intelligence and crystallized intelligence. Horn and Cattell (1966) explain
20



that the primary abilities, which involve intelligence to a significant degree, are organized
at a general level into two principal dimensions. Each of these two new factors was
postulated to have several narrow, lesser factors associated with it, along the lines of
Thurstone’s Primary Mental Abilities. The authors began to argue for a move away from a

single all-purpose intelligence test (e.g. Horn, 1968).

Fluid intelligence is thought of as basic capacity and crystallized intelligence is thought of
as acquired ability, for example the results of experience and learning. Tests loaded mostly
on the fluid factor are those with relatively small information content, but where the solver
is required to recognise complex relationships among often simple elements. Examples

would be series, classifications, analogies, block designs and matrices.

Cattell (1987) specifies that the items must be presented in a format which is neither verbal
nor pictorial, but couched in shapes that would be equally accessible to people of differing
backgrounds. Horn (1985) has shown that even verbal tests of the analogy or series form
can be made to load on fluid intelligence very substantially, if the words are chosen to be
within the vocabulary of the solvers. Fluid intelligence was thought to reduce the

complexity of relationships, without recourse to answers already stored in memory.

Tests loaded mostly on the crystallized factor are those which have a significant
informational content and draw on acquired knowledge. Examples would be information,
vocabulary and formal logic problems. Spearman had noted that tests of arithmetic
separate on g depending on whether they consist of problem or mechanical arithmetic. In
problem arithmetic, where the arithmetic operations are not explicit and the subject must
choose, the g loading is very high (.7 to .8). However, in mechanical arithmetic the
operations required are explicitly stated and the g loading is moderate (.4 to .6). Cattell
(1987) explains that the judgment and discrimination exercised by tests of crystallized
ability have either been taught systematically or exercised before.

21



Fluid and crystallized intelligence have not always been clearly distinguishable in factor
analysis. Kline (1992) considers that fluid and crystallized intelligence are both Spearman’s
g, split by more efficient factor analysis. There are other lines of evidence that the two
factors may have a psychological reality. For example, tests that load differently on fluid
and crystallized intelligence show different trends across ages. These findings are discussed

in Section 1.6, which reviews evidence for the organic basis of g in the normal population.

Another difference between fluid and crystallized intelligence is that, for any given age
range, there are greater individual differences for fluid than for crystallized intelligence.

The standard deviations are almost 50% greater for fluid intelligence tests.

In 1974, Hakstian and Cattell published a very diverse and extensive sampling of cognitive
abilities. 343 adults sat 57 tests. Each test was constructed to be as homogeneous as
possible. Factor analysis of the results yielded nineteen primary factors. They were
intercorrelated. G was found to account for 36% of the total variance. The highest g
loadings were for speed of closure and inductive reasoning. The smallest g loading was for

mechanical knowledge.

The latest developments in the theoretical explanation of mental abilities have come from

the information processing approach of cognitive psychology.
1.3 COGNITIVE MODELS OF INTELLIGENCE: PROCESS

Many psychometricians have raised the problem that factors derived from statistical
analysis of large groups of test scores do not help us understand how people reason.
Spearman (1923) devised an information processing approach, when he attempted to
explain the processes that might underlie the general factor that he had found:

apprehension of experience, eduction of relations and eduction of correlates.
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Cattell (1971) also tried to remedy this problem. Hunt (1978) explored this limitation and
identified another, which is that an identical score on a test achieved by two individuals
does not mean that their cognitive processes were identical when they achieved the score.
Kline (1992) rejects the notion that non-linear processes mediate problem solving, on the
grounds that seventy years of factor analysis can not be wrong. Parsimony demands a

linear model in the absence of convincing data against it.

Whereas the fundamental unit in most psychometric theories is the factor, cognitive
approaches to modelling intelligence have described the information processing component
as the fundamental unit of analysis. Sternberg has been a major force in developing this

approach (e.g. Sternberg, 1988).

He suggests three kinds of information processing components: “Metacomponents” for
executive planning, monitoring and evaluation; “Performance components” which execute
various strategies, such as encoding, inferring and applying; lastly,
“Knowledge-acquisition components” which are processes involved in learning new
information and storing it in memory. His work on knowledge acquisition has relied on
subjects working out the meaning of an artificial word, which may bear little relation to

real psychological processes.

Psychologists using the individual difference tradition have chosen their tasks in one of
two ways. Either they have sampled broadly from the wide range of available tasks
(described by Sternberg (1988) as “placing the burden of task selection upon one’s
predecessors”). Or they choose tasks on the basis of their correlations with other tasks that
are so;nehow related to the task being investigated. There is clearly a risk of ending up

with a selection of closely related variants that have no theoretical structure to unite them.
Sternberg (1982, p229) set out four criteria for task selection:
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1. Quantifiability, which is the assignment of numerals to objects or events according to
rules.

2. Reliability, which is the extent to which a given set of data is systematic, across item
types and across subjects.

3. Construct Validity, which means that it is theory based.

4. Empirical Validity, which is achieved by an extent of empirical support, obtained by

correlating task performance with an external criterion.
1.4 COGNITIVE MODELS OF INTELLIGENCE: REASONING

Reasoning and problem solving have played an important part in every significant theory of
intelligence. They can be thought of as attempts to combine elements of old information to
form new information. Spearman’s two “principles of cognition” were important
components of reasoning. They were the eduction of relations and the eduction of
correlates. Reasoning was one of Thurstone’s seven primary mental abilities (1938). Some
of the best known tests of intelligence comprise reasoning or problem solving items (e.g.

Raven’s Progressive Matrices, Cattell’s culture fair test of g).

Sternberg (1988) has described a unified theory of reasoning, such that his specified mental
processes are sufficient to define a reasoning task. The processes are:

1. Selective encoding.

2. Selective comparison.

3. Selective combination.

The encoding will decide which information is relevant to the task. The comparison
involves the consideration of potential solutions. The combination is the construction and
storage of the solution. Because there is an interaction between the solver and the task,
and because there are a number of component processes involved, reasoning can be
considered as a continuous (rather than a discrete) variable.
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As well as processes, reasoning requires the application of rules. Procedural rules are
linked to the problem format. For example, it is not appropriate to choose the odd one of
the four given numbers, if the correct solution is to identify the next number in the series.
Declarative rules are linked to problem content and will often be concerned with semantic
knowledge. For example, when choosing the odd one of “canary, banana, lemon, apple”, it

is the colour and not the category that discriminates.

1.4A INDUCTION

Inductive reasoning has often been considered as central to intelligent function. Three

examples of inductive reasoning are:

1. Analogy. e.g. hand is to glove as foot is to shoe or cardigan?
2. Series. e.g. which number comes next: 3,4,5,7

3. Category. e.g. which is the odd one: cat, dog, rabbit, banana?

Inductive reasoning has often been thought to be closer to the intelligence required outside
of the laboratory, because there is no certain conclusion, as there is in deductive reasoning.
Instead the solver can only ever hope to reach an inductively probable conclusion.
Sternberg (1988) gives the following example. Consider the series completion task
1,2,3,4,2. 5 is not the only possible answer. The typical generating equation is (n+1),
where n is the value of the previous item. However, {(n-1)(n-2)(n-3)(n-4)+n} would fit the
given series just as well, generating 29 as the fifth value. Whereas some solutions are more

parsimonious than others, there is no one logically correct answer.

Holyoak and Nisbett (1988) point out that inductive processes must deal with uncertainty
in two ways. Any mental representation must take account of variability in the world and
this knowledge of variability must be used to reduce uncertainty. These could be seen as
mechanisms for generalization and specialization. Generalization means increasing the
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range of examples that are covered by a rule.

But induction must be constrained, otherwise we would become overwhelmed by fruitless
hypotheses. Holyoak and Nisbett quote the philosopher Charles Saunders Peirce, who
mentions people’s “special aptitudes for guessing right”. They identify two biases that
constrain human induction. Firstly there are adaptive heuristics and secondly there are
cognitive limitations. The hypotheses generated must be plausibly useful and the irrelevant
and insignificant must be ignored, in order for enough resources to be free to process

essential information.

Analogies have been the most widely studied form of inductive reasoning. Spearman
(1923) used analogies as prototypes of intelligent performance. A recent attempt to model
the processes involved in analogy by Byre (1991) outlined three requirements. Firstly the
solver must retrieve a base domain or set of ideas with which they are familiar. Then they
must map the information from the base domain to the target. Finally they must generalise,

or induce a general set of information on the basis of the analogy.

Byrne’s model takes account of the complexities of analogies, which are comparisons
involving multiple relationships among objects, that may also have striking differences.

It also takes account of the two ways in which analogies can be made more difficult.
Firstly there is the obscurity of the terms and the associated verbal semantics. Secondly
there is the obscurity of the target relationships; this can be enhanced by the use of
distractor items which bear some semantic relation to the given word, but do not share the

target relationship with the given word.

Sternberg (1988) identified seven components involved in all inductive reasoning:
1. Encoding, whereby the solver recognises the terms of the problem and accesses
attributes of the terms that are stored in semantic memory and might be relevant to

the task solution.
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2. Inference, which relates the first two items of the analogy.

3. Mapping, determining the higher order relation between the two halves of the
analogy.

4.  Application, when the solver uses the relation inferred between the terms in the first
half of the analogy , maps it to the third term in the second half of the analogy and
thus generates an “ideal” solution.

5. Comparison, when the ideal solution is compared with each of the given answer
options.

6. Justification, the decision whether any of the given options are close enough to the
ideal solution.

7.  Response, when the solver indicates their chosen solution.

One important aspect of this theory is that encoding is an essential prerequisite step for any
inductive reasoning process. In their 1988 review of induction, Holyoak and Nisbett
emphasize this: “If some property of the input is not coded in the appropriate

representation, it will be impossible to make any inductions involving that property”

(p.62).

Rather than cataloguing the variations among different individuals, the information
processing approach uses stimulus variation to isolate elementary units of intelligence.
Performance on tasks is thought to rely on combinations of elementary information
processing components and it is these interrelations which characterise each specific type
of reasoning. It follows from this that whereas an information processing model can be
shown to be wrong, it can never be proved right, because perfectly correlated processes

can never be disentangled.

There are similarities to the factor analysts who study data collected from large
groups. Information processing theorists also seek commonalities between tasks. They try
to demonstrate that the same information processing model applies across tasks. They test
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whether values of a given parameter differ significantly across tasks. They seek to show
that any manipulation that has a certain effect on a given component in one task has a

comparable effect on a given component in another task.
1.4B EXPERIMENTAL EVIDENCE

Sternberg has made several attempts to validate his theories with data from normal
subjects. He has developed a task known as People Pieces which are figures which vary on
four binary characteristics. Any four of these figures can be arranged to form an analogy
which the solver must decide is right or wrong. By varying the amount of information
given before thé figures are seen, Sternberg claims to have excluded some of the
component processes from the formal task reaction times. In 1977 he reported that
undergraduates attempting schematic-picture, verbal and geometric analogies produced
reaction times that produced strong support for his theory. A later study of series
completions and classifications showed the theory could be successfully extended to other

induction subtypes (Sternberg and Gardner, 1983).

In their attempt to find out how similar these three types of inductive reasoning are,
Sternberg and Gardner (1983) identified several criteria for commonalities in information
processing by normal subjects. First, there is the demonstration of comparable latencies
and error probabilities across tasks for component processes alleged to be the same.
Secondly, there is high correlation across tasks between problems subjected to the same
experimental manipulation. Thirdly, the proposed theory should fit latency, error rate and
response data across tasks despite stimulus variation. Fourthly, there should be high
correlations of comparable process scores on various tasks. Fifthly, there should be good

agreement with established reference tests.

Thirty young adults attempted 90 inductive reasoning problems. One third were analogies,
one third were series and one third were classifications. In a variant on the multiple choice
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protocol, the subjects were required to rank order four given solutions, in terms of their
appropriateness. The patterns of the response choices across the three tasks were highly

similar.

Sternberg applied his model of information processing components (1977, 1988) to the
second experiment (Sternberg and Gardner, 1983). Starting from the premise that
response time in reasoning is equal to the sum of the amounts of time spent on the
various information-processing components, the authors inferred that, whereas the
response component applies equally to all three types of reasoning problem, other
components are used differentially. They hypothesised that the analogy task requires all
seven; series completion does not use the mapping process, and thus requires only six
components; and the classification task does not use either the mapping process or the

application process, thus it requires only five components.

Thirty-six young adults attempted 90 reasoning tasks, one third of each type as in the first
experiment. They were asked to select one solution from a choice of two and their
responses were timed. The rank order of processing time was that predicted by the model,
that is analogies took the longest, series were the next slowest and classifications were the
quickest. High correlations were obtained between response times on different tasks within

subjects.

Thus the basis of Sternberg’s approach is to correlate an individual's score on each
component of inductive reasoning, with scores on standard psychometric tests of inductive
reasoning and perceptual speed abilities. The second study was less equivocal than the first
in showing strong correlations between Sternberg’s inference, mapping and application
components and psychometric tests of induction. However the components were not
correlated with tests of perceptual speed—interestingly those subjects with the highest
scores on standard tests of intelligence were slower at encoding. It emerged that about half
the time taken over an analogy problem is spent on encoding.
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Apart from this last empirical point, Kline (1991, p116) describes Sternberg’s model as
banal and vacous. The components are built into the linguistic meaning of analogy, Kline

explains, and must be true if language has meaning.

Sternberg, concluding his 1988 review of inductive reasoning, notes that there seems to be
a consensus that many information processing components are at least overlapping across
a range of induction tasks. He suggests that this may explain why many tests of general
intelligence are highly correlated, yielding the ubiquitous g. Tests of general intelligence
usually involve some induction items and some (e.g. Raven, 1938, 1962) only include
induction items. The general factor may arise as a function of common information
processing components, that are relevant to problem solving across induction items and

probably other items as well.

1.5 INDIVIDUAL TESTING OF NORMAL SUBJECTS
1.5A EARLY WORK

Drawing on the psychophysical tradition of sensory discrimination, which had been
developed by Fechner (1860) and Wundt (1862), Galton (1883) believed that simple tests
of speed and acuity were direct indicators of mental ability. From 1884 to 1890, he
collected data from the normal population and noted that the distribution of their test

scores was Gaussian.

J M. Cattell (1890) introduced the term “mental test”, but despite a large database he and
his co-workers were unable to demonstrate that his tests could predict the academic
success of his students. Binet continued the work of measuring people's ability on simple
tasks until finally he came to the conclusion that more complex tasks were required.
Adopting a pragmatic approach, he constructed a scale of tasks for children, which
systematically increased in difficulty. The administration and scoring of the test were
standardized. He defined levels of typical performance of children at different
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chronological ages, calling them “mental ages” (Binet and Simon 1905). An important
advance made by Binet was to consider intelligence as a continuous variable, rather than as
a typology which was the contemporary view. He also realised the importance of

validating his test by demonstrating that it correlated with some independent criterion.

The tasks were varied but all tapped the ability to reason, with either verbal or nonverbal
materials. The Stanford-Binet scale, which was devised to distinguish mentally
handicapped children from their peers with normal intellectual development, was the
starting point for many individual intelligence tests all over the world. As the Binet scale
was developed, groups of tasks came to replace the original single items for each mental
age. It was a German psychologist called Stern (1912) who first showed that a ratio could
be obtained with a standard deviation constant over chronological age if mental age was

divided by chronological age. This was the intelligence quotient.

Terman (1916) produced a variant of the Stanford-Binet scale in which means and
standard deviations were constant over different age ranges. Implicit in this contruction

is its application to children at the upper ranges of ability, as well as to normal and
mentally handicapped children. Mental age was found to change little after 14 or 15
years. Mental ages of adults were divided by 14 or 15, instead of by the individual’s
chronological age, as in children. This method was found to be unsatisfactory and raw
scores were converted into standard scores for each age group. This method was adopted

by Wechsler (1938, described below).

Even in later versions of the test, items are grouped together by difficulty rather than type.
As Mackintosh (1989) points out, because of their empirical basis, IQ tests developed as a
technology, rather than as a branch of theoretical or experimental psychology. Only one

score, the IQ, is produced (Terman and Merrill, 1960). The wide variety of items increases

the validity of the test, but it is only really suitable for children aged between 4 and 17.
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The Stanford-Binet test and g
Cattell and Johnson (1986) have shown the Stanford-Binet mental ages correlate between
0.76 and 0.82, depending on age range, with vocabulary scores. This is a strong indication

that Binet's test measures crystallized ability.

1.5B THE WECHSLER SCALES

The Wechsler scales are a benchmark in the measurement of individual intelligence and
they have a long pedigree. The first was the Wechsler Bellevue Scale (1939) which was
later developed into the Wechsler Adult Intelligence Scale, or WAIS (1955). Some of the
items are very similar to those found in the Stanford-Binet, but one of Wechsler's advances
was to group the items by type into independent subtests. Other improvements included
extending the range of item difficulty and sampling from a wider range of occupations and

geographic areas.

The current adult version comprises eleven subtests which are divided into verbal and
performance subscales. The verbal subtests are: Information, which tests general
knowledge; Comprehension, which examines common sense and social competence;
Vocabulary, which requires the subject to define a graded list of words; Similarities, which
asks the subject to say how pairs of words are alike; Arithmetic, a graded set of arithmetic
problems; and lastly Digit Span, requiring the repetition of strings of digits either forwards

or backwards.

The five performance subtests utilise pictorial and spatial materials: Digit Symbol, a
recoding task which requires the subject to write appropriate abstract symbols under
printed numbers; Picture Completion, where the subject must indicate which important
part is missing from each of 21 line drawings; Picture Arrangement, where small groups of
drawings are laid on the desk in scrambled order and the subject must rearrange them to
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make a sensible story; and lastly Object Assembly, where the subject must assemble a
complete two-dimensional object from the several flat fragments scattered before them on

the desk.

The six verbal subtest scores are summed as part of the calculation of the Verbal IQ and
similarly the five performance subtests are added together to obtain the Performance IQ.
The Verbal, Performance and Full Scale 1Q’s are calculated by reference to normative
data. As well as for the three IQ’s, age-referenced norms are also tabulated for each of the
eleven subtests. The latest standardisation (Wechsler, 1981) includes 1700 people,
stratified by age, sex, region of the USA, urban or rural residence, race, occupation and
years of education. Not surprisingly, it is the most widely used individual test of

intelligence.

The WAIS and g

The Block Design test has been shown to be a good measure of g. It correlates well with
several WAIS subtests, including Comprehension, Information and Vocabulary. Block
Design correlates more highly with these verbal subtests than the pairs of verbal subtests

do with one another.

Cattell and Johnson (1986) have demonstrated that the verbal tests load more highly on
crystallised ability and the performance tests load more highly on fluid ability. This is not
surprising, because the verbal tests clearly rely more on knowledge. The exception is Digit

Span, which does not load especially on either fluid or crystallized intelligence.

Das et al (1979) have suggested that two separate cognitive mechanisms mediate the
Wechsler Digit Span subtest. Forward digit span is a marker test for sequential processing,
whilst backward digit span requires the implementation of a strategy. Jensen and Figueroa
(1975) found a higher correlation between backward digit span and IQ than between
forward digit span and IQ.
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1.5C RAVEN’S MATRICES

Raven, Court and Raven (1985) describes how the Matrices were derived from a wall
chart of geometry shapes that Spearman used to investigate an individual's conceptual
grasp of relationships. Each problem in the Matrices comprises an abstract geometric
pattern with a small part missing. To solve the item, a subject must select one of the
alternative pieces of pattern printed underneath, by inspecting the main incomplete figure

and determining the logical relations that govern it.

The Standard Progressive Matrices (hereafter “SPM™) has five sets of twelve problems.
They were originally developed in the mid-1930's (Penrose and Raven, 1936; Raven,
1939). They were revised and standardised in Ipswich in 1938 (Raven, 1941). There have
been many revisions and the SPM referred to in this study is the most recent (1983). The
range of Matrices and normative samples now available mean that almost all populations

can be assessed on this test, from 5 year olds to graduate adults.

The Matrices and g

Spearman had included Raven’s Progressive Matrices in his battery and had found them
to be the most highly g loaded. The Matrices are widely regarded as the best measure of
fluid ability, probably because they are presented in a format which is likely to be equally
novel to all solvers. Cattell and Johnson (1986) have shown that almost all of the variance
in the Matrices can be explained by fluid ability and a factor which relates to the item form.
It should be noted that Raven also produced an accompanying vocabulary scale to provide

a complementary measure of crystallized intelligence.
1.6 ORGANIC BASIS OF G IN NORMAL SUBJECTS
Wechsler in 1958 thought that g could never be described in concrete operational terms.

He states that “it is in essence not an ability at all, but a property of mind”. Some
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