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ABSTRACT

This thesis investigates the applications of machine intelligence in information gen-
eration, organization, manipulation, search and retrieval.

In order to alleviate and solve some problems in the present information retrieval
(IR) community, and to increase the efficiency and effectiveness of information sys-
tems, a new data structure is proposed in the thesis. The conceptual indez is external
to the collection of information components (documents). It integrates the conven-
tional global index with a special semantic network. As a result, a much richer set
of concepts, as well as the relationships between concepts, can be represented in the
data structure. It is shown in the thesis that such a data structure is more suit-
able for sophisticated IR environments such as hypertext, and could make automatic
information generation, self-adjustment and evolvement, inferencing and reasoning
possible.

Based on the conceptual index, a soft-link hypertezt model is developed and investi-
gated. The soft-link hypertext model covers the Boolean search model, the probability
model, the traditional hard-link hypertext model and the soft-link hypertext in one
infrastructure. Its main features include automatic generation of the conceptual in-
dex, self-adjustment and evolvement, user-centered services for information retrieval
and applications of machine intelligence in all aspects of the model.

The soft-link hypertext model, including its state-space and all operations occurring
in the space, is fully presented and evaluated in the thesis. It is implemented in
a soft-link hypertext system called the Enhanced SuperBook and assessed in several
small-scale controlled IR experiments. Its strengths, weakness, similarity with, and
difference from other information models and systems are also studied in depth.

Based on such an investigation, the thesis concludes that many aspects of informa-
tion retrieval should benefit from the extensive application of the machine intelligence.
Automation in information generation, organization, self-adjustment and evolvement,
and assistance for information retrieval can not only increase the efficiency and ef-
fectiveness of the information systems, but also represents the essence of, and should
have great impact on, future generations of IR systems.
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Chaptef 1

Introduction

This chapter presents a framework of my research work, including the
problems addressed, the hypotheses ezamined and the notations adopted.
It also gives a brief description of following chapters in the dissertation.

1.1 Background

A massive, global network of information through which people can browse freely
with the aid of electronic technology has been envisaged for decades. Ever since Bush
proposed the idea in 1945 [27], hypertext has increasingly become a very important
tool for information organization and information retrieval. Many hypertext systems
have been in operation since the 1980s and the idea behind hypertext has been
enticing generations of researchers to continue to explore the field. However, this
miracle of global information network is still around the corner. Some of the following
problems, which hinder the further development of hypertext, have been discussed
widely, but have yet to be solved.

1. What is the proper configuration of hypertext? What kind of data structure
should be used to represent this network of information?

2. How can this network of information, with a large number of intra- and inter-
information links and associations, be generated? What kinds of tools can be

used for the generation process?

3. What is the proper relationship between searching by index and searching by
associations? What effects do they have on the information retrieval and infor-

mation users?

4. What role does the machine intelligence play in information retrieval? How can
it help the human intelligence, the human thinking associations and information

retrieval?

5. How should an intelligent information system be evaluated?

These are the problems to be addressed in this dissertation.

13
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1.2 My Research Work

The hypothesis that I examine in the dissertation is — A conceptual index,
which constitutes a semantic net upon individual index terms of the tra-
ditional global index, supports both selection by index and selection by
associations. Compared with traditional approaches, the conceptual in-
dex presents an improved data structure for information retrleval An
information retrieval system based on such a structure (i.e. a run-time
soft-link hypertext system studied here) can offer a graceful model and
infrastructure for information organization and presentation, and improve
features of the existing information retrieval models and systems; Thus,

it provides effective solutions to the problems listed in Section 1.1.
Furthermore, the hypothesis can be divided into several éub-hjrpothéses;

1. The conceptual index could be built up automatically, or semi-a.utoma.tically;

2. The conceptual index could present a more consistent and systema.tlc approach

to organization of the information network;

3. Whilst the index structure could facilitate ,global_é,‘ccess to any index terms A
(concepts), the semantic net supports the relationship amongst different index
terms (concepts), and therefore, constitutes local associations among different
pieces of information. Information systems based on such a structure could be

user-centered and become more efficient and effective;

4. Machine intelligence could be explored to generate such information networks,
improve the quality of its organizations and presentations, and finally, help
users to effectively retrieve information. Such an intelligence may include the

following three different, but related elements:

o A better user model could be built up by an intelligent system,;

e Machine memory (learning) could be used to record the past experiences,

and to self-adjust and improve the network based on the experiences;

e A reasoning mechanism could be used to reason and make inferences on

the user’s information needs.

The work presented in following chapters of this dissertation sets out to prove the
above hypothesis. A model is developed to show its validity on a theoretical level,

whilst an implemented system demonstrates it and provides a practical evaluation.
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1.3 The State of Art

The research presented in this dissertation is based on the following concepts:

1. The theoretical studies and practices in information retrieval (IR), which have

been very well summarized in [37] [134] and are reviewed in Chapters 2 and 3;

2. Advances in artificial intelligence (AI), especially those concerning the appli-
cation of Al in information retrieval. The related branches include Expert
Systems [114], knowledge-based systems [45] and the connectionist models [54];

3. Finally, the model and implementation of an integrated soft-link hypertext sys- .
tem are based on SuperBook, which is a full-text information retrieval system
from Bellcore [56] [57]. The database used is the electronic version of journal,
Environmental Science and Technology (1991), from the American Chem-
ical Society. A more detailed description of SuperBook, including its functions,

its browser and interfaces, is given in Section 8.5.1.

1.4 Notations Adopted

In order to formally and condsely present the soft-link hypertext model developed in

the dissertation, the following notations are used.

1. Conceptual graph and conceptual structure (Chapter 4):

The conceptual index introduced in the dissertation is represented as a directed
graph called the conceptual graph. With its node representing the concepts and
arcs the connections (links) between concepts, the conceptual graph can help
in presenting the state-space of the soft-link hypertext model. Furthermore,
once the conceptual graph is introduced, all notions in the graph theory can be

easily adopted to explain the dynamics of the model.
2. Formal specification of Z (Chapter 6 and 7):
The detailed description of all events happening in the soft-link hypertext model

is represented as a formal specification in the Z notation. These events include
the changes of the state-space and its applications in information retrieval.
Rules used to control these events are presented first as separate schemas, which

are combined together to constitute the whole model.
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1.5 Outline of the Dissertation

This dissertation consists of five main parts (Figure 1.1): analysis of problems (Chap-
ter 2 and 3), development of the soft-link hypertext model (Chapter 4, 5, 6 and 7), its

implementation (Chapter 8), experiments and evaluations (Chapter 9) and conclusion

(Chapter 10). The contents of the main chapters are set out as follows:

1.

Chapter 2 surveys the models and systems currently used in information re-
trieval. These include the Boolean search model, the vector space model, the

enhanced Boolean search model and the probabilistic modgl;

Chapter 3 provides a more detailed survey on hypertext: its definition, its
history, the models used in hypertext and their characteristics, etc. The idea

of soft-link hypertext is introduced at the end of the chapter;

The conceptual structure is defined in Chapter 4. It provides a formal notation

and theoretical basis for further presentations in Chapters 6, 7 and 8;
Chapter 5 deals with the conceptual index and its formulation. The traditional

indexing methodology is first reviewed and used to formulate the mapping from
individual index term to information components. Then, a mechanism is intro-

duced to generate the special semantic net needed for the conceptual index;

Chapter 6 presents the connectionist network adopted in the soft-link hypertext
model, and its activation and learning rules. The connectionist network is used

for controlling the dynamic operations in the soft-link hypertext model;

Based on the connectionist network, several intelligent mechanisms are devel-
oped in Chapter 7. These different mechanisms are combined together to con-

stitute the intelligent soft-link hypertext model;

The soft-link hypertext model, as well as an implemented system (called the
Enhanced Superbook), is illustrated in Chapter 8. It is evaluated by comparing

with other information-retrieval models and systems;

The experiments in which the hypotheses are examined in several small-scale
controlled IR environments are reported in Chapter 9. Four experiments are

designed in the research, to test and assess different features of the system;

Finally, the conclusions are reached in Chapter 10. The proposals for further

‘work, as well as the impact of the soft-ink hypertext model on future research

of global information systems, are also discussed in the chapter.
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Figure 1.1: The flowchart of the dissertation.
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Chapter 2

Information and Information Retrieval

This chapter presents a general view of the information space and infor-
mation retrieval systems. Different models currently used in information
retrieval (IR) are reviewed here. They include the Boolean search model,
the vector space model, the enhanced Boolean search model, the probabzhty
model and hypertezt. The conclusion of the chapter is that hypertezt pro-
vides a new and higher-level model to organize and retrieve information.

2.1 Information Space

Much of the information circulating in the modern world consists of written text, fig-
ures, tables, chemical structure formulae, sound, picture, etc.. Often the information
is available in machine-readable form; it can be stored and reproduced automati-
cally; finally, the information ¢an be transmitted from place to place via electronic

networks.

It is easy to store large masses of information. However, storage in itself is of no value
unless systems are designed which make selected items available to interested users.

The following operations are needed, in order to make this selection process efficient:

1. The information components must be analyzed; appropriate content identifiers

must be generated and attached to the stored components; ... .

2. The user needs must be identified; they must be formulated in forms under-

standable by an automatic system;

3. Representations of information components and user needs must be compared,
leading to the retrieval of information components judged to be sufficiently close

to the information requested.

Such an automatic system, including all the information and auxiliary tools, is often
referred to as an Information Space. The process in which some useful information

1s extracted from an Information Space is called information retrieval.

18
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2.2 Information Retrieval

Information retrieval (IR) is concerned with the representation, storage, organization
and access of information. Usually, an information retrieval system consists of a
set of information components, or documents (DOCs), a set of queries made by
the information user (QUEs), and some mechanism (SIMILAR) which is used to
determine which, if any, of the information components meets the réquix;_ements of

the queries (Figure 2.1) [134]. The three main elements of IR are as follows:

Mechanism for

SIMILAR determining which information

items mect the requirement

of a given query
Figure 2.1: Information system environment.

1. Representation of the Information Space;

An Information Space refers to all the information stored in an information

retrieval system (Figure 2.2). It usually includes the following elements:

¢ All the information components stored (the Document Space);

o All auxiliary knowledge (e.g. the structure of those documents, the do-
main, its users and their problems, etc.) and tools needed for storing,

organizing and accessing these information components (the Index Space).

2. Representation of the information user;

Information users are people who access information systems in order to find
some needed information (Figure 2.2). They represents diverse backgrounds
and information interests, with different levels of interacting skills and different

abilities to specify their information needs either explicitly or implicitly.

The user’s information needs are often represented by a set of queries (QUEs).
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2.2.1 Traditional IR

1. Characteristics of traditional IR;

In traditional information retrieval, the data structure is usually based on a
set of keywords or phrases called indez terms. Index terms may include a
controlled list of words or all words in a Document Space (full-text index). All
information components in the Document Space are identified by these index
terms. The indexing process is to choose, either manually or automatically, the
set of index terms which could represent most effectively the characteristics of
each individual document and build the proper associations (mappings) from
these index terms to the related documents. Users’ queries are also expressed
by these index terms. Therefore, the judgement of relevancy is based on the

index terms shared by the queries and those relevant information components.

2. Depending on the searching process (SIMILAR mechanism) used in the models,
traditional IR can be divided into four groups: the Boolean search model, the
vector space model, the enhanced Boolean search model and the probability

model. These models can be characterized as follows:

¢ Boolean Search Model;

The Boolean search model is a simple but efficient model on which most
commercial IR systems are based. Its comparison process operates on a
one-to-one basis between a query term and the index term. Index terms
are usually stored alphabetically in files called inverted files. Boolean

operators are applied to formulate more complicated queries.
The advantages of the Boolean search model are listed as follows: .

(a) It is a good fit for a very simple and clear mathematical model. All
technologies related to the model are well understood;

(b) Its implementation is relatively easy. Running a Boolean search sys-
tem can be straightforward and very efficient;

(c) Very simple term relationships (like synonymous) and simple phrases
are expressible with Boolean operators;

(d) Al processes, including indexing, search formulation and sea,rch.mg,
can be automated;

(e) With some added features like term weight and user feedback, a high

degree of effectiveness is sometimes obtainable.
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The main problem of the Boolean search model is the limitation of expres-

sion of the Boolean logic. Among the disadvantages are:

(a) The use of Boolean operators may prove difficult for the user who is
not familiar with Boolean logic;

(b) Conventional Boolean logic treats all terms as equally important and,
as a result, considers all retrieved documents as equally useful;

(c) Boolean operators (AND, OR, NOT) is unusually rigid in a retrieval
setting;

(d) The SIMILAR mechanism used in the model is a crisp mechanism,
i.e., a document is identified as either in a retrieved set, or not, but

not somewhere between.

Vector Space Model; ,
Instead of assuming that all terms are equally valuable, the vector space
model uses term weights to assign importance indications to index terms.
If t distinct terms are available for content identification, a document D:x
is representable internally as a t dimensional vector of pairs, Di = (da,
w¥; dip, w¥; ...; di, wE), where d;; represents the jth term assigned to
document D; and w?" is the corresponding term weight. In principle, all
t terms could appear in each vector: a weight of zero would be used for
terms not present. Larger weights, between 0 and 1, would designate terms
actually assigned to the document.
In the vector space model, the Boolean queries are replaced by weighted
term sets similar to those used for the document representations. Thus a
query Q appears as Q = (q1; wi; g2, w§; :.. g; w), where once again a
weight of zero is used for terms that are absent. When both the stored
documents and the information queries are represented by weighted term
~ vectors, a global and composite vector comparison can measure the degree
of similarity between a query-document pair on the basis of the vweights
of the corresponding matching terms. The cosine measure of siniilarity,
computed as the normal inner product between vector elenients normalized
for vector length is shown in Equation (1), it has been widely used for this
purpose [138].

sim(Q, D;) = — Lo wiuf’ | (1)

\/E;‘:l (w;;)z Yia (w;_i.')z
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The advantages of the vector space model are as follows:

(a) It is based on a clear and well-understood mathematical model,

(b) It offers simple and parallel treatments for both queries and docu-
ments;

(c) It accommodates weighted terms and therefore provides ranked re-
trieval output in decreasing order of query-document similarity;

(d) Query and document vectors could be easily modified, as required for

query reformulation and other purposes.

Its disadvantages include the following points:

(a) As the vector space is assumed to be orthogonal and all terms are
linearly independent, the model is not able to express any relationships
between terms;

(b) It lacks theoretical justification for some of the vector manipulations,

such as the use of the cosine measure to obtain vector similarities;

Enhanced Boolean Search Model;

The enhanced Boolean search model accommodates term weights assigned
to both query and document terms as well as strictness indicators know
as p-values that are attached to Boolean operators. With this p-value,
the power of expression by Boolean logic is extended. A typical query
formation in the extended Boolean system would be [(T1, a) ORP! (T,
b)] ANDr? (Ts, c), where a, b and c are the weights for terms Tj, T
and T3, respectively; p; and p, are p values that control the strictness
of interpretation of the Boolean operators. Values of p range from 1 to
o0o; the upper limit represents total strictness of interpretation, equivalent
to a standard Boolean system, whereas the lower limit represents total
relaxation, equivalent to a vector processing system where the distinctions
between AND and OR are lost. The enhanced Boolean model covers
the vector space model, Boolean search model and fuzzy-set retrieval in
a common framework; it produces vastly improved retrieval performance
over simple Boolean operations at the cost of a substantially increased
computational effort [138].

Probability model.
The probabilistic search model differs from those discussed previously in

that it represents an attempt to set the retrieval problem on firm theoret-

ical foundations. Here, it is necessary to estimate for each document D:
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with respect to Q; the quantity P(Rel|Q;, Dx), the probability of relevance
of D: with respect to Q;. One approach to this estimation process regards
information retrieval as an inference, or an evidential reasoning process,
where an answer to a user query is deduced from the evidence provided
by each document [138].

3. The advantages and disadvantages of traditional IR models.

The traditional IR models represent the oldest, best understood and 1_._'_(10st“i)op-
ularly used tools in IR. They are usually based on clear and solid mathematical
theories. Automation is involved in all aspects of these traditional IR mbdels;
it covers indexing, search formulation and searching. The implementations of
these models are comparably simple and suitable for computer applications.

Finally, a reasonable good retrieval result is sometimes obtainable.
However, problems do exist with these traditional models, namely:

o They assume that user’s queries are independent and ignore the psycho-
logical nature of the information user’s thinking associations. As a result,
they neglect the associative information enclosed in multiple queries;

e The search formulation in these models expects explicit queries from the
information user. They ignore the fact that such an explicit statement of
the information needs (known as recall) could be sometimes very difficult.
Human beings usually feel more comfortable in another cognitive activity,
called recognition. Unfortunately, recognition is not generally encouraged
in traditional approaches. Semantic networks, or thesaurus, are adopted
in some more recent IR systems to compensate the defective side. ‘Never-
theless, it still remains as a big problem for the traditional IR models;

o The use of keywords (index terms) as content identifiers limits the ability
of expressions in the traditional IR models:

(a) Index terms are only able to express simplé and individual concepts.
They are not adequate for expressing composite concepts, or phrases;

(b) No semantic, nor logical relationships, among different concepts, or
among different information components,lca,n be expressed,;

(c) A data structure based on such index terms are only suitable for a
group of bibliographic search and retrieval, but inadequate for more
compiicated IR tasks. This is discussec_l further in Secti.on 8.4;

e They represent a system-centered model, instead of a user-centered one.
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documents are linked together to formulate a connected information network, in

which the user could browse from one document to another.

The configuration of hypertext, expressed as anchors (information) and links (rela-
tionship between different pieces of information), can not only represent information
components (concepts), but more importantly, can represent the relationships among
different information components (concepts). This new data structure, therefore,
represents a higher level approach than that used in traditional IR. Hypertext opens
éxciting new possibilities for using the computer as a tool for thinking and commu-
nication, as well as for information organization, management and retrieval. The
essence of hypertext is its associative structure, which follows human associative
thought and memory. Support for hypertext and related systems is motivated by a
belief that hypertext can provide more efficient and persona.]izéd access to text by
complementing the global search techniques of traditional information retrieval mod-
els with local navigation based on meaningful intra- and inter-document connections.

As a model, hypertext provides at least the following potential:

1. Hypertext opens a new way for thinking and information creation.
o Hypertext offers machine support to augment human associative thinking
and memory; '
o Hypertext presents a new environment for authoring and editing;

o Hypertext encourages a collaborative working environment.

2. Hypertext opens a new way for information organization and management.

e Hypertext creates a new environment for version management;
e Hypertext supports divergent views;

e Hypertext presents a new model for personal information management.

3. Hypertext opens a new way to retrieve information.

o Hypertext offers an opportunity for both linear and non-linear reading;

e This associative stru‘(:fcure'provides extra information about the relation-

ships between concepts and between information components; -

o The user plays a more active role in the hypertext environment.

Hypertext and its a.pplica.tibns in a massive and glbbal information environment is
the main topic of this dissertation. It is first reviewed in more detail in Chapter 3; a

new hypertext model is then developed in the following chapters.



Chapter 3
Hypertext

This chapter presents a more detailed analysis of hypertezt: its defini-
tion, its history, the models used in present hypertezt systems and their
characteristics. The emphasis is on investigation of the problems ezisting
with the present hypertext systems, as well as the prediction of the nezt
generatzon of hypertext. Based on the analysis, a soft-link hypertext model
1s proposed at the end of the chapter.

3.1 Definition

Hypertext systems provide the information users with the ability to follow their
thinking associations and browse interactively in an Information Space via intra-
and inter-document links to search for the information they needs. To be a hypertext

system, one organization must have the following three fundamental elements [37]:

1. A database of information components;
2. A link structure which connects those information components;

3. Tools for creating and manipulating this combination of information compo-

nents and the link structure.

3.2 History

In 1945, President Roosevelt’s science advisor Vannevar Bush first proposed the idea
of hypertext in his famous article As We May Think [27]. In the article, he described
memez, a tool that provides access to a large collection of microfilm and mechanisms
to make links between any two pieces of information in the system. What distin-
guished Bush’s concept from other forms of data storage was its associative structure
that followed closely the structure of human memory: “The human mind ... operates
by association. With one item in its grasp, it snaps instantly to the next that is sug-
gested by the association of thoughts, in accordance with some intricate web of trails
carried by the cells of the brain” [27]. Although memez was never actually developed

because of the technology limitations at that time, Bush’s prediction of “selection

27
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by association, rather than by index” has since driven generations of researchers to

explore this arena.

3.2.1 The First Generation Hypertext

The first serious attempt to build a memex did not take place until 20 years after
Bush’s description. In the 1960s, Engelbart at the Stanford Research Institute was
influenced by Bush’s article; his team .:developed a computer system which embodied
many of Bush’s ideas. The system evolved over the years into a system called Augment
- [37]. Like other early hypertext systems, Augment emphasized three aspects: a
database of linear text, view filters which selected information from this database,
.and views which structured the display of the information for the terminal. The
idea behind the system is tha_t the user and the computer were dynamically changing
components in a symbiosis which had the effect of amp]ifying the native intelligence
of the human user. Among the innovative features of Augment were its multi-user
o capa.bﬂity ‘and 'mu]tiple Windoifing, as well as two .peripheral cor_n;né.nd bdefrices to

enhance the keyboard - the chord keys and the mouse.

Meanwhile, another attempt to build up a hypertext system was conducted by Ted
Nelson. Again, Nelson’s system (called Xanadu [37]) consisted of three parts: a
da.ta.ba.se, a network of links and a front end. However, there the emphasis was on
creating a unified literary environment on a global scale, instead of a mere enhance-
ment of the user’s personal information locally. Therefore, Xanadu’s design makes a

* strong separatlon between its crude front end and the well-developed database server.

Augment Xa.na.du and other ﬁrst generation hypertext systems such as FRESS, ZOG,
etc. represent the first step on the way to the realization of “selection by association,
rather than by index”. They were based on the most primitive model of hypertext: a
database of documents, a logical network amongst different sections of a document or
amongst different documents, and an interface which supports browsing across both
“the logical and physical networks. Because of the limitation of technologies involved
in building up hypertext systems at that time, the scales of those systems, as well as

. the trials of “hypertext” as an idea, were very limited.
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3.2.2 The Second Generation of Hypertext

In the 20 years since Engelbart’s demonstration, both interest in, and activity re-

garding the development of, hypertext grew steadily until the 1980s since which en-

thusiasm for hypertext has accelerated sharply. The second generation of hypertext

1s identified as follows:

-1

The formal theoretical studies of hypertext models and their representations
have started [81] [82] [69] [150] [155] [38]; the research topics covered all elements
of hypertext, with the emphasis on link structure [113] and hypertext languages;

Hypertext has been systematically tested and compared with other computer
technologies (23] [117] [166] [112] [97];

. The trials and experiments of hypertext systems have helped to exterd the

idea of “hypertext”, as well as those regarding its fundamental elements [52]
[37] [151];

Many hypertext systems were implemented and have been put into use; they
include Intermedia [40] [78] [167], HAM [29] [30], KMS. [4] [5], I*R [43], Hyper-
ties [108], Guide [21], Neptune, Textnet [157], Issue-Based Information Systems
(IBIS) [38] and etc.

Some hypertext systems were commercialized. The most noticeable projects
include Xerox PARC’s NoteCards [80] and Apple’s HyperCard. These systems

have done a tremendous public promotion for hypertext and hypertext systems.

. The Document Space in those systems become increasingly large, the link struc-

ture increasingly complicated and the front ends increasing sophisticated.

Hypertext has been extensively applied in manual packages, distant learning.

[92], electronic publishing and collaborative working environments;

A series of problems have been found with the practice of hypertext [80]. The
most severe ones include the generation of the hypertext link structures and the
auxiliary tools needed to avoid the user getting lost in a hypertext Information
Space. This point is discussed in more detail in Section 3.4.2; .

. The interest in, and demand for further development of, hypertext systems have

been stimulated.
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3.2.3 The Third Generation of Hypertext

The development of hypertext is now at the crossroads of the third generation of
systems. The starting point of theory and practice of the latest generation is symbol-
ized by Halasz’s famous éaper [80]. The following attributes of the new generation
represents the theoretical development and practice of hypertext for the foreseeable

future.

1. Large-scale Hypertext;

The combination of hypertext, multimedia and the latest developments in global
communication networks has made systems like World-Wide Web [11], Gopher
[76], Hytelnet [140], etc, a reality. Although many new challenges lie ahead, the
theory and practice of hypertext have taken another 1mportant step towards

the vision of a massive and global information network
2. Open and Reconfigurable Hypertext;

Hypertext systems should not be limited to closed infrastructure. Instead, the
design and practice of hypertext should be open and reconfigurable, so that
it can be easily extended to new information services and integrated with the
diverse existing applications [88]. Open and reconfigurable hypertext is being
experimented in pioneering systems including Microcosm [88] [51], Sun’s Link
Service[122], VNS [141] and Hyperform [163]. |

3. Automatic and Reconfigurable Hypertext;

To reach the goal of a large-scale information network, the consistent, system-
atic and automatic generation of the link structure is crucial. Some investiga--
tions on the automatic generation of hypertext structure have been reported by
Rada & Diaper [23] [125] [126].

4. Searchable Hypertext.

In some sense, hypertext stands for a navigational access to the information.
The ability to browse around a network by following. the link structure from
an information component to another is a defining feature of hypertext. It is
precisely this ability that makes hypertext a powerful tool for managing loosely
structured information. However, the eiperieﬁce from the ﬁrevioue generations
of hypertext suggests that navigational access by itself is insufficient. Effective
access to information stored in an Information Space requires both query-based
global access and browsing-based local access [80] [68]. Neverthelessy.recent
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theoretical studies and the practice of searchable hypertext have been limited

to the following aspects:

e Theoretical analysis [68];
o Query-based access to a starting point for local browsing;
¢ Query-based access in a highly-structured hypertext environment;

¢ Query-based access in semi-searchable hypertext [151].

Labelled by many as “yet to be fully explored” [37] [80] [52], searchable hyper-

text represents a very important feature of the new generation of hypertext. '
. Intelligent Hypertext;
Whilst users are able to browse in many hypertext systems, they are still dogged

by worries such as getting lost in the information web, or unable to find the re-
quired information... Consequently, their browsing is still constrained by many
factors. Attempts to overcome these difficulties are being made by applying
other related studies like artificial intelligence (AI), neural networks, psychol-
ogy, probability theory, etc. in hypertext, with the following aims.:_

¢ To understand the information users and their information needs better;

e To create intelligent systems with some domain knowledge and reasoning

ability.

Savoy [139], Frisse [67] & Cousins [68], Croft & Turtle [159] [44], and Rada
[127] are amongst the pioneers creating such intelligent information systems.
Their researches are basically tackling these problems. Furthermore, there is
a trend to integrate hypertext more closely with conventional IR methodolo-
gies. Labelled as “compited links”, various technologies developed in intelligent
information retrieval systems may be well applied in hypertext [151] [83] [51].

. Hypertext and Hypermedia.

Since late 1980s, many multimedia systems have been developed to provide an
integrated environment for the creation, storage and presentation of a variety
of media types (e.g. text, graphics, audio and video). The combination of
multimedia and hypertext leads to a new notion called hypermedia. In a hy-
permedia system, the information database includes not only plain text, but
various other media types; its link structure connects these homo-media and
hetero-media nodes to formulate a multimedia web. Currently, hypermedia

is being investigated in a number of systems including Elastic Charles [118],
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Microcosm [51] [83] [88]. This should further extend the user acceptance and

application of original design.

3.3 Why Hypertext?

.Hypertext is a computer-based medium for thinking and communication [37]. Its

: esSi;nce is the ma.chine;supported anchors and links which are able to represent the

more complicated concepts and the relationships among concepts; as a result, it share

_ greater similarity with human mental associations. Hypertext makes the communi-

cations between machine and human beings easier. Hypertext can be compared and

‘contrasted with other information media as follows:

1. Hypertext provides a better mechanism for delivering information than tradi-

tion_a.l documents.

- Although traditional linear literature is also organized hierarchicé.]ly and in-
terlinked richly for nonlinear reading with cross-references, bibliographic ref-

erences, dictionaries, encyclopedias, indexes, glossaries, etc, the machine-

supported hypertext provides a superior model for the following reasons:

It makes searching and following those referential trails easier and faster;
It supports more dimensions of movement inside the Information Space,
not only the linear ones like forward and backward, but also the nonlinear
movements among information components; therefore, it provides greater

flexibility and convenience;

‘It facilitates the access to large, distributed and diversified complex infor-

. mation sources;

It provides possibilities for using machine intelligence as an extension of
human intelligence for learning, remembering and reasoning;

Most importantly, as 'ma.chi_ne-supported hypertext links enhance the
user’s mobiﬁfy in an Information Space and make these movements closer
to the speed of human thinking associations, they provide tremendous help
in keeping those associations continuous, or even help in stimulating new

thinking associations.
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2. Hypertext offers new possibilities for authors and editors, for collaboration and

for dynamic revising and updating.

Whereas word processors provide good tools for word- and sentence-level au-
thoring, hypertext goes further in helping the human being to explore concepts,

to structure ideas and to organize the order of presentation.

':3. Hypertext provides a more suitable model for information retrieval than general

‘databases or database management systems (DBMS).

Although a database is a fundamental element of hypertext, and hypertext
shares some similarities with database models (especially the recent ones like
relational databases [107] [149], object-oriented databases [102] [23] and seman-

tic databases [90]), they emphasize different aspects of information management

and retrieval; thus, they are suitable for different applications. Whilst these dif-

ferences are listed in [63], they can be summarized as follows:

o Hypertext and DBMS have different goals. Whereas DBMS is mainly

for the manipulation of homogeneous data and logical operations of these

data, hypertext allows the integration of heterogeneous information, as .-

well as the exploration and browsing of the information;

¢ They have different emphases. Whilst a database or DBMS puts the pri-
ority on logical form over content, a hypertext system emphasizes the
contents rather than the form;

o Although a database, or a DBMS, can totally ignore its users and operate
on the basis of as-a-matter-of-fact, the essence of hypertext is to follow and
mimic human associations; thus, the user’s cognitive and psychological

attributes are very important in hypertext applications;

e A database management system (DBMS) lacks the single coherent inter-

face with stored information which is the hallmark of hypertext [37].

4. Even though most text processing tools share some similarities with hyper-
text systems, hypertext provides a superior model for information retrieval.
This is because, as well as supporting hierarchical databases and sophisticated
interfaces for viewing different components in the database, it also supports

cross-references between components.
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e The Runtime Layer, which provides a mechanism to define how hypertext

components and links will be displayed and manipulated.

As shown in Figure 3.1, the Dexter model presents the minimal features of

a hypertext system, and emphasizes a Storage Layer where the fundamental

features of hypertext are represented. Internal representation of information

components is performed by the Within-Component Layer and mediated by

Anchoring Mechanisms. Presentation is carried out by a Runtime Lgyez: in :

conjunction with Presentation Specifications. The Dexter model is discussed in
 more detail in Section 8.2.1. |

2. gIBIS was developed by Conklin and Begeman in 1989, based on the Issue-
Based Information System (IBIS) [38]. The model defines a three-layer tree
structure, with nodes of tree (i.e., issues, positions and arguments) as infor-
mation components and arcs as the semantic relationships. As the authors
put it, “Although gIBIS is a relatively weak form of hypertext, it has shown
itself to be useful both in terms of structuring and preserving a cbmplex line
of reasoning and in terms of supporting an explicit rhetorical model.” The
link semantics imposed by gIBIS complement the structural features defined
by the Dexter model and provide a framework for the semantics of associations

between hypertext components and a primitive reasoning mechanism.

3. Trellis is based on Petri nets [150]. Places represent possible actions such as
“display a component”. Attributes of places can represent information about
component and link parameters. Preconditions represent the necessary condi-

tions to transfer from one state to another.

3.4.2 Problems Existing in Present Hypertext Systems.

Seven main problems existing in hypertext systems are listed as follows:

1. Thereis alack of a proper abstract data structure for the hypertext associations.

Until now, no formal data structures have been proposed for the systematic
management of the information web (anchors and links) used in hypertext. This
hindens further advances in the area. As suggested by Thuring [153]: “Clearly,
it is not sufficient to merely link the nodes, since a link only indicates the
ezistence of a relation without specifying its semantics”. This makes hypertext

confusing for both authors and information users.
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At the moment, most of the hyperization is done manually; this limits the scale
of information webs that can be provided, as well as incurring a high cost in
human effort involved in building up the network. As one example, the hyper-
ization of 8 papers about hypertext in the July 1988 issue of Communications
of the Association of Computing Machinery took 12/person-week to com-
plete the work [23]. Furthermore, these manual settings do not always represent

the best presentation of the Information Space. -

In oraer to build up a massive and global network of information with a large
number of intra- and inter-document links, an automatic hyperization mecha-

nism is necessary for two reasons:

e To help authors and editors to set up associations efficiently between in-

formation components, or between concepts;

e To automatically generate the data structure for hypertext.

So far, very limited work has been done on the automation of hypertext [70]
[23]. Furthermore, it is more successful dealing with highly-structured texts like
dictionaries, manuals, directories, catalogues and electronic yellow pages [23].

Hyperization of lowly-structured texts is still an open question (Chapter 5).
. Structure of the hypertext network.

Many aspects of the data structure needed for hypertext are still unknown. For
example, in what form the information components in the Document Space
should be stored and represented, how many links a hypertext system should
facilitate and how these links should be be organized and presented, etc..

. Searching for facts versus browsing.

Browsing is an effective way to formulate a description of an information need
and mimics the information user’s thinking associations; however, it is limited
by its local-access methodology, whilst global indexes always provide instant
and efficient access to the Information Space. As Frisse puts it [68], “Because
indexes are in one sense a set of ‘pre-compiled’ links, they facilitate access to
a needed information unit without the need for traversal through many inter-
mediate information units and the time necessary to find indexed information

does not increase significantly as the size of the document space increases.”

Which of them presents a better information retrieval pattern may depend on
the nature of the users’ thinking associations at a specific time. For example,

when this association is a continuous, local and blurred process, the user may
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feel comfortable in browsing for information with recognition playing an impor-
tant role. Nevertheless, when this association process is a jumpy, discontinuous
and precise process, a global index could speed up the search and retrieval pro-
cess so as to present a better information retrieval model. Here, recall can play

a more important role.

Therefore, a good solution may be a proper combination of both methods in
one information retrieval model. As suggested in the literature [68] [154] [80],

many researchers realize the problem but little has been done to resolve it.
. User (dis)orientation;

Along with the power to organize information much more diversely comes the

problem of users needing to know:

e Their locations in the network;

e Which link(s) to follow to improve the probability of locating the desired

information.

Without explicit and clear representatiorl of ‘thei.r'data 'strﬁctures,_‘ hypertext
systems usually do not provide adequate help for their users. This quite of-
ten leads to the so-called “getting lost” problem in the hypertext literature.
Obviously, a user might also have disorientation problems with traditional lin- -
ear documents; but there, the options are only limited to forward or backward
search. In hypertext, as more degrees of freedom and more dimensions of move-
ment are offered, the potential for a user to get lost, or disoriented, becomes

greater, especially when the network of knowledge becomes massive and global.

Another aspect is that finding the location in a database should not be as
difficult as knowing where to go next. Whereas the former can be resolved sat-
isfactorily with the existing computer technology, researchers still can not find
a good solution for on-line navigation. Many gra.ph1ca.l tools have been devel-
oped to help browsing or getting onented they include Fisheye, Ma.p, HlStOIV
graphs, Twin cards, etc. However, these tools can be efficient only in ‘some
limited applications, or alleviate the problem only vpvartia]ly (116]. A thorough
solution may still be the provision of a more transparent data structure for the
associations. In this way, not only are the mformatmn components connected
but also the mechanism and reason behind such a connection [concept(s) and
information shared by different Adocumerlts], can be shown to the user. As a

result, the users can overcome their passive roles in the hypertext environment,
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and take more active parts in information retrieval and browsing. This reflects

the essence of hypertext.
. Cognitive overhead;

Hypertext tends to present the readers with a large number of choices as to
which links to follow and which to leave alone. These choices engender a certain
overhead in decision making; an overhead that is absent when the author has
already made many of these choices for you. In other words, an additional effort
and concentration is needed to maintain several tasks or trails at one time. This
aspect of hypertext has advantages when the richness is needed, and drawbacks
when it is not [37].

. Learning and improvement.

Again, without a thorough understanding of hypertext and its data structure,
learning and improvement on hypertext structures becomes almost impossible.
Conklin addressed this problem in 1987 [37] and Halasz put it as one of the
main issues for the future development of hypertext models and systems [80].

However, no solutions have yet been proposed.

3.5 Soft-Link Hypertext

The conclusion drawn from the above discussions is that the major obstacle to fur-

ther development of hypertext lies on the implicit nature of its link structure. This

implication disregard the semantic and logical relationship between two linked infor-

mation components (concepts), limit the expressibility of the link structure and leads

to the confusion to both the information authors and users. Should this relationship

be made explicit, several problems discussed in Section 3.4 could be solved. It should
be noted that making the hypertext link structure explicit would not be too difficult
as the global index, based on which the hyperization happens, already exists and has

been fairly-well studied.

N
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Investigation of a new hypertext model, with its explicit link structure based on a

special mechanism called conceptual indez, constitutes the main topic of this research.

Browsing trail i Document Space
Docu 1 the collection of document

Index Space
collections of concepts and
The Inf tion S their relationships
on Space which are explicit to the user
R LR L LR L L LR L DL LR
/ ‘ The User
, ’
The User ,', O/o s the motivation and
/S O J information-seeking history
J s presented in a
ececcececcaccccncecae————— S conceptual structure

Figure 3.3: A soft-link hypertext model.

Figure 3.3 represents a different approach to browsing than the conventional hard-
link hypertext model shown in Figure 2.3. In the conventional hard-link hypertext
environment, browsing from Document 1 to Document 2 follows a pre-set hypertext
link (Figure 2.3); therefore, problems exist and the data structure confuses the user.
In the soft-link hypertext model, after a user clicks a hypertext source anchor in
Document 1, he/she first goes to the Index Space where an explicit link structure is
displayed. There, a proper link can be chosen and followed, according to the user’s
information needs. Finally, the user goes to Document 2 by following the hypertext

link and the pointer provided by the conceptual index (Figure 3.3).

The difference between traditional search and retrieval, traditional hard-link hyper-
text and soft-link hypertext is also illustrated in Figure 3.4. In each of these models,
implicit operations are represented in dashed boxes. For example, in the traditional
hard-link hypertext model, the conventional indexing and searching operations are

usually disregarded. Instead, documents are linked one another in hyperization,
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whilst the information user explores the Information Space by following these links
from one document to another during his/her browsing procedure. Nonetheless, a
closer study reveals that, even in the model, both indexing and searching are actually
applied. They are embedded in the hyperization process. As Frisse pointed out [68],
the conventional index structure in fact accommodates a set of “pre-compiled” links.
. The human who generates the link structure in the traditional hypertext environment
has actually gone through the indexing and searching processes either consciously or

‘subconsciously.

1. Traditional search and retrieval model:

Indexing: Document —> Keyword
Searching:  Keyword -—> Document

2. Traditional hard-link hypertext model:

--------------------------------

Hyperizing: Document -—-> Document
Browsing: Document -—->  Document

3. Soft-link hypertext model:

Indexing: Document -—> Keyword
Searching: Keyword -—> Document

Browsing: Document ---> Keyword ---> Document

Figure 3.4: The difference between three different IR models.
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The soft-link hypertext model has the following potential advantages:

1. When the Index Space plays an important part as the link structure in the
soft-link hypertext model, the tedious and expensive manual hyperization may

become redundant. Automatic indexing and hyperization are possible;

2. If the users need to choose which link(s) to follow, the whole structure must
be explicit for them. Here, the information users are more actively involved in
the information retrieval and browsing procedure; a hypertext link is followed

because the user wants it, not because the author wants it;

Mmcnt Spaée '
the collection of document

Browsing trail

Index Space
a conceptual index adopted
i.c., a semantic network built

The Information Space upon the conventional index

/ / The User

The User ;S O/o < the motivation and
S O J information-secking history
,
U

presented in a
e edeceececcceneer——————- v conceptual structure

Figure 3.5: The conceptual index in the soft-link hypertext model.

3. The core of the soft-link hypertext model lies in a special data structure, called
the conceptual indez, adopted in the Index Space (Figure 3.5). Traditionally,
the global index provides the mappings from index terms to documents and
facilitates global and immediate access to any index terms in an Information
Space (Seétion 2.2.1). In the soft-link hypertext model, the conceptual index
is composed of a semantic net built upon the conventional index mechanism;
therefore, it not only inherits the characteristics of the global approach, but

more importantly, supports local associations among index terms (concepts).
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With such a structure, the real beneficiary is the user, whose mobility in the
Information Space should increase and the problem of getting lost should be
alleviated;

4. The soft-link hypertext also breaks the limitation of the conventional one-to-
one hypertext structure and facilitates one-to-many associations from the source
anchor to the destination. For example, in the conventional hard-link hyper-
text environment (Figure 3.2), invoking hypertext mechanism in Document 1
usually means that the user is transferred to another specified aocuméﬁt, Doc-
ument 2. There, the assumption of hypertext is from one document to é.nother,
e.g. Document 1 to Document 2, a one-to-one structure. Nevertheless, in the
soft-ink hypertext (Figure 3.5), this one-to-one structure no longer exists. A
user can be transferred to many different destination document (Document 2,
Document 3, ..., Document j) from Document 1, depending on which soft link

is chosen;

5. A sophisticated semantic net can be adopted in the Index Space to support
various kinds of associations and relationships. As a result, a much richer set
of entities can be expressed. This leads to many positive effects for information

retrieval applications including hypertext;

6. Machine learning mechanisms can be used on the conceptual index to facilitate
self-adjustment and evolvement of the structure, and improve its usability; they
can also provide some extra information for the information user, and make

information retrieval more efficient.

Full development of the soft-link hypertext model, which includes its theory and
implementation, is presented in detail in the following chapters. Chapter 5 introduces
the special conceptual index structure used in the soft-link hypertext model: on
the one hand, the conceptual index still provides the mapping from each individual
concept to the related documents, and therefore, supports the normal Boolean search
model; however, on the other hand, the semantic net adopted in the conceptual index
constitutes the rélationship among concepts, and therefore, supports local hypertext
associations. A set of non-syntactic & non-semantic formulation rules are used to
formulate the conceptual index. These rules are also presented in Chapter 5. The
methodology and the mechanisms of the soft-link hypertext model are developed in
Chapters 6 and 7, whilst a version of its implementation is presented in Chapter 8.

Finally, the model and its implementation are evaluated in Chapter 9.



Chapter 4
Conceptual Graph

A conceptual graph is defined in this chapter, with which the conceptual
indez used in the soft-link hypertext model can be represented as a graph,.
G = (Vg, Vr). In this way, the relevant notions in graph theory can be

well adopted to describe the state-space of the Information Space, as well .
as its applications in information retrieval. The nodes in the conceptual
graph represents different information components (or anchors) , the arcs
represents the relationships between these components (hypertezt links),

and finally, the paths represents the information user’s browsing trails in
an Information Space. Although the conceptual graph might not seem to

be of much help at this stage, it provides a theoretical base and formal
notation for further presentations in following chapters.

4.1 Introduction

The theory of conceptual structure was originally used in the semantic network of
knowledge-Ba.sed systems. It forms a knowledge representation language based on
linguistics, psychology and philosophy [145], in which concept nodes are used to
represent entities, attributes, states and events, whilst relation nodes show how the

concepts are interconnected.

The immediate advantage of adoption of the conceptual graph is that all notions in
the graph theory can be easily introduced into the dissertation. With its elements
endowed with some semantic meaning, the conceptual graph becomes very useful in
presenting the soft-link hypertext model and its applications in information retrieval.
This presentation not only includes the state-space of the model, but also covers the
dynamic operations and all related events happening in the model. As a result, all
IR pfactices can be explained by the related operations in the conceptual graph. For
example, formulation of the conceptual index can be explained as the addition of
nodes and arcs, removing information components as deletion of nodes and arcs, and

information retrieval and browsing as paths, or trails, on the conceptual graph.
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4.2 Some Definitions

In this dissertation, I adopt three conventional terms defined by Sowa [145]. They

are concept, conceptual relation and conceptual graph.

Definition 4.1 In the theory of conceptual structure, basic primitives are called

concepts [144].

Concepts represent the smallest information unit in an Information Space. Repre-
sented in a language, concepts can be either expressed by a word, or the combination

- of words (phrases). For example, in Figure 4.1, Hypertext is a concept, Definition

of Hypertext is another concept.

Hypertext

Definition 4.2 Connections between concepts are represented by conceptual

Application of

Definition of
H Xt
C ekt
. Hypertext Advantages of
7‘---)?? .f_—'\ Hypertext
Hypertext
and database
History of
H Xt

Figure 4.1: A conceptual graph.

relations [144].

Definition 4.3 A conceptual graph, G = (Vc, VR), is a finite and directed graph:

e Ve represents the set of concept;

o Vg represents the set of conceptual relation:

* Va C Vo x V;

* Vo ={Vai; = (VC:'; VCj) |Ve: € Ve, Vej € Vc};

* Vi = Vaij(Ves).
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Figure 4.1 shows a conceptual graph with nine vertexes and nine arcs. Each vertex
represents a concept. The arcs represent separately the conceptual relations def-
inition, model, advantage, database, history, prototypes, extension and
application. It can be seen that a single concept by itself may form a conceptual
graph, but every conceptual relation must be linked at least to two concepts. The
conceptual graph provides a graceful notation to represent the data structure of any
Information Space. If all the concepts accommodated in an Information Space is
noted as a set Concept, it should be a part (i.e., a subset) of the concept exists in the
universe (which is noted as CONCEPT), i.e., Concept C CONCEPT. '

Furthermore, in order to make the further presentations easier, another three terms

are defined: #mmediate successor, immediate predecessor and conceptual path.

Definition 4.4 Vertex Vcgjis called a immediate successorof vertex Vai if there exists

an arc ( Vai, Vo) € VR. The set of all immediate successors of Vci is denoted by

T'E( Vo).

Definition 4.5 Vertex Vc; is called a immediate predecessor of vertex Ve if there
exists an arc (Vay, Vai) € VR. The set of all immediate predecessors of vertex Vai is

denoted by

Pa( VCi).

o The set of all immediate neighbours of Vc: is denoted by
I'e(Va) = TE(Va) U T'g(Va).

e The degree of vertex Vci is the number of arcs with Vci as an endpoint. The
degree of Vci is denoted by dg(i) = d&(i) + dg(i):

Definition 4.6 A sequence of concept pairs, ( Ve, Vci), (Va, Vea), ..., (Vai, Vain),
ceey (VCau1, Vea) is called a conceptual path, noted as P = { Vco, Vacu, ..., Vea}, when

e Vo € Vg, wherei =0, 1, .., n-1;
o Vcivs = Vrigsn)( Vai), where Vrig+r) € VR,1=0, 1, ..., n-1.

e n is the length of the conceptual path;
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4.3 Conceptual Structure in Soft-link Hypertext

As shown in Section 3.5, a special data structure, called the conceptual index, is used
in the Index Space in the soft-link hypertext model. It consists of a semantic net
built upon the conventional global index structure (mapping from the concept to the
document); as a result, the conceptual index combines the conventional global in-
dex mechanism with the related semantic relationships among different index terms.
Therefore, it supports both global access to, and local associations a.moﬁé, the con-
cepts. With the conceptual structure defined in the last section, the concei)tual index
can be represented as a conceptual graph, G = (Vc, VR) (Figure 4.2).

1. Each vertex in the graph represents an individual concept in the conceptual
index. Each vertex has an attribute associated with it, which provides a list of
pointers to the related documents. The attribute constitutes the mapping from
concepts (index terms) to documents. Therefore, the conceptual subgraph,

G’ = (Vc, NULL), by itself accommodates the conventional index structure;

For example, when the user expresses the information need as a concept (Hy-
permedia), all the documents including the concept, Hypermedia, can be

retrieved by following the pointers associated with the related attribute.

Figure 4.2: A conceptual index in the soft-link hypertext model.
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2. Each conceptual path with length 1 (concept — conceptual relation — concept)
facilitates a local association between a pair of concepts. In fact, this association
represents a hypertext structure (source anchor — hypertext link — destination
anchor). As a result, it is easy to see that the conceptual index constitutes the

link structure suitable for hypertext (Figure 4.3).
For example, when the user invokes the soft-link hypertext by clicking Hyper-

text in Document 1, the correspondiné concept (Hypertext) in the conceptual
index represents the source anchor and sei;ves as a starting point of a potential
hypertext association. Here, each of the arcs from the concept Hypertext to
its immediate successors constitutes a soft hypertext link. By choosing one
of these soft ]ihks, é.g.,‘ (Hypeftext, Models of hypertext), the user could
be traversed to another conce'p't.. ‘(Models of hypertext in this case) and to
Document 2 in which the destination anchor Models of hypertext is included.

Browsing trail . Docu 3

—————+f Docul JUTTIY Document Space
JY Al Docu2, N -—
== N : - source ~> link --> destination
[~ ——
~ e
N
Index Space

concept-—->conceptual relation-->concept

The Information Space

s e~ =~ ’ V Pk .
s sl el e S/ The User
ea ! TG P . 4 ) i
The User S - i whost information needs
.- 4 ’ . PRy
L ; SRR P are implicitly expressed

Figure 4.3: The correspondence of different layers.
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Thus, it is easy to see that such a conceptual index used in the soft-link hypertext

model has at least the following advantages:

1. If a user’s browsing during a hypertext session is noted as a set of conceptual
paths, PATH* = < P},P},...,P! >, PATH* should be the copy of that ex-
pressed implicitly in the user’s mind and reflect his/her real information needs.

PATH?® is used in Chapter 7 for inferencing the user’s next move;

9. When the conceptual index is adopted in the Information Space, the hypertext
~ structure becomes explicit and flexible. Furthermore, the tedious and expensive
manual hyperization can be saved (Figure 3.4). Here, hyperization is turned
into the formulation of the semantic net needed for the conééptua.l index; thus,

automatic hyperization process becomes possible;

3. With the soft-link hypertext model, the operation of information retrieval pro-

cess becomes:
Document i — Conceptual index — Document j — ...

Here, the focus of IR operations is shifted to the Index Space. The organiza-
tion and manipulation of the Information Space becomes the operations on the

conceptual index in the Index Space.

The questions that now arise concern how such a conceptual index can be automati-
cally, or semi-automatically, generated; what kinds of intelligence can be installed on
such a data structure; finally, how it can be used to help in information search and

retrieval. These are the questions to be addressed in the following chapters.

First, in Chapter 5, an automatic index formulation mechanism is introduced to build
up the conceptual index. Based on the conventional full-text indexing methodologies
and a set of non-syntactic & non-semantic formulation rules, a global index and the
related semantic net are automatically generated. Chapter 6 defines a connectionist
network, based on which the individual mechanisms in the soft-link hypertext model
are built. The dynamic operations and applications of the soft-link hypertext model
are governed by these mechanisms. These mechanisms are developed, in Chapter
7, to constitute the soft-link hypertext model. The model, as well as a version of
its implementation, is presented in Chapter 8. Finally, in Chapter 9, the soft-link

hypertext model and an implemented system are evaluated.



Chapter 5
The Conceptual Index and Its

Formulation

Chapter 5 describes the conceptual indez and its automatic formulation.
It first reviews the diverse data structures and formulation methodologies
used in different IR environments. Based on such an analysis, an au-
tomatic formulation mechanism ts developed to generate the conceptual
indez in the soft-link hypertezt model. Such a generation process includes
two different, but related tasks: developing a global indez, and building a -
semantic net on it. The formulation mechanism adopted in the soft-link
hypertezt model is based on the conventional full-text indezing method-
ology and a set of non-syntactic & non-semantic formulation rules. .An
tmplementation of the formulation mechanism, as well as an ezperiment
designed to assess the mechanism, is also described briefly in the chapter.

5.1 Global Index and Indexing

As discussed in Chapter 2, an index is a data structure used in information systems
to speed up the searching process, whilst indexing deals with the mapping from the
Document Space to such a data structure. The idea is to formulate some content
identifiers outside the Document Space, which could provide a more systematic view
of all information components. In this way, searching can be made more efficient by
comparing users’ queries with these identifiers, instead of with information compo-

nents one by one.

In a traditional IR environment, those identifiers, known as keywords or index terms,
are usually collected and stored alphabetically in special files called inverted files.
There, searching is to locate specific index terms in an inverted file. This ensures rapid
and straightforward access to any index terms in the Information Space. Furthermore,
different software tools could be used to speed up this locating process. Inverted files
are popularly used in all Boolean and extended Boolean models. Because of its
global accessing methodology, such a data structure is called the global indez in this

dissertation. The attributes of the global index can be summarized as follows:

50
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1. The global index facilitates one-step access to any needed index items (concepts)
without the need for traversal through many intermediate ones. In another
words, it always ensures fast and efficient access to any specific index terms in

- an Information Space;

2. The time necessary to find a specific index item does not increase significantly

as the size of the Document Space increases;

3. The global index adopted in the traditional IR models represents a low-level

data structure for information organization. This is mainly because its content
identifiers can only express simple concepts, but are inadequate for composite
concepts, nor relationships between concepts (Section 2.2.1). As a result, it
is only suitable for some simple, bibliogr'a.phicinformation-seeking processes
(Section 8.4).

Resolving power

of words o _ Presumed resolving power of
significant words for global index
Nonsignificant -Nonsignificant
high-frequency low-frequency
terms terms

mmmeeaN ermcscsnsccancanseena ()

Words in decreasing
frequency order

Figure 5.1: Resolving power of significant (medium-frequency) words.

Indexing for the global index is to choose a set of keywords, which are able to most
efficiently identify different documents [134] (Figure 5.1). Meanwhile, a specific rela-
tionship among documents, measured by the number of index terms shared among

different documents, can be represented with such a data.structure. This is called |

clustering.
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5.2 Local Hypertext Structure

Another data structure, based on identifiers known as anchors and links, is exclusively
used for hypertext. Unlike the global approach, the mapping from the concept(s)
to different documents become less important in hypertext; therefore, it is usually
neglected. Instead, different documents (or different sections in one document) which
share similar concepts are linked together to form an information web (Section 2.2.2).
It can be seen that the hypertext link structure is more document-to-document,
or concept-to-concept based; thus, it constitutes a local approach. In hypertext,
searching becomes a browsing process from one information component to another .

via the link structure. Such a local data structure has the following advantages:

1. This local hypertext approach offers another data structure to organize the

information, and represents some added knowledge to the Document Space:

e Anchors provide a richer set of expressions than the ordinary keywords
and Boolean operators in representing the concept. They are able to cover
both the simple concepts (keywords), and composite concepts (phrases);

e Links represent the relationships between concepts. The mere presenta-
tion of a link by itself implies the existence of more information on the
chosen concept, or some extension of it; therefore, the link provides an ex-
tra information in the Information Space. These extensions may include

semantical, logical, or even conceptual expansion of the concepts.

2. The hypertext structure, emphasizing on various relationships and associations
between concepts or documents, offers a higher-level structure which is more

similar to that in human memory. It supports “selection by associations”;

3. The hypertext structure supports local browsing which is more suitable for

psychological recognition processes and continuous thinking associations;

4. The hypertext structure presents a more sophisticated extension of knowledge
of the Document Space than the traditional data structure. It is, therefore,

suitable for more sophisticated information-seeking processes (Chapter 8).

Formulation ofithe hypertext data structure requires the identification of anchors for
proper concepts, and building up links among information components, or concepts.
This is traditionally known as hyperization. However, until now, due to the inade-

quate natural language processing technologies, the automatic identification of these
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composite concepts (anchors) and relationships between concepts (links) is still very

difficult, if not totally impossible. Hyperization is, hence, still an open question.

As seen in the literature [37], automatic hyperization has only been successfully ap-

plied in the following two special hypertext applicational environments:

1. Logical document structure — hypertext: When a document is organized in
such a way that each of its logical unit (document, chapter, section, para-
graph...) is self-contained, its logical structure can be adopted straightforwardly
as the hypertext structure. In this way, each logical unit is naturally fitted into
a unique information component on the subject. The title, headline, or even

the first couple of words of the component can be used as the content identifier;

2. Highly-structured text — hypertext: Automatic hyperization of a highly-
structured Information Space (e.g. directory, electronic yellow page, dictionary,
encyclopedia, catalogue and manual, etc.) is usually easy and straightforward,

because of its self-conta.ined structure.

Besides these two exceptions, hyperi.za.tionwof ordix}a.ry lowly-structured documents
is always done manually; therefore, it is always ve;y difficult and time-consuming.
One of the past experiences is to change 8 journal papers (Communications of
the Association of Computing Machinery, July 1988) into hypertext [23]. The
papers were written independently for journal publication, linearly with minimal
cross-referencing across papers.' Using Hperties, it took 12 person-weeks to complete
this hyperization process: the eight papers were first cut into 86 Hyperties articles,
38 figures and 120 references (low-structured text to high-structured text); then an
overview was added to each Hyperties article to provide a set of links to topics
(provision of hypertext link). As a conclusion, Brown said that “While some portions
of the conversion could be automated, it seems likely that conversion of a similar

collection of scientific papers would require a similar amount of overall effort” [23].

5.3 Relation between Global and Local Approaches

Although the two approaches discussed in last two sections represent two different
information organization and retrieval methodologies, and are used in different IR

models, they are strongly related to each other. The reasons can be listed as follows:
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3. The two mechanisms are combined and used with the support of thesauri-styled
semantic networks, like Bayesian network and belief network employed in some
IR systems [139] [68].

In the next section, a conceptual index, which combines both global and local mech-
anisms, is proposed. An automatic formulation mechanism for the conceptual index

is developed in Section 5.5.

5.4 Conceptual Index — Global 4 Local

Based on the discussions in last several sections, it can be seen that global and local
approaches are two different, but complementary data structures. They represent
different levels of information organization and have different emphases; they are
suitable for different applicational environments. “The challenge is how to combine

these two mechanisms properly inside one framework” [116].

we--p Global index (Concept ---> Document)

—» Local associations (Concept ---> Concept)

Figure 5.3: A conceptual index — global + local approaches.

As the first step to build up the soft-link hypertext model, a conceptual index (shown
in Figure 5.3) is introduced in the Index Space. It combines these two approaches
(global and local) in one IR infrastructure. The structure of the conceptual index is

described in more detail as follows:
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e With its attribute, each individual concept in the conceptual index can
provide the mapping from itself to the related information components
(Figure 5.5). Thus, the conventional global index structure is supported
by the conceptual index. Its index term is each individual concept; it
serves exactly the same functions as inverted files do in the traditional IR

environment. Boolean operations can be also applicable in the procedure;

e Another approach, provided by concepts and conceptual relations, rep-
resents the mapping from concepts to concepts and then to information
components (Figure 5.3). This concept-to-concept mechanism is very use-

ful for the following reasons:

(a) It could be used to express expansions from simple concept(s) to com-
plicated concept(s), or to phrases;

(b) It could be used for synonymic/isomorphic/semantic relationships.
[Frisse [67], Savoy [139] and Croft & Turtle [44]’s applications of se-
mantic network (belief network) in IR belong to this group];

(c) It could be used for more sophisticated conceptual relationships, such
as Definition, Applications, etc. (Figure 5.4).

. Whereas the global index facilitates global and rapid access to any concept in
the Index Space, the local conceptual structure facilitates local “selection by
association”, which constitutes a higher-level structure and is suitable for more
complicated IR tasks like hypertext (Figure 5.4);

. Each association on the conceptual index is a potential hypertext link, a soft
link, by invoking which an information user could be transferred from one con-

cept to another, or from one information component to another (Figure 5.4);

. With a conceptual index, both global and local structures are combined in one

framework;
. The formulation of such a conceptual index could be fully automatic:
¢ Indexing methodology for the global index has been well studied [134];

e Automatic formulation of the required semantic net is still very difficult,
due to the present limitation of natural language processing technologies.
However, an attempt is made in this research, which applies a set of non-
syntactic & non-semantic formulation rules on each index term to for-
mulate the concept-to-concept mapping between it and other related con-

cepts. Hopefully, this mechanism is able to identify composite concepts
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and conceptual relations to be used as anchors and links in hypertext.
Furthermore, intelligent mechanisms used in the soft-link hypertext model

are applied to improve the formulated conceptual index.

In next two sections, an automatic formulation mechanism designed to generate such
a conceptual index structure is presented. An implementation of the mechanism, as
well as the design of an experiment to test its feasibility and effectiveness, is described

briefly in Section 5.6.

5.5 Formulation of the Conceptual Index

Formulation of the conceptual index structure in the soft-link hypertext model is an

automatic process. It includes the following steps:

1. Based on the conventional full-text indexing methodology [134], all information
components in the Document Space are analyzed, and a global index is firstly

- generated. Each of these index terms constitutes a concept;

2. The second step is to formulate a semantic net. This is to identify both the

cdmposite concepts and the rélatioﬁships between concepts.

Whereas the global inde:dﬁg is based the observation that the frequency of oc-
currence of individual word types (that is, of distinct words) in natural language
texts has s'ométhixig to do with the importance of these words for purposes of
content representation [13.4], the formulation of the semantic net is based on
the hypothesis that, if a proper stoplist is used, composite concepts,
as well as the relationships between concepts, can be formulated by
finding the closest (nearest) neighbour of each occurrence of a simple
- concept (keyword);
Traditionally, about 250 high-frequency function words are usually used during
the global indexing as stop words. They comprise 40 to 50 percent of the text
words, serve as poor discriminators and need to be eliminated [134]. However,
the resolved index terms from the traditional indexing mechanism are still too
general and extensive for conceptual relations. Here, a second and longer list of
stop words is needed to limit the set of terms for conceptual relations (Figure

56) |
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Figure 5.6: Resolving power of significant words for the semantic net.

Figure 5.6 shows the resolving power of significant words for conceptual relations .
needed for the formulation of the semantic net. Compared with Figure 5.1, it

can be seen that the emphasis of the semantic net formulation is different from

that of the global index. Therefore, they have different requirements on the

stoplist.

. Next, for each index term on the global index, the following set of non-syntactic -
& non-semantic formulation rules is applied to find the nearest meaningful

neighbour for each of its occurrences . The located neighbour constitutes the

relationship, whilst the whole phrase represents a composite concept;
e The location of each hit of the index term in the Document Space is found;
o Its left and right immediate neighbours (words) are considered,;

If a stop word is met, the search continues on that side;

If a punctuation (, . : ;) is met, the word is chosen from the other side;

e Of the left-side and right-side options, the closer one is chosen;

If both the left-side and right-side options are equally acceptable, use the

left-side one;

e English morphology is applied on the chosen word to generate its normal

form. Several well-known algorithms exist for the removal of word endings,
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generally based on the use of a list of suffixes followed by the removal of
the longest suffix matching any entry on the suffix list [134].

The chosen word is the sought conceptual relation and the whole phrase con-

stitutes a composite concept. For example,

“..As reviewed elsewhere, rates of solute diffusion in organic polymer can
va.ry-ovéi' several orders of magnitude and will be a function of the nature
and extent of:'polymer cross-linking...” (Long-term Sorption of Halogenated
Oryaﬁic Chemicals by Aquifer Material.2. Intraparticle Diffusion. Environ-
mental Science and Technology, Vol 25, No. 7, pp. 1237 — 1249)

The glob.al index can provide a pointer, in the inverted file, from the term poly-
mer to this document. During semantic net formulation process, the physical
location of this sentence in the database is found first; then, both the left im-
mediate neighbour (organic) and the right immediate neighbour (can) of the
term polymer are examined. organic is identified as a valid term for concep-
tual relation, whereas can is not as it is in the stoplist. According to the above
formulation rules, organic is chosen as the term to represent a conceptual re-
lation and organic polymer as a whole represents a composite concept, and

as a proper hypertext destination anchor.

4. Repeat 3, until all index terms on the global index have been considered;

5.6 Implementation & Experiments

The formulation mechanism presented in the Section 5.5 has been implemented in
Tcl & Tk on SuperBook, as a part of the new soft-link hypertext system called the
Enhanced SuperBook. The implementation is presented in more detail in Chapter
8. As the techniques needed for real implementation are beyond the interests of this

research, the following steps are taken to simplify such an implementation process:

1. SuperBook fonts are not considered for any concepts (index terms);
2. Capitals are accepted for concepts (index terms);

3. A small program is used to apply some simple morphology rules, so that the

following items are treated as one word:

e Glossary word — polymer:
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(a) polymer
(b) polymer,
(c) polymers
(d) polymers:
o Glossary word — (polymer) PS-I:
(a) polymer (PS-I)
(b) polymer, PS-I
(c) polymer (PS-I, Figurei 1) .

If one of the two options is empty, use the other one instead,;

If both of the options are empfy, use the keyword itself instead;

All number (0-9, I, II, etc.) options‘ are treated as stop words;

All options beginning with a letter, ending, or including numbers are acceptable.

When a search reaches the end of a line, it continues at the beginning of the
next line. When a search reaches the beginning of a line, it goes backwards to

the previous line and continues at the end of the line.

For an index term which has immediate successor(s) in the semantic net, the
attribute attached to it is deleted. The accumulated collection of attributes
from all of its successors constitutes the global mapping from it to the related

information component;

For those index terms which have no immediate successors in the semantic net,

their attributes remains in the global index mechanism.

An experiment has been designed to test the efficiency and effectiveness of the auto-

matic index formulation mechanism. Whilst it is discussed briefly here, the detailed

presentation of experimental procedure and the results are given in Chapter 9.

5.6.1 Experiment 1 — Index Formulation

The purpose of the experiment is to test the effectiveness and efficiency of the au-

tomatic formulation mechanism for the conceptual index in the soft-link hypertext

model. It includes:

1.

Testing and evaluating the time needed for formulating the conceptual index in

the system.
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2. Testing and evaluating the memory space needed for storing the conceptual

index;
3. Testing the effectiveness of the soft links formulated;

e Evaluation of the formulation process based on domain experts;
e Evaluation of the formulation process based on traditional IR criteria:
(2) Recall;

(b) Precision.

4. Analyzing the experiment results;

5. Adjusting the non-syntactic & non-semantic formulation rules based on the

experimental results.

Full presentation of the experiment, as well as its methodologies, results and the

analysises of the results, is in Chapter 9.

5.7 Summary

In this chapter, a new and more sophisticated dafa. structure has been introduced as
an organization and presentation configuration for information retrieval. The con-
ceptual index not only facilitates the features of conventional inverted files used in
traditional IR models, but more importantly, it accommodates a conceptual structure
which could be used for more complicated IR tasks such as hypertext. This conceptual
structure, called soft links, presents a more formal configuration for the generation,
management and manipulation of anchors and links in hypertext. Whereas an auto-
matic conceptual index formulation mechanism used in the soft-link hypertext model
- has been described in the chapter, the resolved imperfcct data structure could be
further improved by the intelligent mechanisms in the model. These mechanisms are

developed in the following chapters.



Chapter 6

Spreading Activation and Learning

This chapter introduces a connectionist network, based on which the rules
governing all dynamic operations and applications of the soft-link hyper-
tezt model are defined. A review of the connectionist network and its ap-
plications in IR are given first. A connectionist network is then defined,
in Section 6.2, to represent the conceptual index. Whilst the network by
itself is enough for the state-space of the soft-link hypertext model, its
forward activation spreading and backward learning provide very powerful
mechanisms to control the dynamic operations of the model. Here, the
activation spreading is interpreted as a reasoning and navigation process;
the backward learning is used to self-adjust and improve the conceptual
indez. Activation and learning rules are also discussed in the chapter.

6.1 Connectionist Network

Connectionist networks represent information as a network of weighted, intercon-
nected nodes. They have become popular in last few decades in information process- -
ing, cognitive science, artificial intelligence, and information retrieval. The charac-

teristics of connectionist networks can be summarized as follows:
1. The structure of connectionist networks resembles that of the human brain
much more closely than conventional computers [89];

2. They offer a higher-level configuration in which machine intelligence can follow

human intelligence closely in learning, remembering and reasoning [89];

3. These networks are self-processing: once an external force is applied, they pro-
cess themselves literally. Intelligent behaviours emerge from the local interac-

tions that occur concurrently between the numerous network components [54].

6.1.1 Basic Principles

It is convenient to view any connectionist network as having three constituents:

a network, an activation rule, and a learning rule.

63
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The network consists of a set of nodes connected together via directed links. Nodes
and links represent different things depending on the motivations for constructing a
network. Each node i in a connectionist network has a numeric activation level, a;(t),
associated with it at time t. Numeric connection strengths, called weights and noted

as w;;, are often associated with a link between a pair of nodes 1 and j in the network.

The activation rule is a local procedure that each node follows in updating its acti-
vation level in the context of input from external sources and neighbour nodes. The
total input activation level, in;(t), that node i receives from its neighbours and the
external sources is used to update its own level of activation, i.e., a;(t+1) = fi(ini(t),
a;(t)); this activation level then communicates from node i to its neighbours. Thus,
a massive, explicit parallelism is involved as activation level spreads throughout a
network; all information processing occurs thrdugh these local interactions between

neighbouring nodes.

Learning in a connectionist network refers to any change that occurs in the behaviour
of the network as a result of its experiences over time. Usually, a learning rule is used
as a local procedure to describe how the weights on a connectionist network should
be altered as a function of time, i.e., w;;(t+1) = gij(a:i(t), a;(t), wi;(t)) [54).

6.1.2 History

‘Work on connectionist networks goes back at least to the 1940s [54]. Early con-
nectionist networks were called neural network models because they tried literally
to model networks of brain cells (neurons). Enthusiasm for, and research activity
on, the neural modeling waxed during the 1950s and 1960s. - However, by the late
1960s, it was decreasing due both to methodological and hardware limitations and
to excessively pessimistic attacks on the potential utility of these models. While im-
portant work on neural modelling continued during the 1970s, this activity involved

a relatively small number of investigators.

Nevertheless, those early research works have laid a very good foundation for further
theoretical studies and practices of connectionist networks. Their attempts to study
the human brain, their understanding of human intelligent mechanisms, as well as
all models built to explain human intelligent behaviours, provide a solid theoretical
base which have made connectionist networks applied popularly in other intelligence-
related fields.



65

Another class of connectionist network models emerged in cognitive psychology dur-
ing the 1960s and 1970s. These early activation spreading models had typically nodes
that represented concepts and connections that represented semantically meaningful
associations between these concepts. Thus, they are better characterized as asso-
ciative network models than as neural models. It is not until then that practical

applications of connectionist network in other scientific fields have been seen.

6.1.3 Connectionist Nei:work & Information Retrieval

Some research has been reported in the literature about the applications of connec-
tionist network in the IR enviroﬁment, mostly in information retrieval as an alterna-
tive to exact-match models such as the Boolean search model (Section 2.2.1). Usually,
a three-layer connectionist network is defined for information retrieval: the document

layer on the output side, the query layer on the input side, and the index layer as a
hidden layer in the middle (Figure 6.1).

Documents

Index terms

Queries

Figure 6.1: The typical three-layer connectionist network in IR.

In such a connectionist architecture, documents, index terms and queries are all rep-
resented as patterns of interconnected nodes whose dynamic structure is manifested
in weights associated with the connection links. The theory and practice of the

connectionist network representation have often been compared with those of the
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conventional vector space model [137]. The research in this area can be analyzed and

summarized as follows:

1. Applications of connectionist networks in the IR environment are generally very
helpful for the further theoretical studies and practices of IR, because they

extend the research of information search and retrieval to another dimension;

2. Applications of the classical three-layer network representation in IR have been
fairly well studied. They include Mozer’s first application of a connectionist
approach to the areas in IR [54], Cohen & Kjeldsen’s constrained spreading
activation in their semantic network for matching research funding agencies
and reseaich topics [36] Lelu’s a.pplication of spreading activation in image
databases [100] and Belew’ s AIR pl'OJCCt on sprea.dmg activation on query-intex-
abstract network [8] [131] [132] These practices are no doubt good experiences

for later apphca.tlons of the network in more complicated IR environments.

3. In theory, because of its inherent a.ssoc1at1ve approach and higher-level struc-
ture, activation sprea.dmg is closer to human 1nte]l1gent behaviour and is be-
heved to have the potential to outperform exact-match techniques. Further-
more, as the activation level and the Welght defined in connectionist networks
are popularly related with probability and conditional probability, the IR mod-
els based on connectionist networks are generally able to deal with uncertainty

better than the conventional ones. However, the following problems still exist:

o Experimental verification and comparative evaluation are still needed to
fully Jjustify these connectionist network model against other conventional
IR models like the vecter space model; '

e The classical three-layer connectionist network has undoubtly been, and
is still, the most popular one used in the IR environment. Nevertheless, it
does not necessarily represent the best one and needs to be fully justified.
Other representation possibilities need to be explored;

e At the moment, several activation rules are applied both to control the

 spreading process and to constrain it so that the networks can eventually

become stable. These rules need to be fully evaluated;

4. At present, the biggest problem in this research area lies on the adoption of
learning and its applications in IR. Traditional learning rules have been applied
to the connectionist networks used in IR; however, they do not necessarily

represent the most suitable ones. Belew’s AIR project is, by far, the most
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thorough study on the subject. His learning is based on the traditional Hebbian
learning, but is adapted to the IR environment; therefore, it constitutes the first
attempt to introduce a modified correlational learning rule. However, learning
in AIR, as in other projects, does not provide any additional information about
the Information Space. There, all weights are initialized at the beginning of an
IR session and updated by a;(t) x a;(t) while the session goes on [8]. In this
way, all auxiliary information provided in the Information Space is only at the
activation level of each node. In other words, activation and weight provide the

same set of information; they are redundant to each other.

It is shown next that information retrieval is a special area in which new learning
and training mechanisms are needed for effective applications of the connection-

ist network. Its unique characteristics can be listed as follows:

o There exist no universal right answers in IR — what is suitable for one
user might not be good for another; even for one user, what is suitable
for him/her in one session might not be good for the next — IR is a fully
dynamic process in which learning and training should have new meanings.
Simple adoption of user-system interactions as training data is not enough;

o As the essence of the learning is to accumulate and inherit past information
and experiences, the information collected on different IR sessions should
not be ignored and neglected. Traditionally, a librarian can help the library
readers to locate the required information more efficiently. This expertise
is based on the librarian’s knowledge about the information organization
in certain libraries, and about the certain reader group he/she is familiar
with. The similar knowledge should be equally useful for an automatic
information system. For example, statistical information like what the
other users have done, or what most of previous users do, may be of
value and help for the later users. This information, which could be easily
stored on the weight of the related connection, can provide an additional
auxiliary information (apart from the activation level for each node) to an

Information Space and provide an extra help for on-line navigation.
5. The theoretical studies and practices of connectionist networks in IR are mostly
confined to the following limited and small-scale IR environments:

o Bibliographical search and retrieval;

e Abstract search and retrieval.
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6. The connectionist network should be most suitable for application of artificial
intelligence (AI) in IR. Unfortunately, not much work has been done on this

area. The research reported in literature is limited to the following areas:

e Spreading activation on semantic networks has been applied as reasoning
mechanisms [139] [67] [159];
e These activation spreading and learning activities are used, mostly for

refining search formulation [8].

7. One of the strong points of the connectionist network is that it resembles the
human brain much more closely than conventional computers, and its activation
spreading and learning mechanism try to mimic those of human intelligence to
provide an associative a.pproa.ch; The idea behin.d. the connectionist network
theory is very close to that of hypertext, i.e. to emphasis on associations. Tt
is, in fact, an ideal model for the hypertext environment. Unfortunately, until
now, little research has been done on this aspect, except for Frisse’s work on a

highly-structured hypertext environment [67].

Browsing trail

|Docu2l
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Figure 6.2: A connectionist network defined on the Index Space
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In the next section, a connectionist network is introduced as the main structure
for intelligent behaviours of the soft-link hypertext model (Figure 6.2). Whilst the
network by itself is enough in representing the stafe-space of the conceptual index used
in the model, its activation spreading and learning are adopted to control the dynamic
operations of the model. For example, its forward activation spreading is represented
as making predictions of the user’s information needs (user modelling and reasoning)
in the soft-link hypertext enﬁroﬁmegt; its backward learning is represented as tuning
and improving the conceptual index structure, and accumulating past experiences.
In such a way, all events ha.ppening‘ on the conceptual index can be well explained,

controlled and applied in information retrieval.

The following presentation is in formal specification of Z notation. Based on a typed
set theory, Z notation is a language and a style for expressing formal specifications of
computing systems [146]. Its key feature is dependent on what is called schema, which
consists of a collection of named objects with a relationship specified by some axioms.
Z provides notations for defining schemas and later combining them in various ways,

so that large speciﬁca.tioﬁ§ can be built up in stages.

One typeis defined in this dissertation: [ CONCEPT |. CONCEPT represents all
the concepts in the universe. As shown in Section 4.2, the collection of concepts in
any Information Space is a subset of CONCEPT, i.e., Concept C CONCEPT.

For the sake of convenience, the following font and notational conventions are used:
e Vx € S: P(x) means (Vx)[x € S = P(x)};
e 3x € S: P(x) means (3x)[x € S A P(x)).

e Font conventions include:

Font Meaning
CONCEPT Type
ConceptualRelation Set
ActivationLevel Function

The connectionist network is defined in the next section. Its activation rules and
learning rules are given in Sections 6.4 and 6.5. These schemas are finally put to-

gether, in Chapter 7, to accommodate the soft-link hypertext model.
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6.2 The Connectionist Structure in the Soft-Link
Hypertext Model.

A connectionist network is now introduced to represent the conceptual index in the

Index Space, as well as all events happening in the soft-link hypertext model.

1. A éon¢9ptua1 index, G = (Vc, VE), can be defined as a connectionist network.
Hete, the nodes of the network represent the concepts Vc in the index; the

connections represents the conceptual relations VE;

Models of
Hypertext

Advantages of
Hypertext

History of
H xt

Figure 6.3: The conceptual index represented as a connectionist network.

2. An activation level, a;(t), is assigned to each concept Vci (Ve € Vc). In Section
6.4, such an activation level is interpreted as a probability indicator; therefore,
at the end of each propagation phase, the activation level of a concept Vi
represents the prediction of the probability that the concept is relevant to the

user’s information needs;
3. The activation vector, a(t) = < ao(t), a1(t), ..., an(t) >, represents the predic-
‘tion of the probability of the user’s information needs. It reflects the degree

that a system understands its user’s interests (user model);
4. Activation spreading in the network represents an automatic reasoning and user
modelling procedure in the model: '
o When the user expresses his/her information interests by either clicking a
. concept, or typing in some keywords, one unit of external activation level »

is interposed into the related node (Ve € Vi) in the network;
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o This activation level spreads in the connectionist network, first to Vci's
immediate neighbours, and then to its neighbours’ neighbours... From the
user’s viewpoint, this is a hypertext navigation procedure, in which the
most suitable potential soft link should beat the others and become out-
standing at the end of the spreading phase. From the system’s viewpoint,
this is a reasoning and user modeling process, in which the system makes
predictions about the user’s information needs and next move. Activation

spreading process is controlled and constrained by activation rules;

5. A weight is assigned to each connection in the network. It represents the relative
strength of the conceptual relation (soft link), compared with other competitors.
It is shown later that the weight of a connection, Vry = (Vai, Vcj), refers to
the conditional probability that Vc; is relevant given the fact that Vo is.

6. Unlike the activation level which is initialized at the beginning of each IR session
and updated at the every step of the user’s information-seeking process, the
weight does not change during one IR session. As a result, two different sets of

information are stored and applicable in such a connectionist network:

o Activation level — information about one user during an IR session;

o Weight — statistical information about a group of users in different IR

sessions.

7. Learning consists of changing the weights, as result of either the changes of the
Information Space, or self-adjustment of the conceptual index. It represents
the network’s ability to evolve by experience. Learning is controlled by learning
rules.

Figure 6.4 shows a connectionist network, which is composed of concepts and the
connections (conceptual relations, or soft links) between these concepts. When a
concept (e.g. Hypertext) is chosen by a user, one unit of external activation level
is introduced into the node (Hypertext), and therefore, into the network. The
activation level spreads to other concepts via connections, so that those of other
nodes are also updated. At the end of each propagation phase, the activation level of
each concept represents the prediction of the probability that the concept is judged

as relevant to the user’s information need. A weight is assigned to each connection,

which represents the relative strength of the connection. Learning is a process in .

which weights of connections are adjusted according to the system’s experience.
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Figure 6.4: The connectionist network in the Index Space

More formally, the connectionist network, as well as the rules to control the a.ct1va.-‘ _
tion spreading and learning act1v1t1es, can be presented in a series of schemas The-
notations adopted is in Z formal specification la.nguage The advantages of using Z
is that it is concise and clear; the mathematical symbols used in Z are stable and
well-understood; finally, the loose structure of software specxﬁcatlons can be defined
separately as schemas and later combined together in various ways to form a sophis-

ticated model.

First of all, the structure of the connectionist network is demonstrated in the following

schema:

___ IndexSpace

Concept: P CONCEPT

ConceptualRelation: P (CONCEPT x CONCEPT)
ActivationLevel: Concept — Ac

Weight: ConceptualRelation — Wg

ConceptVisited: Concept — N¢
ConceptualRelationVisited: ConceptualRelation — Npg
Ac: (0,1)

WR: (0, 1)

Ne: F N

Np: F N

dom ActivationLevel = dom ConceptVisited = # Concept ‘
dom Weight = dom ConceptualRelationVisited = # ConceptualRelation

Vwi;€ Wr:w;; = T%)ﬁ-i-l;:
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The schema can be explained informally as follows:

Concept is the set of concepts included in the Information Space; it is a subset
of all the concepts in the universe, i.e. Concept C CONCEPT;

ConceptualRelation is the set of conceptual relations in the Information Space;

Concept and ConceptualRelation together accommodate the state-space of the
conceptual index in the soft-link hypertext model. In Chapter 4, Concept is
noted as V¢, and ConceptualRelation Vg in the conceptual graph G = (Vg, VRr);

Moreover, all events which happen in the Information Space can be described
by the state-space of the network and another four one-to-one functions:
ActivationLevel, Weight, ConceptVisited and ConceptualRelationVisited;

ActivationLevel records, in A¢, how relevant a concept (Vg € V) is to a user’s

information needs:
* Ac = {a;: (0, 1) Jo<i< # Concept};
* a; = 0 means that Vg; is totally irrelevant to the user’s information needs;

* a; = 1 means'that Vg; is exactly what the user is looking for.
Weight records, in Wpg, the relative importahce of a conceptual relation
(Vrij € Vg) for the information user:

* Wr = {wi; : (0,1) | 0<1,5 < #Concept};

* w;; = 0 means that there is no connection between Vg; and Vg;;

* w;; = 1 means that Vg;; is the only connection between Vg; and Vg;.

ConceptVisited records, in N¢, how many times a concept has been visited.

* No = {n;: n; > 0|0 <i< #Concept}

ConceptualRelationVisited records, Ng, how many times a conceptual relation
(VRij € Vr) has been visited.

* Np={ni;:n; >20|0<14,7 < #Concept }

For each conceptual relation Vg;; = (Vgi, Vij), the relationship between w;;, n;
and n;; can be expressed as:

* wy; = I“%ﬁ-’:’ where d§(i) is the out degree of V¢; in graph G.
G .

The predicate part of the schema implies:

* Y;wi; =1, wherei=1,2, ..., #Concept.
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Before the connectionist network is further developed and applied in the soft-link
hypertext model, it is necessary to discuss the four important variables defined in the
network. They are the weight (w;;), conceptVisited (n;), conceptualRelationVisited
(ni;) and activation level (a;). Such an investigation should help to explain the

motivation for introducing the connectionist network into the dissertation.

First of all, it is assumed that every time a user invokes the hypertext mechanism,

one and only one of the hypertext associations (soft link) provided is to be followed.
Weight!

As suggested in Figure 6.4, every directed connection from a concept V¢; to one of its
d%(i) immediate successors represents an association, or a soft hypertext link. Every
time a user invokes the soft-link hypertext mechanism by clicking V¢;, he/she needs
to choose one of these links to follow. Therefore, the question becomes, among these
n soft links [n = d}(i)], which one should be most relevant to the user’s information
needs, or by following which link the user would most likely locate the information
required. This is the similar issue to that of the probabilistic model (Section 2.2.1).

As in the probabilistic model [130], there exists no mechanism which tells us without
fail which hypertext link is relevant and which is not. In a hypertext environment, -
the only way relevance can ultimately be decided is for the user to follow a hypertext
link, retrieve the destination component and read the full text. Nevertheless, as in
the conventional probabilistic information retrieval environment, imperfect knowledge
can be used to guess for any given hypertext link, Vg;;, whether it is relevant or not
for a hypertext request Vg;,. Here the weight associated with each connection in the
network collects the statistical information; it is used to to provide sensible evidence
to estimate, for any request Vp;., the probability that it is identical to a conceptual

connection Vp;; in the network:

| P(Vriz == Vgi; | Vriz) . (1)

Starting at any concept Vg; as a hypertext source anchor, there exist n soft hypertext
links to choose and follow: Vgi1, Vaiz, ... VRin, where n = d§(i). As the result of

1The discussion of probability and related notations in this section follow those in Rijsbergen’s
book, Information Retrieval, pp. 112 — 115 [126]. :
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the assumption, for any soft-link request Vpiz = (Vei, Ve:), there are n mutually

exclusive events.

E, = The requested link Vg;, is Vgii;
E; = The requested link Vg, is Vgiz;

E,, = The requested link Vg;, is Vgn.

With Bayes’ Tﬁéorem, the probability, P(Vri; == VRi; | Vkiz) is calculated as:

P(E;|Viiz) = P (V";;’('%S(E")

(2)

Here, j=1, 2 ,n,‘
‘, P(E;) is the pﬁor proba.blhty of the event Ej;
P(Vkgiz | E; ) is proportlonal to what is commonly known as the Lkelikood of
‘an event E; given VR,,, |
P(Va‘z) is the probability of observmg Vaiz ON a ra.ndom basis given that it

may be any of these events:

P(sz) = ZP(VRwIE )P(E;) (3)

j=1

Finally, the fbllowing equation always exist:

P(EIIVR:':) +'P(E.2|VRiz) i P(E.|VRiz) =1 (4)

Equation (2) shows a calculation, or estimation, of the probability that for any soft-
link request Vgiz, Vpiz is Vgi;. The calculation is based on Bayes’ Theorem, which
relates the posterior probability of relevance to the prior probability of relevance
and the likelihood of relevance after observing a random soft link request. Next,
it is necessary to examine the weight defined in the connectionist network and find
out what it means. For any conceptual relation Va;; = (Vgi, Vi;), the relationship
. between its welght (wi;), the times V¢; has been visited as the source anchor (n;) and

the times Vp;; has been used (mi;), has been expressed as:
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1+ n;;
dg (i) + n;
1+ ny;
dé(i) + Yk=1 Nik
= —_ T (%)
di() + ni + niz + ... + nin

Wi; =

Comparison between Equations (2) and (5) leads immediately to the following con-
clusion: w;; represents an attempt to estimate the probability that a soft-link request

VRiz is Vai;j. This estimation is based on the statistical information about the relative

popularity of Vg;; (ni; vs. n;).
1. When n; = 0, all the connections have the same probability, i.e. wy; = 1(.);
. G\t

2. When n; — oo, w;; should approximate P(E;|Vgiz).

n: and ny

In the connectionist network, n; records how many times a concept has been visited.

It, therefore, provides the statistical information about the total number of samples

for the observed group of links. This information represents the probability of ob-
serving any hypertext request Vg;, on a random basis, given that it may be any of

the n events (E;, E, ..., E,), as expressed in Equation (3).

n;; records the times a soft hypertext link, Vg;;, has been visited. It provides the

statistical information that the event F; is true amongst the total samples =;.

Activation Level

For each concept Vg; in the network, there exists a numerical measurement, called
the activation level (a;), attached to it. a; is used to reflect the importance of the
concept Vg; for the present user’s information needs. It is set to zero at the beginning
of the session and updated whenever the user interacts with system. It is shown in
Section 6.4 that, in fact, a; reflects the probability that a concept is relevant to the
user’s information needs. The activation level is used in the soft-link hypertext model

for on-line navigation and reasoning.
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In the next three sections, three groups of rules are developed to control the dynamic
operations of the connectionist network. These rules are first presented in a series of
schemas. They are applied in Chapter 7 to facilitate intelligent mechanisms in the
soft-link hypertext model. These three groups of rules include the following:

1. Conceptual index formulation;

This defines the rules for the formulation of the conceptual index. It includes
the automatic generation of the global index and the auxiliary semantic net for
the conceptual index, and updating the data structure when the Information
Space changes. Whilst the related mechanism has been discussed in Chapter 5,

its functions are summarized more concisely and clearly in Section 6.3.
2. Forward activation spreading;

Based on the connectionist network defined, its forward activation spreading is
applied in the soft-link hypertext model to reason and navigate during infor-
mation retrieval. Activation rules used to constrain such a spreading process

are introduced as two schemas in Section 6.4.
3. Backward learning and self-adjustment.

The backward learning in the connectionist network is used to collect the sta-
tistical information of the application of the conceptual index, so that it can be
used to self-adjust the data structure, and provide an auxiliary information for
the later users. The learning rules used are also represented as two schemas in
Section 6.5.

6.3 Automatic Index Formulation Mechanism

Maintenance of the soft-link hypertext model includes formulating the conceptual
index at initialization, and updating the data structure when the Information Space
changes. It is facilitated by an automatic index formulation mechanism used in
the model (Chapter 5). The related events include the following three categories of

activities, which are presented in five schemas:

1. Index initialization (1 schema);
2. Adding concept(s) and conceptual relation(s) in the Information Space (2);

3. Deleting concept(s) and conceptual relation(s) in the Information Space (2).
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6.3.1 Initialization — Before Indexing

Before the index formulation starts, the Concept in the Index Space is empty.

InitIndexSpace
A IndexSpace 1

Concept = ¢

6.3.2 Indexing — Addition of Concepts and Conceptual

Relations

As shown in Chapter 5, formulation of the conceptual index refers to identification a
global index structure and the related semantic net. The former facilitates the global
indexing process (identification of mapping from keywords to documents), which has
been well studied; the latter represents the hyperization process (identification of
associations among concepts). In the soft-link hypertext model, this .hyperization
process is changed into the formulation of a special semantic net. Expressed in the
formal specification, these two steps are represented by two schemas: AddConcept
and AddConceptualRelation.

__ AddConcept
- A IndexSpace

Vei? &€ Ve

Concept' = Concept |J {Vci?}

dg(z) =0

ActivationLevel ' = ActivationLevel |J {V¢:? +— 0}
ConceptVisited ’ = ConceptVisited J {V¢:i? — 0}

Schema AddConcept defines the event that a new concept is added into the index:

o When a new concept V¢;? is introduced, it is included in Concept,
e Its activation level is defined as zero, i.e., a; = 0;

e Upon introduction; the time Vg;? has been visited is equal to zero, ie,n; =0.
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___ AddConceptualRelation__

A IndexSpace
Vri;?: (CONCEPT x CONCEPT)

Vei€ Vo N Vg €Ve AN Vaij? € VR

ConceptualRelation ' = ConceptualRelation |J {Vai;?}
ConceptualRelation Visited / = ConceptualRelationVisited |J {Vai;? — 0}
dt(3) =d5@(E) + 1

Vwy € Wr:wl, = d—_{:(,,*'T)'f":;, (k=0,1, .., dE31) and k # )

Weight ' = Weight U {Vai;? — g}

Schema AddConceptualRelation defines the event that a new conceptual relation is

introduced into the conceptual index:

e No conceptual relation can be added into the Index Space unless both concepts
connected by the conceptual relation are in V. [This is not a problem for the .
soft-link hypertext model, as the global indexing, which facilitates the addi-
tion of concept (AddConcept), always happens before the formulation of the
semantic net (AddConceptualRelation) starts);

e When a new conceptual relation Vri;? is first built up, n;; = 0.

6.3.3 Removal — Deletion of Concepts and Conceptual Re-

lations

As opposite to the index formulation procedure, no concepts can be removed from
the conceptual index until all conceptual relations between it and its neighbours are
removed first. The operations in this category include RemoveConceptualRelation

and RemoveConcept.
___ RemoveConceptualRelation

A IndexSpace
Vri; T C’onceptualRelation

ConceptualRelation ' = ConceptualRelation — {Vg;;?}
ConceptualRelationVisited / = ConceptualRelationVisited — {VR., — g}
Welght ! = Weight — {Vgi;? — wi;}

dt(i) =dt(i) -1
ni = n; - ny;

V'wik € Wr:wj, = F:ﬁ‘,—:fﬂ—: (k=0,1, .., d&(1) and k # j)
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o When a conceptual relation Vg;;? is removed from the Index Space, it is-deleted
from the ConceptualRelation. The related n;; and w;; are removed, and the

related n; is updated,;

o The weights of other related connections are adjusted accordingly.

- If.emd"veConcept
A IndexSpace
Vei?: CONCEPT

Vei? € Vo A BVg; € Vo : (Vrij € VRV Vaji € Vg)
Concept’ = Concept — {Ve;?}

ActivationLevel ' = ActivationLevel - {Vg; — a;}
ConceptVisited ' = ConceptVisited — {Vg; — n;}

o For the schema RemoveConcept, the predicate part first checks if there are any

conceptual relations ending on V¢;7;

e If not, the concept is removed from the Concept, so are a; and n;.

6.4 Activation Level and Activation Rules.

For each concept V¢; in the network, there is a numerical measurement (the activation
level, or a;) attached toit. The application of the conceptual index in IR is represented

by the continuous updating and spreading of the activation levels in the network.

At the beginning of an IR session, the activation level of each concept in the network
is set to zero, i.e. VYa; € A¢c : a; = 0. Then, the session starts: Each time the
user interacts with the system by typing in a word or clicking an anchor, one unit
of external activation is inputed into the related concept. As a result, this external
activation input stimulates the network; one unit of activation level spréads from the
related concept to its immediate successors, and then to its successors’ successors...
Thus, the activation level of all concepts in the network is updated. At the end of
each spreading phase, an updated sequence is outputted, It offers a list of concepts in
the decreasing order of their relevancy (a;). This process repeats till the end of the

session.
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Activation spreading in the soft-link hypertext model is controlled by the following

four activation rules:

1. External Activation Rule. This is to control the external stimulation process.

For any concept Vci, the ezternal input activation level it receives is noted as
inf(t).

int(t) { 1 if the 'Concept". Vi is chosen, at time ¢, as an external request;
ni - .

0 otherwise

Here, the external inputs may come from the following outside stimulation
sources:

e The Information Interests explicitly expressed;

o The keywords used in queries;

e The keywords clicked as hypertext anchors.

2. Spreading Activa.fi.on Rule. A concept’s activation level, or output derived from
it, is communicated from the concept to its successors (both conceptual and
semantic), and to the successors’ successors... This process is called activation
spreading. In the soft-link hypertext model, the spreading activation rule is
what each concept follows in updating its activation level in the context of
input from its immediate predecessor concepts, as the result of the activation

spreading procedure. The spreading activation rule is expressed as:
ing (t) = T;ai(t)x wii(t), wherei =0, 1, ... n.

3. Input Activation Rule. The total input activation level for a concept Vc: in-
cludes the external input activation level in}(t) and spreading activation level
iny(t), ie., ~
ini(t) = inf(t) + in7 (2), wherei =0, 1, ..., n.

4. Output Activation Rule. The final activation level of a concept Vc;, i.e., the
output from it, is updated by the following rule.

ai(t) = ai(t — 1) + ini(t), wherei =0, 1, ..., n.

The applications of the soft-link hypertext model in IR can be described by the

following two schemas in Z notation:
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__ SessionStarts
A IndexSpace
PATH®: * CONCEPT

Va; € Ac: a; =0
PATH' = ¢

ForwardSpreading

A IndexSpace

PutInOrder: (Concept x decorder[Ac]) — seq Concept
PATH*: F CONCEPT

- Vei?: Concept

rep!: seq Concept

Vei? €eVo: a;' =a; +1 :

VVen (Ven € Ve A Ven ¢ PATH*): an' =an+ T Wmn X Gm
VVen € PATH*: a,'=1

PATH*' = PATH* + {Ve:?}

rep! = PutInOrder (Concept x decorder[Ac])

Here, PATH® is the collection of the user’s browsing trail, i.e. History (Chapter 4).
The function PutInOrder takes the set Concept and converts it into a sequence, rep!.
rep! contains all the elements of Concept, ordered according to the decreasing order
of a;. At each step during an IR session, The sequence rep! is used as the main.
interactive mechanism between the user and the soft-link hypertext system. Concept

included in the Information Space are divided into the following two groups:

e Groupl——‘v’Vc,EPATH‘ a; = 1. _
This group includes all the concepts (nodes) which have been visited by the
user during the session; these concepts reside on the top of rep!. As a result, it
is always easy for the user to review any of the visited concepts and go back to

any of these concepts;

e Group 2 — VY Vi (Voi € Ve AVei & PATH?):  a; < 1.
In rep!, concepts in Group 2 come after those in Group 1. For these concepts,
rep! provides an ordered list according to the prediction that a concept may be
relevant to the user’s information interests. This sequence is presented to the

user, in order to speed up the information search process. The higher a concept
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is located on the top of the sequence, the more relevant it may be to the user’s

information needs.

6.5 Improving the Conceptual Index Structure

Learning (adaptation) refers to any change that occurs in the behaviour of the model
as a result of its experiences over time; in the connectionist network, a set of learning
rules is needed to control such a learning procedure [54]. In the soft-link hypertext
model, this change of behaviour is represented by long-term memory (LTM) and
short-term memory (STM). Whereas LTM refers to the changes that occur in the
behaviour of the model as a result of its experiences over different IR sessions. by
different users, STM records one specific user’s information needs and browsing trail
during one IR session. As a part of the connectionist network, the learning mechanism
and its learning rules concerning with LTM is discussed in the section, whereas STM

and its relation with LTM are covered in detail in Section 7.4.

Here, the backward learning in the connectionist network is used in the soft-link
hypertext model to improve the quality of the cdnceptua.l index via statistical infor-
mation. As a result, the soft-link hypertext model can self-organize its data structure,
and evolve in such a way that the weights of these conceptual relations are slowly
tuned to represent the general popularities of the related soft links. This procedure is
controlled by backward learning on the connectionist network, i.e., whenever a con-
cept (Vi € V) and conceptual relation (Vgi; € Vg) is used, n; and n;; are updated
so that all weights of the conceptual relations related with Vg; are changed; Noted

in Z specification, there are BackwardLearning-1 and BackwardLearning-2:

__ BackwardLearning-1

A IndexSpace
Vei?: F CONCEPT

Veil eVe ANa; =1
A3 Vg;; € Var
n'=mn; +1

Schema BackwardLearning-1 defines the learning procedure after a concept is chosen

as a hypertext source anchor. If there exists a hypertext soft link, then n; ' = n; + 1.
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___ BackwardLearning-2

A IndexSpace

ch? eEVe ANag; =1 ANaj =1
/\BVR,'J'GVR:
ng ' =ng + 1
J 'J+ 1+":'j

.. . L —
V‘w,_-, € WR- th = W

Schema BackwardLearning-2 defines the learning procedure when a concept is chosen
as a hypertext destination anchor. Here, a soft link (Vg;;) has been used by the user
so that its relative importance, compared with other related links, should be updated.

6.6 Further Discussions on the Learning Rule

In the soft-link hypertext model, the weight rela.ted with each soft link is constantly
updated, according to the relative times the soft hnk has been used '

. 1+‘n,-,- o o .
. .. .= R N . 6 .

A3 e (6)
The idea behind such a learning process is that the more frequently a soft link is
chosen by the user, the more important such an association should be for the user
population; thus, its weight should become heavier to reflect the popula.r_lty. It is
shown in this section that such a learning process constitutes a special group of

competitive (Kohonen) learning. It can also be very useful in other applications.

6.6.1 Kohonen Layer and Competitive Learning

In neural networks, learning rules belonging to the competitive learning (also called
Kohonen learning) category all have the property that a competition process, involv-
ing some or all of the processing elements of the neural network, always takes place
before each episode of learning. The processing elements that emerge as the winners
of the competition are then allowed to modey thelr Welghts (or modlfy thelr Welghts

in a different way from those of the non- Wmmng umts)
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3. The winning Kohonen processing element then has its z. set to 1, and all of the

other Kohonen unit output signals are set to 0; .

4. Weight modification takes place in accordance with the following equation,

called the Kohonen learning law:

W = w4 ofz - wf)n (8)

%

e For the winning connection, z. = 1. Therg:fore'; this learning rule can be
rewritten as:

wi™ =(1- a)w;-’“ + az (9)

e For the losing connections, z; = 0. Therefore, this learning law will be:

wiv = it (10)

e a is the modification rate. At the beginning of training, it is often set to
a value of approximately 0.8. As the w; vectors move into the area of the
data, a is then lowered to 0.1 or less for final equilibration [86];

5. As training progresses, the Kohonen weight vectors become densest where the
xs are most common, and become least dense (or absent) where the x vectors
hardly ever (or never) appear. In this way, the Kohonen layer adapts itself to

conform approximately to p in a volume number density sense [86];

6.  Fina.]ly, Kohonen pl;ovéd the following proposition [96]:
Starting with randomly chosen initial values for the w;, these numbers will grad-
ually assume new values in a process specified by Equations (7) - (10), such that
as t — oo, the set of numbgi's (w1, w3, ..., wy) becomes ordered in an ascend-

ing or descending sequence. Once the set is ordered, it remains so for all t.

Moreover, the point density function of the w; will finally approzimate p(x).

6.6.2 The Learning Rule‘Used ih the Soft-Link Hypertéxt
Model.

The learning rule used in the soft-link hypertext model shares a lot of similarities with .
the Kohonen learning rules, although it has its own unique characteristics. In fact,
each group of thelocal associations in the semantic net constitutes a one-dimensional

Kohonen layer. If Figure 6.3 (which is part of Figure 6.4) is reorganized, it can be.
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represented in Figure 6.6. It can be seen that, in a conceptual index, the connections
between each concept and its immediate successors constitute a Kohonen layer. Here,
only one input x is put into the layer, which represents the conceptual path (a soft
hypertext association) the user has just visited. The related conceptual connection

becomes the winner of the competition. This can be further explained as follows:

Models of

Figure 6.6: The Kohonen layer in the conceptual index.

1. For each Vg; € V¢, there exists a Kohonen layer, which consists of n processing
elements [n = d§(i)]. Each of these elements is a conceptual connection, Vg;j,
from Vg; to and one of its immediate successors, V¢ ;. Each processing element

(conceptual connection) has a weight w;; associated with it;

2. At any moment, there is only one input x in the layer. It represents the con-

ceptual connection (soft link) being visited;

3. The training data X for the learning process consist of a sequence of inputs
x, each of which represents a conceptual connection (soft hypertext link) being .
used. As these inputs record each individual user’s browsing in the Information
Space, they are, in fact, random samples in natural accordance with a fixed
probability density function p. This density function reflects the general pop-
ularity of the related hypertext links for the user population. Although the
probability density function p is unknown to anybody, this training procedure
is able to self-organize the layer to represent it — tuning the weights of concep-
tual connections (soft hypertext links) so that they could eventually reflect the
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general popularity of these related links, this is ezactly the purpose of learning
in the soft-link hypertext model

4. At any moment, there is one winner w;, in the layer,

I:c — w;kl =0 (ll)

5. The winning processing element adapts its weight as the following:

143"
g (@) + np=
1+ (ngd +1)
d§(i) + (ng! + 1)
2 +ngd
di(1) +ndd +1
1+ ngd dt(i) + ng'? —ngd — 1
d&(i) +ng  (d&(3) + nPd)(dE(5) + ng + 1)
d§(i) + ng —ngl — 1
(d(3) + ne¥)(ds(3) + mg + 1)
Equation (12) is very similar to Equation (9). The only difference is that, in-
stead of moving w¥ a small portion towards x (the training data) as shown
in Equation (9), its value is increased a small portion to enhance this winning
position. With Equation (11), it is impossible to adjust locations of the weight
in the vector space to approach the training data, as in the conventional Ko-
honen learning. Instead, the value attached to each weight is adjusted here to

represent this density function so as to approach the training data.

(12)

_ old
= wy t

6. Other conceptual connections adapt their weights as the following:

new _ _ 1tnFY
i di (i) + npev
1+ n}’}"
dg(3) + (ng? + 1)
1+ nﬁ’}"

dE(z) + ngd + 1 S

14 ngd ngd 41 ,
dEG) +ng  (dE(3) + ngd)(dEG) +nf9 + 1)
- nfj +1
Y (dE() + ng)(d(5) + ngé + 1)

(13)
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7. All weights in the layer are modified in such a way that the the weight of the
winning connection increases a bit, whereas those of the losing ones decrease
a bit. The sum of all weights in the layer stays constant (equal to 1) at any

moment, which is in accordance with the learning rules (Section 6.2).

E-_!A‘ng =0 (14)

8. The modification rate, «, decreases as the training progresses:

1
& TED) T wP(dE6) T n A 1) (19)

9. It can be seen that the learning rule used in the soft-link hypertext model is a
standard one-dimensional Kohonen learning rule. With the proven proposition
for the Kohonen la.yef, it can, therefore, be concluded that starting with the
initial values for w;;, (which equal to %% at initialization), these weights will
gradually assume new values in a process specified by the learning rule (Section
6.5), such that as t — oo, the set of numbers becomes ordered. Once the set is

ordered, it remains so for all t. Moreover, w;; will finally approximate p(x).

6.6.3 The Unique Characteristic and Its Generalization

Although, as discussed above, learning in the soft-link hypertext model is a sfa.nda.rd

Kohonen self-organization process, it has its unique characteristics:

1. It is different from other reported Kohonen learning in that its training data

are not drawn from a well-defined domain;

Traditionally, these training data are drawn at random from a known domain
at a fixed probability density function p, and fed into the Kohonen layer to
train the system [86]. However, in the soft-link hypertext model, although it is
assumed that there exists a user population and exists some kind of probability
density function p reflecting the user’s preference of these hypertext links, this p
function is unknown. In other words, our understanding of the target domain in
IR (the user’s preference of hypertext links) is not as good as in other traditional

Kohonen learning process.
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2. Unlike the traditional Kohonen learning, sampling and training in IR is uncon-

trollable;

3. Instead of self-organizing the relative position of weight vectors in the tradi-
tional Kohonen layer [moving the weight vector a fraction a of the way along
the straight line from the old weight vector to the x vector as shown in Equation
(9)] ; the Jearning rule used in the soft-link hypertext model adjusts the value of
weights to approach the probability density function p(x). Here, the training
data xs are ilypertcxt links themselves. Therefore, Equation (11) always exists.
This characteristic enables the learning rule used in the soft-link hypertext
model to be effective even in the extremely unevenly distributed probability

density function situa;tion;

4. All efforts to avoid the over-learning (e-g., radial sprouting, noise vectors, and

conscience of processing elements [89]) are unnecessary here.

6.7 Summary

In this chapter, a connectionist network has been introduced as a formal theoretical
basis for presentations of intelligent mechanisms in the soft-link hypertext model.
Based on the network, it has been shown how the forward activation spreading can
be used to make predictions of the user’s information needs in the soft-link hypertext
environment. Such a predicting process is further developed, in Chapter 7, into a user
.modelling and reasoning mechanism for the soft-link hypertext model. It h_as also
been shown how the backward learning of the connectionist network can be applied
, to tune and ‘impr'ove the conceptual index structure formulated in Chapter 5. This
| Iearniﬁg vmecha.‘nism represents a slow training and self-adjusting procedure through -
which the weights associated with connections could eventually be tuned to reflect
the general popularity of the related soft links. This could provide some valuable
" information to help the user during information search and retrieval. Furthermore,
- the learning rules adopted in the model constitute a,.specia.l group of competition
learning (Kohonen learning), which can be extended into more general applications.
The connection network defined in this chapter is used, in Chapter 7, to facilitate
intelligent mechanisms in the soft—linkvhype‘rtext model. This model is implemented

and evaluated in Chapters 8 and 9.



Chapter 7

Intelligent Mechanisms in the Soft-Link
Hypertext Model

This chapter first presents uncertainty factors in IR. The intelligent mech-
anisms used in the soft-link hypertezt model are then developed. These
mechanisms are designed to deal with uncertainty in the hypertezt envi-
ronment. There are four different, but interrelated mechanisms: indez
formulation (which has been discussed in Chapter 5), learning, user mod-
elling and reasoning. The soft-link hypertezt model supports an implicit,
continuous and dynamic user modelling. Its learning mechanism includes
both long-term memory (LTM) and short-term memory (STM). Finally,
the reasoning mechanism makes prediction, based on its user model and
its ezperiences (LTM and STM), of probability that each concept is rele-
vant to the user’s information needs. Whilst the theoretical basis for these
mechanisms has been developed in Chapter 6, it is applied in this chapter
to facilitate the intelligent soft-link hypertext model.

7.1 TUncertainty

An essential aspect of any intelligent system is the need to deal with uncertainty. Un-
certainty can arise because of inherent imprecision in the rules used in those systems,
or because of imprecision in the data fed into the systems. Inclusion of facilities for

handling imprecise rules or data is a defining feature of intelligent systems.

Various theories have been developed in IR to accommodate uncertainty. Certainty
factors, confidence factors, or probabilities associated with the information compo-
nents indicate the extent to which a system believes the information components are
relevant to the information user’s needs. They are used during reasoning processes

to express a degree of confidence in the conclusions reached [115] [20].

In this chapter, uncertainty in various information retrieval models is firstly analyzed.
After that, four intelligent mechanisms, based on the connectionist network defined
in the Index Space (Chapter 6), are developed. As the result, a Document Space, a
well-structured conceptual index and four auxiliary intelligent mechanisms constitute
together the soft-link hypertext model.

91
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7.2 Uncertainty in IR

In IR, uncertainty exists when the SIMILAR mechanism searches for relevant docu-
ments in the Document Space to meet the user’s information needs. Uncertainty is

mainly caused for the following reasons:

1. Search formulation: imprecise input data are used to represent the information

needs, for one or more of the following reasons:

e The information users often do not know exactly what they want;

o Though the users may know what they want, they are often not able to
present the inférma.tion needs properly; ‘

e Though the information needs could be properly presented, they are not

understandable (or misunderstood) by an IR system.

2. Indexing: improper identifiers are adopted to represent the Document Space;.

3. Searching: unsuitable searching mechanisms are used in a system.

7.2.1 Traditional Search and Retrieval

In the traditional IR environment, uncertainty exists in all three aspects of informa-
tion retrieval, including indexing, search formulation and searching. The following
strategies are used in traditional IR systems to deal with uncertainty, to reason in

uncertain circumstances and to improve the quality of information retrieval: .

1. Usually, the prediction of probability, instead of crisp yes or no, that a doc-
ument is judged as relevant to the information user’s needs is assigned and
attached to each document retrieved [99]. This prediction (often in the form of
weight) provides a belief indicator for the related retrieval set in the uncertain

environment. Different weighting algorithms are applicable [134];

2. Confirmation of certainty factors can be used, as feedbacks or dynamic query

adjustments, for search reformulation or retrieval refinements [134];

3. Various semantic networks, including the Bayesian network and belief networks
[139] [67] [159], have been used to adjust search formulations (thesaurus) and

to reason during searching process.
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7.2.2 Traditional Hard-Link Hypertext

Traditional hard-link hypertext is a special case for uncertainty. The reasons are

listed as follows:

1. As hypertext users express their information needs by clicking hypertext source
anchor, or choosing hypertext options, uncertainty caused by search formulation
is effectively avoided in hypertext. In:fact, utilization of the recognition, rather

than the recall, is one of the main adva.ntages of hypertext;

2. However, the implicit link structure adopted in the hard-link hypertext model
and the conventional manual hyperization process used to generate such a link

structure brings uncertainty factors. The main reasons are two-fold:

e The pre-set hypertext structure usually represents only the authors’ sub-
jective, personal, or even biased views in expressing the interrelationships
among information compbnents. It may not necessarily be the best;

¢ Authors’ and editors’ motivations for certain settings, as well as the link
structure itself, are usually not explicit (Chapter 3); they may not always

be well understood by the information user.

As the result, hypertext users quite often retrieve some information by following
these preset links, only to find that the retrieved component is not what they
are seeking.

3. What makes it worse is that, in the traditional hard-link hypertext environ-
ment, the searching process becomes browsing in an Information Space, and
the SIMILAR mechanism is totally left to the users; thus, dealing with uncer-
tainty is totally up to them. This is the main reason for the users getting lost

in the hypertext environment. Here, the uncertainty appears as follows :

(a) The users have to find out their locations in the information web;

(b) The users have to decide by themselves which links to follow.

4. Very little research has been done on this area. That seen in the literature in-
cludes Frisse’s use of Bayesian network in highly-structured hypertext [67] and
Pausch & Detmer’s experiment of using node popularity as a hypertext brows-
ing aid [121]. Whereas the former is not applicable to the general hypertext
environment, the latter has the danger of misleading as the logical, or seman-
tic relationship behind the link structure should always be the most important

motivation for browsing.
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7.2.3 Soft-link Hypertext

As the soft-link hypertext model uses a conceptual index (global + local) structure
in its Index Space, it has the characteristics of traditional search and retrieval and
that of traditional hard-link hypertext. Uncertainty in the soft-link hypertext model

appears as follows:

1. As in the traditional hypertext model, search formulation should not cause

much uncertainty in the soft-link hypertext environment;

2. The automatic formulation mechanism for the conceptual index (Chapter 5)
could minimize the uncertainty involved in the hyperization process [Section
7.2.2] by facilitating systematically a data structure, presenting all options to

the user, and making these hypertext options explicit and transparent;

- 3. In the soft-link hypertext model, searching (browsing) process is the main factor
in which uncertainty is caused. Here, uncertainty is presented as which soft
- link(s) the information user should follow in order to meet the information -

needs.

It will be shown next that some mechanisms are accommodated in the soft-link hyper-
text model to offer on-line help and guidance to the user in dealing with uncertainty
in the soft-link hypertext environment. These auxiliary tools are adopted to help the

information user to deal with uncertainty during browsing in an Information Space.

1. In the soft-link hypertext model, the conceptual index is more explicit and
transparent than the link structure used in the traditional hard-link hypertext,
the uncertain problem can be alleviated by the user understanding the data
structure better, and playing a more active role in information searching and
browsing. Furthermore, as the conceptual index provides both global and local
access to any concepts and enhances the user’s mobility in an Information

~ Space, it can help the user to avoid the confusion or getting lost caused by
mere browsing locally in the hard-link hypertext environment. In other words,
even if a user loses the orientation, it should be easier for him/her to trace the

- browsing trail and get re-oriented;

2. In the soft-link hypertext, the searching process is more transparent, and the.
information user has more interactions with the system during the information
searching and browsing. Uncertainty can be alleviated by the information user

having a better understanding of, and becoming more involved in, the searching
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process. Meanwhile, the soft-link hypertext system provides improved facilities

for its users via a superior user modelling mechanism;

3. In the soft-link hypertext model, various sophisticated semantic networks, in-
cluding thesaurus and Bayesian networks {139] [67], could be adopted easily
in the conceptual index to provide on-line help. Furthermore, powerful intel-
ligent mechanisms are used in searching process to provide on-line navigation
guidance during information search and retrieval. These mechanisms constitute

help in the following three approaches:

¢ General information on which soft link(s) are more popular is provided as
guidance for local browsing (LTM);

e Past browsing experiences (trails) are recorded and used, as recommenda-
tion for later users (LTM);

¢ An information user’s previous browsing trail is used as basis for the rea-
soning mechanism to make predictions of the user’s next move (STM).
Thus, a short list of soft-link options could be tailored for each individual

user.

From the next section, these intelligent mechanisms, including user modelling, learn-

ing and reasoning are discussed in detail.

7.3 TUser Modelling in Soft-link Hypertext

7.3.1 TUser Modelling

User modelling is an important feature for information systems. By building a good
model of the user, i.e., establishing some picture of the information user’s background,
domain knowledge, familiarity with the system and the search goals, an information

system can tailor its performance for the individual user.

However, although user modelling is very important for the success of information
search and retrieval, reports about user modelling study are very rare in the IR
literature. Generally speaking, user modelling mechanisms adopted in the present IR

systems are very crude; they are often limited only to basic man-machine interactions.
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1. Most existing IR systems gather user information by conducting a dialogue with
the user through simple man-machine interactions. The advantages of such an

approach are:

e This mechanism is well defined;
e It is easy to implement;
e Some limited changes and adjustments to the initially established search

goals can be made via user feedbacks.

However, such a mechanism often results in a podr—qua.lity user model. Its main

disadvantages include:

o The collected information may be inaccurate, which often leads to un-
certainty in IR. The information user might not know theAan_swer to the
questions asked by the system, or find it difficult to answer. The worst
situation is that a user might becoine so frustrated by the questions that
he/she could give up before a session starts; o , | .

e A well-developed questioning process is needed in such kind of systems.
This, nevertheless, is an upside-;iown procedure. In other words, devel-
oping such a questioning device requires the designer to anticipate all the
potential answers, which could be very difficult; | |

e The built-up user model is only a canonical, static and discontinuous
model. Moreover, in the cases where the user has more than one inquiry,
these multiple queries are often treated as unrelated with each other. This

leads to the loss of associative information.

2. Hypertext should be an ideal environment for formulating a good user model

because of its nature of supporting the recognition and browsing:

¢ Hypertext systems often employ a sophisticated and well designed user in-
terface, and provide a pleasant environment for man-machine interaction;

e It is the defining element in hypertext to follow human associations, and to
organize and retrieve information through these machine-supported associ-
ations. Hypertext should naturally be more user-centered than traditional
IR models;

o The information user is usually able to express the information needs bet- -
ter because the man-machine interaction in hypertext environment relies -

more on the recognition than the recall;
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e The information user has more interactions with the system during the
browsing process, such as choosing hypertext anchors and links, searching
forward or backward, etc.; moreover, the information-seeking is considered
as a dynamic process;

o Generally speaking, the information-seeking process in the hypertext en-
vironment is a longer and more continuous process, during which a better

user model could be obtained.

Nevertheless, the study of user modelling in hypertext has proven to be rare.

Until now, little has been reported about this aspect of hypertext.

Ideally, a user model should be inferred from the information user’s responses to the
system, i.e., his/her information-seeking behaviour during the information retrieval
~ process. This makes more demands on intelligence from the system, which is exaétly
‘what the soft-link hypertext model could provide in its Index Space. As one of
the sub-hypotheses examined in this research, a better user modelling mechanism is

provided in the soft-link hyp.ertext model. The mechanism is set out below.

7.3.2 User Modelling in Soft-link Hypertext

As discussed in the previous section, hypertext should be an ideal environment for
a good user modelling mechanism. The soft-link hypertext model has enhanced this
property further, as even more man-machine interactions are involved in operating
run-time soft links. In this section, a user modelling mechanism used in the soft-link

hypertext model is presented. Its main characteristics include the following:

1. It supports both canonical and individual user modelling;

One side of the user modelling mechanism supported by long-term memory
(LTM) assigns the users to a certain predefined subset of user groups accord-
ing to its understanding of the users and provides services based on the gen-
eral knowledge about the canonical groups; another side of it is supported by
the short-term memory (STM) and records each individual user’s information-

seeking trail so as to treat him/her as a separate individual.
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2. It supports both explicit and implicit user modelling;

The explicit model lets the information users provide their own models, while
in the implicit model, the user model is inferred or abstracted by the system
on the basis of the information users’ behaviours. Considering the potential
difficulty of implicit modelling, Daniels proposed “The best approach... is to
allow the system to form a reasonable initial user model, perhaps based on the
user’s answer to a few preliminary questions, or on known characteristics of the
overall user community — i.e. on a limited amount of whatever information is
available to, or elicited by, the system. As a user proceeds to interact with the
system, further information will become available, and the .system can begin to

update its user model, revise its hypothesis, alter default values, etc.” [48].

This procedure is exactly how the user modelling mechanism operates in the
soft-link hypertext model. Here, explicit user modelling is supported in con-
ventional man-machine interfaces (windows, menu, etc.); more .importantly,
implicit user modelling mechanism is adopted by updating activation level of
the concept in the Information Space after each interaction during the whole

information-seeking procedure.
3. The user modelling is a long-term and continuous process;

In the soft-link hypertext model, all queries are treated as related to each other
so that the information-seeking process during an IR session is considered as a
long-term and continuous process. The earlier queries are collected, as PAT H*

in STM, and are used as basis for the system to reason for later movements.

4. It supports dynamic user modelling;

Dynamic user modelling is supported in the soft-link hypertext model when
the information user’s search goals alter during the session, either locally and

globally. The activation spreading process can catch and reflect this change.”

In the soft-link hypertext ﬁlodel, the user model is accommodated by a n-dimension
vector. Each dimension of the vector represents an individual concept in the Infor-
mation Space, and it is measured by a numerical pointer (a?) called activation level.
As defined in Chapter 6, for any Vs € Vo : 0<a! <1.

a'=[a} @ ... a’]
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Before a user starts an IR session, all elements in the vector are set to zero. Therefore,

[0, O, ..., O] represents the fact that the system’s knowledge about its user is zero.

While the session goes on, the user constantly interact with the system in his/her
information seeking and browsing process. As a result, this vector, [a},af,...at], is
constantly updated by following the activation rules defined in Section 6.4. Such an
activation spreading methodology is adopted by the system to update its knowledge
about the user’s information interests. This process represents the user modelling

procedure employed in the soft-link hypertext model.

For example, the activation vector may present the following pattern:

[1 02 ... 08 0 ... 04]

This vector represents a system’s specific user model at one givenv moment. Each
number represents the probability that the related concept is relevant to the user’s -
information interests. The larger af is, the more relevant the concept V¢; is to the

user’s information needs.

1. For a concept the user is interested in — af=1
2. For a concept the user may be interestedin — 0 < af < 1;
3. For a concept the user is not interestedin — af = 0.

7.4 Learning in Soft-link Hypertext

Learning is a very important feature for the soft-link hypertext model. It reflects
the evolvement and change that occur in the behaviour of the model as a result
of experiences over time. In the soft-link hypertext model, learning represents the.
process of tuning the weights of soft links to reflect the general popularity of the
links to which they are related; it also records successful browsing trails (PAT H*).
Learning provides the knowledge base for user modelling and reasoning mechanisms

in the model.

Learning in the soft-link hypertext model includes long-term memory (LTM) and
short-term memory (STM). The difference between them, defined in neural networks
(6], is that STM contains items that may be lost if one is distracted, whilst LTM

contains items retained from some earlier period and lasts much longer.
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7.4.1 Long-term Memory

In the soft-link hypertext model, LTM stands for the changes that occur in the
behaviour of the model over a long time span, as a result of its experience over
different Document Spaces and information users. In other words, LTM reflects the
changes in two aspects: an Information Space and its applications. LTM records the
following information:

1. All infbrmation components stored in the Document Space;

2. The conceptual index in the Index Space;

3. The weights associated with connections in the conceptual index;

4. Successful browsing trails by different users, {PATH* |u=0,1, ... }.

The LTM learning mechanism, which is mainly based on the backward learning pro-

cess in the connectionist network in the Index Space (discussed in Chapter 6), in-

cludes:
Adding/deleting concept(s) in the Information Space [Section 6.3];
Adding/deleting connection(s) in the Information Space [Section 6.3];

Increasing/decreasing the weights of connections (self-adjustment) [Section 6.5];

N

Increasing/decreasing the weights of connections (because of changes of envi-

ronment, e.g., the special authorized soft links etc.) [To be discussed];

5. Recording different successful information-seeking trails, PAT H", at the end
of each IR session (Chapters 4 & 6) [Section 7.5].

7.4.2 Short-term Memory

STM represents the adaptation of a system’s behaviour for a specific user during
one IR session. Although STM is only valid for one session, it records the present -
users’ user models, follows their information-seeking trails (PATH*) and provides
the direct information services to the users; therefore, it presents the most important

feature of the model. STM records the following information:

1. The present user’s user model, a* = {a}, af, ..., a%};

2. The present user’s information-seeking trail, in the form of PATH".
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The learning process for STM includes:

1.

Recording the user’s information needs, which is the result of the activation

vector, a’, at the end of each spreading phase [Section 6.4];

2. Recording the user’s information-seeking trail ( History), in the form of PAT H*

[Section 6.4].

7.4.3 Relation between STM a‘ﬁd LTM

The relation between STM and LTM are:

1.

STM is the system’s memory during one IR session, whereas LTM is the memory
which should last for the whole life-span of a system;

STM remembers
o The present user model, a* = {a§, ai, ..., a’};

e The present user’s infbrmation-seeking trail (History), in the form of
PATH®,

whereas LTM records:

o All documents and the conceptual index in an Information Space;
e The weights associated with those connections;

o Different users’ successful browsing trails { PATH* |[u= 0,1, ... }.

At the end of an IR session, the browsing trail stored in STM, PAT H*, becomes

the newest information to be stored in LTM in the form of PATH*, (u = 0, 1,

W) '

LTM might fade with time, which is represented in the model as the following:
e As the competitive learning is used for LTM (Section 6.3), a soft link

becomes prominent by the difference between its weight and those of others
in the same layer. If the weights of the connections in a Kohonen layer
increase the same amount, the relative positions of these links remain the
same. This evenly distributed increase is considered to fade away;

e Because of the limitation of machine memory, only a limited number of
browsing trails can be recorded in LTM in a system. Consequently, when
a new trail is recorded, an old one may be fbrgotten (fade away) if it has

not been enhanced.
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7.5 Reasoning in Soft-Link Hypertext
Definition 7.1 Formally, a browsing trail PAT H* can be noted as a 1 X n matrix:

P'=[p§ pi ... pPi]

. {1 if the concept Vg; € PATH® ;

0 otherwise

Obviously, for any IR session, “af = 1” is used as a threshold for any concept Vg;
to be included in PATH*. It is, in fact, in accord with the fact that, if and only
if a concept Vc,- has been successfully visited by the user, the probability that it is
relevant to the his /her information needs is 1. Here, the system ascertains that Vei

is relevant to the user’s information interests.

Definition 7.2 Similarity between two trails, PAT H* and PATH", is defined as:

sim[P* P’] = P*x[P]T

v

Do
v
= e x|
) Pn
= ;)pl-‘.xp? (1)

The function of the reasoning mechanism in the soft-link hypertext model is to update
the probability that a concept Vc; € Vcis judged as relevant to the user’s information
needs. The update occurs every time the user s interacts with the system. This
reasoning procedure is based on the following information:

1. The user’s past browsing trail, PAT H*,

2. The user’s latest interaction, Vci;

3. Finally, the model’s past experiences, stored in LTM.
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P{Ve; N [Vo: U PATH']} = P(Ve;N Ve:)+ P[Ve; N PATH'|
= P(Vej|Vei) x P(Vei)
+PVe;|PATH") x P[PATH']
= P(Vgj|Vei) + P[Vei|PATH' (2)

e where,
s stands for the present IR session;
Vi is the concept the user chooses as the information request;
PATH" is the browsing trail the user has visited;
P{V¢; N [Ve; U PATH*]} is the prediction of the probability that a concept,

Vc; € Vg, is relevant to the user’s information needs. In fact, it is a;.

Therefore, from (2),
a; = P(chch,') + P[Vc_.,'lPATH'] (3)

1. The first part of right hand side of Equation (3), P(V¢;|Vc:i), means the con-
ditional probability that Vc; is relevant to the user’s information needs given
that Vciis. As Voiis the concept the user clicks, the first part represents the
result of activation spreading, which has been discussed in Chapter 6;

This is the reasoning process in which the present information query is consid-

ered as the basis for the next move.

2. The second part of right hand side of Equation (3), P[V¢;|PAT H?], stands
for the conditional probability that Vc; is judged as relevant to the user’s in- |
formation needs given that the past browsing trail is PAT H*. It is defined

as:

_ o—Maz;[sim(P* P’ : . i (: .
P[Vi;|PATH?] = {/\ x(l—e PPNy fVg; € PP(i=0,1,..);
0

otherwise

It represents the reasoning process in which the user’s past browsing trail and

associations are considered as the evidence for making predictions.
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The procedure is:

1. PATH* = PATH* + {V¢i} + {Vc;}, which is recorded in STM;
2. All browsing trails { PATH" |u=0,1, ... } in LTM are compared with PATH*

so that those which are most similar to PAT H* are chosen as references;

3. The prediction of the probability is based on those references, as well as the
similarity between PAT H* and them;

_ _2

4. A= =0
With (3), the soft-link hypertext model keeps on making predictions on the probabil-
ity that a concept in Information Space is judged as relevant to the user’s information
needs. The reasoning process is based on the model’s long-term memory (LTM) and

short-term memory (STM). Two sets of auxiliary information are used:

1. Which soft link the user might use, judged on popularity of each link;

2. Which soft link the user might use, judged on basis that some previous users

who shared the similar the information interests (browsing trails) with the user.

These predictions are used as the interacting mechanism, in the form of a short list of
soft-link options, or charters, between the information user and the IR system in order
to speed up the information-seeking process. Here, the schema ForwardSpreading

(Section 6.4) should be rewritten as the following:

ForwardSpreading

B A IndexSpace

PutInOrder: (Concept x decorder[Ac]) — seq Concept
PATH*: F CONCEPT '
Vei?: CONCEPT

rep!: seq Concept

Vei? €Ve: a;'=a; +1

VVen (Von € Ve AVen € PATH®): _
a, ' = a, + 3 o Wonn X G + ) X (1 - e—Maz;[u'm(P‘,P‘)])

VVen € PATH*: a,'=1

PATH®' = PATH® + {V;?}

rep! = PutInOrder (Concept x decorder[Ac])
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7.6 Intelligence in the Soft-link Hypertext Model

The intelligent mechanisms in the Index Space, which includes automatic index for-
mulation, user modelling, learning and reasoning mechanisms, provide the main in-
telligence in the soft-link hypertext model. Their operations help to build up better
communication between the information system and information user, and provide

guidance for an efficient information retrieval in.an uncertain environment.

Browsing trail
m Document Space
[Dow 2]

The conceptual index /{ Index formulation —l

. /{ User modelling ]
The Information Space q\ ' . <—l Learning l
i \——{ Reasoning |

The User o
SO !
’ 4
4 ,
4 ’

Figure 7.1: Intelligent mechanisms in the soft-link hypertext model.

With these intelligent mechanisms defined, it is now possible to put all elements
together to formulate the soft-link hypertext model. Figure 7.1 shows such a model
in an IR environment: the user accesses an Information Space in order to obtain some
required information; the Information Space, represented by the soft-link hypertext
model, is designed to make this search and retrieval process efficient. It can be seen

that the model consists of three main elements:

1. The Document Space;
2. A conceptual index;

3. Four auxiliary intelligent mechanisms.
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Whilst the useful information is in the Document Space, the conceptual index defines
the state-space of the model, and these intelligent mechanisms control the dynamics
and applications of the model. Nine schemas are adopted for these mechanisms,

which are summarized in Appendix A.

" 1. InitIndexSpace
- 2. AddConcept
1 Index formulation 3. RemoveConcept
4. AddConceptualRelation
5. RemoveConceptualRelation
2|  User modelling * 1. SessionStarts
Reasoning 2. ForwardSpreading
1. BackwardLearning-1
4 Learning

2. BackwardLearning-2

7.7 Summary

In this chapter, we have shown how intelligent mechanisms in the soft-link hypertext
model can be developed and used to help the user retrieve information efficiently in
an uncertain IR environment. From the system’s viewpoint, the whole procedure
is presented as making prediction, adjusting the user model and learning, making
- prediction again, adjusting and learning again ... By making predictions based on
LTM and STM, a short list of anchors can be chosen from all the soft-link options;
this short list may include the user’s real information need and speed up this search
and retrieval process. In addition, adjusting the user model continuously could help
‘the system obtain a better understanding of its user’s information interests; learning
could enable the system accumulate the knowledge about the general user groups,
as well as about each individual user. With these intelligent mechanisms, different
elements have been finally combined to facilitate the soft-link hypertext model. The
model, as well as its implementation, are assessed and evaluated fully in Chapter 8
and 9.
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It can be seen from Figure 8.1 that such a soft-link hypertext model constitutes a
standard Dexter model (Section 3.4.1). The main elements of the model are summa-

rized as follows:

1. The Document Space — Within-Component Layer;

The Document Space includes the whole collection of information components
(documents) in an Information Space, which is the main source of useful infor-
mation for the information user. All information components in the soft-link
hypertext model are presented in their original full-text forms. In other words,
the contents and structure within components (Within-Component Layer) in-

“herit directly from those of original documents.
2. The Index Space — Storage Layer; |

The Index Space includes a conceptual index and all auxiliary mechanisms to
support the operations and applications of the model (Figure 8.2). Its function
is to provide supplementary information and tools, so as to make on-line infor-
'mation search and retrieval more efficient. The Index Space is the core of the

soft-link hypertext model and the main contribution of this research.

A V . Global Index
— Conceptual Index {

Semantic Net

Index Space —

Automatic Index Formulation

¥

~ User Modelling

Learning Mechanism {

Reasoning Mechanism

— Auxih'ary Mechanisms LTM

]

STM

\

Figure 8.2: The structﬁre. of the Ind.ex Space
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It is the Index Space that distinguishes the soft-link hypertext model from other
IR models. Whilst its main structure and operations have been represented in
detail in Chapters 5, 6 and 7, the most important characteristics of the Index

Space can be summarized as:

e Automation;
e User centered;
o Intelligent behaviour;

¢ Learning and evolution.

3. Presentation of the soft-link hypertext structure — Runtime Layer.
Although it is not defined as a part of the model, the presentation of soft links

during the user-system interaction in information retrieval is very important

for any implementation. This is discussed in more detail later in the chapter.

8.2 The Soft-link Hypertext Model — Descrip-
tion and Novel Attributes

In this section, the soft-link hypertext model is compared and contrasted with the
standard Dexter hypertext reference model. The goal of this analysis is to ascertain
the following points:

1. What the soft-link hypertext model is;
2. The difference between the model and other hypertext models;
3. The possibility of interchange and interoperability between the soft-link hyper-

text model and others.

8.2.1 The Dexter Hypertext Reference Model

The Dexter model is an attempt to capture, both formally and informally, the char-

acteristics found in a wide range of existing and future hypertext systems. It provides

a standard hypertext terminology coupled with a formal model of the important ab-
stractions commonly found in a wide range of hypertext systems. Thus, the Dexter
model serves as a standard against which to compare and contrast the characteris-

tics and functionality of various hypertext (and non-hypertext) systems. The Dexter






















































































































































































































































































































































