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Abstract—Human fingerprints are detailed and nearly unique
markers of human identity. Such a unique and stable fingerprint
is also left on each acquired image. It can reveal how an image
was degraded during the image acquisition procedure and thus
is closely related to the quality of an image. In this work, we
propose a new no-reference image quality assessment (NR-IQA)
approach called domain-aware IQA (DA-IQA), which for the first
time introduces the concept of domain fingerprint to the NR-IQA
field. The domain fingerprint of an image is learned from image
collections of different degradations and then used as the unique
characteristics to identify the degradation sources and assess the
quality of the image. To this end, we design a new domain-aware
architecture, which enables simultaneous determination of both
the distortion sources and the quality of an image. With the
distortion in an image better characterized, the image quality can
be more accurately assessed, as verified by extensive experiments,
which show that the proposed DA-IQA performs better than
almost all the compared state-of-the-art NR-IQA methods.

Index Terms—No-reference image quality assessment, domain
fingerprints, generative adversarial network

I. INTRODUCTION

O-reference image quality assessment (NR-IQA) [1-4]

is a fundamental yet challenging task that automatically
assesses the perceptual quality of a degraded image without
the corresponding reference for comparison. It serves as a
key component in low-level computer vision, since in many
applications it is difficult or even impossible to acquire the
non-distorted image as reference to evaluate the quality of a
distorted image. The ill-posed nature of NR-IQA is particularly
pronounced for the absence of the prior knowledge about
distortion form.

Numerous efforts [5—12] have been made to extract powerful
features to represent images and image degradations. Tradi-
tional hand-crafted feature based methods usually leverage
natural scene statistics (NSS) [2, 10, 11] and learning-based
metrics [7-9]. For example, Saad et al. [11] leverage the
statistical features of discrete cosine transform (DCT) for
blind image quality assessment. Mittal er al. [2] propose to
extract NSS features in the spatial domain to estimate the
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image quality. Ye et al. [7, 8] propose codebook representation
approaches to predict subjective image quality scores by
support machine regression (SVR). These hand-crafted features,
however, lack flexibility and diversity for representing complex
diverse degradations.

In recent years, deep learning methods achieve promising
results in NR-IQA. Due to the extremely limited training
datasets, many methods use various data augmentation or multi-
task strategies to better exploit the power of Deep Neural
Networks (DNNs). Some methods [13-15] focus on simulating
the behavior of Human Visual System (HVS) by Generative
Adversarial Networks (GANSs). Specifically, Lin et al. [13]
propose a discrepancy-guided quality regression network to
encode the difference between distorted image and hallucinated
reference to make precise prediction. Ren et al. [14] propose the
restorative adversarial net, i.e., the restorator reconstructs the
non-distorted patches while the discriminator tries to distinguish
the restored patches from the pristine distortion-free ones, and
the evaluator takes the distorted patch and the restored patch as
inputs and predicts a perceptually quantified score. However,
these methods treat images of different distortions the same
and the discriminative representations of distortions are under-
explored.

Different types of distortion change distortion-free images
into different distorted versions, leading to significantly differ-
ent visual perception. As shown in Figure 1, the image quality
depends on the distortion type and level. Some previous NR-
IQA methods [16, 17] try to evaluate the image quality by
considering the information of the distortion, but most of them
simply use the distortion information by adding a classification
to identify the distortion.

To address the above drawbacks, we propose the domain-
aware no-reference image quality assessment (DA-IQA), which
exploits the domain fingerprints for image quality assessment.
A domain here is defined as the images with the same type and
similar levels of distortion. Similar to human fingerprints, a
unique and stable fingerprint is also left on each acquired
image. It can reveal how an image was degraded during
the image acquisition procedure and thus is closely related
to the quality of an image. To get domain fingerprints, we
design a novel domain-aware architecture to get disentangled
representations for different domains. These representations
are used as detailed and unique markers to better express
particular degradation information, as shown in Figure 2. More
specifically, a degraded image can be decomposed as the image
content together with the degradation. We disentangle the image
content and degradation features from degraded images to
more accurately encode degradation information into the image
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Fig. 1. The two aspects of image quality. The quality of an image is strongly
linked to its distortion type. The degradation arises from the specific distortion,
and the image quality depends on the distortion type and level. Higher score
denotes worse quality (DMOS, range [0,100]).

quality assessment framework. The disentangled representations

for different domains would be discriminated significantly well

in high dimensional feature space. Furthermore, instead of

adding a classification layer as in [16, 17], benefiting from the

design of domain-aware network architecture, DA-IQA can

also identify the distortion type of an image simultaneously.
Our contributions are summarized as follows:

We propose the domain-aware no-reference image quality
assessment (DA-IQA), which for the first time introduces
the discriminative disentangled representations for differ-
ent types of distortions to image quality assessment.
Our method can also identify the distortion type of an
image, and use the distortion type and quality score to
characterize the image quality.

Our method achieves superior performance on popular
IQA datasets to state-of-the-art methods.

II. RELATED WORK
A. No-Reference Image Quality Assessment

The existing studies on NR-IQA can be broadly classified
into two categories: designing hand-crafted features [1, 2, 10,
11] and learning discriminant visual features automatically [7—
9]. The first category of methods typically use a two-stage
framework, which performs the distortion identification and
the distortion-specific quality estimation accordingly. However,
Mittal et al. [2] have shown that such two-stage methods are
not superior to the distortion-blind approaches. The second
category of work attempts to learn discriminant visual fea-
tures automatically without using hand-crafted features. Ye et
al. [7, 8] construct a small yet accurate codebook to look
up the proper features. Kang et al. [5, 16] and Bosse et
al. [6] adopt deep neural network to extract features from
the raw input and perform regression to estimate perceptual
scores. The above NR-IQA methods can be summarized as
feature extraction and regression based only on distorted images.
However, according to the free-energy theory [18], HVS tends
to restore the distorted image before quality assessment. Despite
building NR-IQA models based on the free-energy theory,
[3, 19] restore the distorted image with a linear autoregressive
model, which is not capable of producing a satisfactory result

when the input suffers from high-level distortion and therefore
may not be consistent with HVS. Lin er al. [13] and Ren et
al. [14] simulate the behavior of HVS by using generative
adversarial networks (GANSs) to generate the corresponding
restored counterparts as reference. Ren er al. [14] propose
the restorative adversarial net and Lin er al. [13] propose a
discrepancy-guided quality regression network to encode the
difference between distorted image and hallucinated reference
to make precise prediction. However, their methods do not
exhibit the capability of disentangling and characterising
discriminative latent representations for different degradations,
which is one of our key contributions.

B. Representation Disentanglement

Many recent works on disentangled representation aim to
learn an interpretable and transferable representation. For
example, Denton et al. [20] separate time-independent and
time-varying components for long-term video prediction. Some
studies [21-23] focus on disentanglement of content and style
to achieve multi-domain image translation. It is difficult to
define content and style explicitly, and different studies adopt
different definitions for their specific tasks. Liu er al. [24]
propose a unified model that learns disentangled representation
for describing and manipulating data across multiple domains.
For image restoration, Lu et al. [25] disentangle the content
and blur features from blurred images. Different from [25], we
disentangle the content and discriminative representations of
multiple degradations. We use the content features to restore
images and use the discriminative representations for NR-IQA.

C. Image Fingerprint

Digital fingerprint is a signature that could be used to identify,
track, monitor and monetize images by converting their content
into compact digital asset or impression. Prior digital fingerprint
techniques focus on detecting hand-crafted features for device
fingerprints [26]. Recently, [27] introduces this concept to the
image forensic field and show their application to the GAN
source identification. Based on that, [28] replaces the hand-
crafted fingerprint formulation with a learning-based one, and
classify an image as real or GAN-generated by learning GAN
fingerprints of different GAN models.

D. Domain-Aware Applications

The word Domain-aware mostly occurs in the NLP applica-
tions and its meaning varies from case to case. For example,
[29] propose a domain-aware dialog system, which aims to
maintain a fluent and natural conversation within the domain
as well as during switching of domains. The domain in this
case refers to the topic or theme of the conversation. Slightly
different, [30] refer domain to a specific field such as retail,
travel and entertainment, and introduce the task of multimodal
domain-aware conversations.

A domain in our work refers to a collection of images
with certain degradation. The process of image restoration can
be formulated as the translation from the degraded domain
to the pristine domain. Thus our work is mostly related to
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Fig. 2. Illustration of domain fingerprints. We use t-SNE [32] for visual
comparison between the entangled features (left) and our fingerprint features
(right), for degradation representations.

multi-domain image translation. Specifically, [31] recently
proposes a unified model to achieve multi-domain image-to-
image translation. [24] proposes a model that is able to perform
continuous cross-domain image translation and exhibits ability
to learn and disentangle desirable latent representations.

In this work, we demonstrate the existence and uniqueness
of domain fingerprints, that signify disentangled discriminative
representations of different degradations, for image quality
assessment tasks.

III. OUR APPROACH
A. Problem Formulation

Given a distorted image lg, our goal is to learn a mapping
f:lg ¥ s, in which s 2 R* denoted the predicted quality
score of 14 and should be consistent with the result of Mean
Opinion Score (MOS). To simulate the Human Visual System
(HVS), we first restore degraded contents as reference. Assume
in a dataset, there are N domains fDq; D5; ; Dng of images.
Each domain represents a collection of images with certain
degradation or distortion. For each image |4 in a domain D,
it can be represented as the combination of pristine image
lgt and a certain distortion d, i.e., Iy = lgt  d. Our goal
is to disentangle the representation d of a distorted image g4
to get the restored image I consistent with lg¢, and use this
domain-aware distortion pattern to obtain image quality score
S under the supervision of ground truth human visual quality
score Sgt.

B. Overview of the Proposed Approach

The framework of our proposed DA-IQA is demonstrated
in Figure 3. As shown, given several collections of images
with different types and levels of degradations, referred to as n
domains, an image lq is randomly selected from one domain,
the generator G tries to produce an image indistinguishable
with the real pristine image to the image discriminator D.
At the same time, the domain discriminator D tries to
recognize the domain label cj of representation and also
reacts on the generator to further disentangle discriminative
features for different degradations. After the convergence of
restoration, we further train a regression network by using
the high-level domain-aware distorted representation (domain
fingerprint) and the obtained restored images I, to get the

desired quality score S. The aforementioned processes are
implemented by two corresponding modules, the domain-aware
image restoration network and the hallucination-guided quality
regression network, respectively, as shown in Figure 3.

C. Domain-Aware Image Restoration Network

The overview of proposed domain-aware image restoration
network (DA-Restore) is shown in Figure 4. This DA-Restore
module takes the distorted image as input and aims to produce
the corresponding restoration. Meanwhile, the model tries to
disentangle the distorted representation of specific degradation
from the content. The restored image could act as a hallucinated
reference for the distorted image, which compensates the
absence of true reference information and simulates the
behavior of the human visual system. Furthermore, due to
the design of domain awareness, it determines the distortion
type of the input distorted image.

1) Latent Feature Loss: The latent feature loss aims to
penalize the latent representations from two aspects. To learn
disentangled representation across domains, we use the first
term L = KL(q(zjx)kp(z)) to calculate the Kullback-Leibler
divergence, which makes the latent code z close to a prior
Gaussian distribution p (z). However, this term alone cannot
guarantee the disentanglement of domain-specific information
from the latent space, since the generator recovers the distorted-
free images simply from the representation z without using
any domain information.

To address the above problem and achieve simultaneous
training of multiple domains with a single model, we extend
the loss by adding a domain classification loss term, to eliminate
the domain-specific information from the representation z.
We assign a unique label for each domain, and introduce
an auxiliary domain classifier which tries to distinguish the
latent representations z from different domains.

Typically, latent representation Z can be learned directly
from the images through an encoder-decoder architecture. The
encoder extracts features from images and the decoder uses
these features to reconstruct the images. The latent feature loss
is used to force the encoder to disentangle the content and the
degradation information. Without the latent feature loss, the
model can still learn a latent representation from the images,
but the obtained representation would be entangled as shown
in the left-hand panels of Figure 2 and Figure 6, since no
constraints are added on the disentanglement process.

Different from [31], which aims to translate facial attributes
among domains, image restoration transfers several domains
of different distortions into one single distortion-free domain.
Thus, we assign labels to representations instead of images.
More precisely, we introduce a domain discriminator D¢, which
takes the latent representation Z in domain C as input and
aims to distinguish the predicted domain code V. from its real
domain code. In contrast, the encoder E tries to confuse D¢
from predicting the correct domain. The second term of latent
feature loss, named domain classification loss, can be defined
as

Lds = LU = E[ logP (VejE (xc)l; (D






