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\textbf{ABSTRACT}

In this work, we present a computer-aided diagnosis system that uses deep learning and decision fusion to classify patients into one of three classes: “Likely Prostate Cancer”, “Equivocal” and “Likely not Prostate Cancer”. We impose the group “Equivocal” to reduce misclassifications by allowing for uncertainty, akin to prostate imaging reporting systems used by radiologists. We trained 3D convolutional neural networks to perform two binary patient-level classification tasks: classification of patients with/without prostate cancer and classification of patients with/without clinically significant prostate cancer. Networks were trained separately using volumetric T2-weighted images and apparent diffusion coefficient maps for both tasks. The probabilistic outputs of the resulting four trained networks were combined using majority voting followed by the max operator to classify patients into one of the three classes mentioned above. All networks were trained using patient-level labels only, which is a key advantage of our system since voxel-level tumour annotation is often unavailable due to the time and effort required of a radiologist. Our system was evaluated by retrospective analysis on a previously collected trial dataset. At a higher sensitivity setting, our system achieved 0.97 sensitivity and 0.31 specificity compared to an experienced radiologist who achieved 0.99 sensitivity and 0.12 specificity. At a lower sensitivity setting, our system achieved 0.78 sensitivity and 0.77 specificity compared to 0.76 sensitivity and 0.77 specificity for the experienced radiologist. We envision our system acting as a second reader in pre-biopsy screening applications.
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\section{1. INTRODUCTION}

Prostate cancer (PCa) is the second most frequently diagnosed cancer in men worldwide and the fifth leading cause of cancer death in men.\textsuperscript{1} It is estimated that there were 1.3 million new diagnoses of PCa in 2018 and 359,000 deaths.\textsuperscript{1} When diagnosed at its earliest stage, all men with PCa will survive their disease for five years or more, compared with less than a third of men when diagnosed at the latest stage.\textsuperscript{2}

Multiparametric magnetic resonance imaging (mpMRI) is increasingly being incorporated into the diagnostic pathway to enable non-invasive cancer detection, targeted biopsy and targeted treatment planning.\textsuperscript{3} Whilst imaging protocols vary across centres, the most commonly collected sequences, and those recommended by the revised Prostate Imaging Reporting and Data System\textsuperscript{4} (PI-RADS v2) and Likert assessment system,\textsuperscript{5} are T2-weighted imaging (T2WI), diffusion-weighted imaging (DWI) and dynamic contrast-enhanced imaging (DCEI). Whilst many differences exist between PI-RADS v2 and Likert, both agree that T2WI and DWI are the dominant sequences for PCa diagnosis, while DCEI plays an ancillary supporting role. A recent systematic review and meta-analysis of twenty studies compared the diagnostic accuracy of mpMRI with biparametric MRI (bpMRI),\textsuperscript{6}
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where bpMRI does not include DCEI. It concluded that the diagnostic accuracy of bpMRI is similar to that of mpMRI. This, paired with the costs and risks of contrast agent administration, prompts our use of bpMRI in this work. Reading mpMRI/bpMRI requires considerable expertise, can be prone to inter/intra-observer variability and is a time-consuming task. Computer-aided diagnosis (CAD) systems can enable a more consistent assessment and reduce reading time.

The typical workflow of those CAD systems that do not employ deep learning is described in a review article by Wang et al.3 The preliminary step is often image intensity normalisation, particularly in the case of MR images, whose intensities may lack fixed meaning due to scanner-dependent variations. In the case of DWI and DCEI, preprocessing may also involve the extraction of quantitative parameters such as the apparent diffusion coefficient (ADC) for DWI or Tofts Model7 parameters such as influx mass transfer rate of gadolinium ($K_{\text{trans}}$) and reflux rate of gadolinium ($k_{\text{ep}}$) for DCEI. Registration may feature to correct for patient movement during acquisition and differences in voxel resolution and gland segmentation may be performed to confine analysis to the prostate. The next stages involve candidate lesion generation, feature extraction and classification by a machine learning classifier. Candidate lesions can either be hand contoured by radiologists8–10 or obtained by post-processing probability maps generated by a voxel classification stage.11–13 Deep learning based CAD systems differ in that the most discriminative features are learned directly from a training set of images rather than selected and extracted from a candidate lesion. The typical tasks performed using deep learning tend to be voxel classification,14–16 lesion-centred patch classification17–19 and slice classification.20–22

In this work, we perform classification at the patient-level. A CAD system is proposed that uses deep learning and decision fusion to classify patients into three classes: “Likely PCa”, “Equivocal” and “Likely nPCa”, where nPCa indicates a patient absent of PCa. Our system employs 3D residual convolutional neural networks (rCNNs) to perform two different patient-level classification tasks: differentiating patients with PCa from those without PCa (benign or normal gland) and differentiating patients with clinically significant PCa (CSPCa) from those without CSPCa. CSPCa is characterised by the presence of Gleason Score (GS) equal to or greater than 7 during histological analysis. For both tasks, we trained rCNNs independently using volumetric T2WI and ADC maps as input. The probabilities output by the four trained rCNNs are combined using a two-level scheme. In the first level, the majority voting operator is separately applied to the outputs of the two rCNNs trained on the binary PCa classification task and to the outputs of the two rCNNs trained on the binary CSPCa classification task. In the second level, we combine the outputs of the majority voting using the max operator to produce a unified classification into one of the three classes mentioned earlier. Our system was evaluated by retrospective analysis on a previously collected trial dataset.23

Allowing for uncertainty akin to prostate imaging reporting systems used by radiologists, through the “Equivocal” class, is a key advantage of our system. In our case, patients are allocated to this class when contradictory evidence is presented. A further advantage is that our system is trained using patient-level labels only. The ability to train using patient-level labels is advantageous as voxel-level annotation is often unavailable due to the time and effort required of a radiologist.

2. MATERIALS

Our Institutional Review Board approved the study and waived the requirement for individual consent for retrospective analysis of prospectively acquired patient data collected as part of clinical trials/routine care (R&d No: 12/0195, 16 July 2012).

Full details of the trial have been previously reported.24 Men were included in the trial if they had undergone previous transrectal ultrasound (TRUS) biopsy and were suitable for further characterisation using transperineal template prostate mapping (TTPM) biopsy. Men with a previous history of treatment were excluded. 330 men enrolled in the trial, and following 81 withdrawals, 249 men completed mpMRI, TTPM biopsy and targeted biopsy.

MpMRI was acquired using a 3 Tesla magnetic field scanner (Achieva, Philips Healthcare) and a pelvic-phased array coil. Sequences collected included T2WI, DWI with high b-value (2000), ADC map computed from DWI at multiple b-values (0, 150, 500, 1000) and DCEI with gadolinium. A detailed description of acquisition parameters can be found in the protocol publication for the trial.24 All mpMRI studies were reported on by a
radiologist with over 10 years of experience in reading prostate mpMRI. A 5-point scoring system (see table 1) was used to score at the lesion level and patient level. Three distinct definitions of cancer aggressiveness were scored against during the trial. We consider the definition in which the presence of low grade GS 3+3 and higher GS, warrant scores 4 or 5.

Table 1: 5-point MRI scoring system utilised to indicate presence of disease.24

<table>
<thead>
<tr>
<th>Score</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Highly likely benign</td>
</tr>
<tr>
<td>2</td>
<td>Likely benign</td>
</tr>
<tr>
<td>3</td>
<td>Equivocal</td>
</tr>
<tr>
<td>4</td>
<td>Likely malignant</td>
</tr>
<tr>
<td>5</td>
<td>Highly likely malignant</td>
</tr>
</tbody>
</table>

Ultrasound-guided TTPM and targeted biopsy acted as the reference standard. The whole gland was sampled through a brachytherapy template-grid placed on the perineum using a 5-mm sampling frame. Focal index lesions underwent cognitive MRI-targeted biopsies at the time of TTPM. One of two expert uropathologists each with over 20 years experience analysed all biopsy cores blinded to the MRI results and negative biopsies were double-reported for quality control. Of the 249 patients who completed the trial, 71 patients DWI was distorted by magnetic susceptibility artefacts caused by air in the rectum. These patients are excluded from evaluation in this work. Histological analysis found (post patient exclusion shown in brackets): 34(27) patients with no cancer, 61(38) patients with max GS 3+3, 114(83) patients with max GS 3+4, 34(25) patients with max GS 4+3 and 6(5) patients with max GS greater than 8.

In addition to the data described above, a publicly available dataset released for the PROSTATEx challenge, was used to augment the data available to train our CAD system, but not evaluated upon due to the lack of available radiologist interpretation to compare to.

3. METHOD

Given bpMRI of a patient, the goal is to classify that patient into one of three classes (“Likely PCa”, “Equivocal”, “Likely nPCa”). In Figure 1a, we present the framework of the proposed CAD system. Each component of the system is described in the subsections to follow.

Figure 1: (a) Proposed framework of our CAD system, where nPCa indicates normal prostate or prostate with benign condition and nCSPCa indicates normal prostate or prostate with benign condition or prostate with indolent PCa. (b) 3D rCNN architecture used to perform patient-level classification tasks. (c) A bottleneck block, where $k = \#\text{kernels.}$
3.1 Image preprocessing

A histogram-based standardisation method\textsuperscript{25} was applied to each patient’s T2WI to give image intensities tissue meaning, absent on acquisition due to scanner and patient dependent variations. We trained a CNN (High-Res3DNet\textsuperscript{26}) to segment the prostate from background structures in all T2WI using a network implementation available on NiftyNet,\textsuperscript{27} an open-source platform for deep learning in medical imaging. The binary segmentation mask output was used to crop the prostate on T2WI. The cropping operation creates a simpler classification task unsullied by background information. ADC maps were cropped by transforming the segmentation from T2WI space into DWI space using affine registration\textsuperscript{28} followed by a cubic b-spline non-rigid registration.\textsuperscript{29}

![Figure 2: (a) Segmentation of T2WI generated using CNN (HighRes3DNet), with cropping area shown by green dashed border. (b) Segmentation of ADC map in DWI space, generated using registration derived transformation of T2WI segmentation, with cropping area shown by green dashed border.](image)

3.2 Networks

Each 3D rCNN is composed of a convolutional layer followed by four bottleneck blocks.\textsuperscript{30} A network diagram is shown in Figure 1b. Bottleneck blocks reduce the computational load of 3D convolutional layers by performing a channel reduction and restoration operation either side of the core convolution operation, as shown in figure 1c. Preactivation\textsuperscript{31} (batch normalisation and rectified linear unit activation prior to weight layer computation) is used, as shown in figure 1c, to ease optimisation and regularise the networks. The number of blocks/layers and all other hyperparameters were determined through hyperparameter search using a 5-fold cross validation. Hyperparameters selected using validation sets were used to evaluate over inference sets. For rCNN training, we used the cross-entropy loss, Adam optimisation,\textsuperscript{32} learning rate equal to 0.0001 and a batch size of 8. We employed flip and random deformation augmentations during training to balance classes, reduce overfitting and increase generalisability. We implemented the network architecture using NiftyNet.

3.3 Triage

We converted the continuous valued network output of each rCNN into a binary categorical variable by selecting a specificity for each network, from which a cut-off score between classes was derived. The binarised rCNN outputs are combined using a two-level scheme as shown in figure 1a. Let $m_1, \ldots, m_k$ be $k$ available modalities, with $k$ equal to some positive even-valued integer. The total number of trained rCNNs is equal to $2^k$:

\[
\text{rCNN}_{\text{PCa}, M}, \quad M = m_1, \ldots, m_k, \\
\text{rCNN}_{\text{CSPCa}, M}, \quad M = m_1, \ldots, m_k,
\]

where each $\text{rCNN}_{\text{PCa}, M}$ is trained on task 1 (PCa vs. nPCa) and each $\text{rCNN}_{\text{CSPCa}, M}$ is trained on task 2 (CSPCa vs. nCSPCa). Each $\text{rCNN}_{\text{PCa}, M}$ gives a probabilistic output, which is transformed into a binary variable $\hat{y}_{\text{PCa}, M}$. Similarly, each $\text{rCNN}_{\text{CSPCa}, M}$ gives a probabilistic output, which is transformed into a binary variable $\hat{y}_{\text{CSPCa}, M}$. The set of $\{\hat{y}_{\text{PCa}, M} \mid M = m_1, \ldots, m_k\}$ take value 1 representing the class PCa or value 0 representing the class.
nPCa. The set of $\{\hat{y}_{\text{CSPCa}}, M | M = m_1, \ldots, m_k\}$ take value 1 representing the class CSPCa or value 0 representing the class nCSPCa. Majority voting (MV) is applied for each task separately to combine the classifications of all $k$ imaging modalities:

$$c_{\text{PCa}} = MV(\{\hat{y}_{\text{PCa}}, M | M = m_1, \ldots, m_k\}) = \left\{ \begin{array}{ll}
\text{Likely PCa}, & \sum_k \hat{y}_{\text{PCa}, m_k} > k/2, \\
\text{Equivocal}, & \sum_k \hat{y}_{\text{PCa}, m_k} = k/2, \\
\text{Likely nPCa}, & \sum_k \hat{y}_{\text{PCa}, m_k} < k/2.
\end{array} \right.$$  

$$c_{\text{CSPCa}} = MV(\{\hat{y}_{\text{CSPCa}}, M | M = m_1, \ldots, m_k\}) = \left\{ \begin{array}{ll}
\text{Likely CSPCa}, & \sum_k \hat{y}_{\text{CSPCa}, m_k} > k/2, \\
\text{Equivocal}, & \sum_k \hat{y}_{\text{CSPCa}, m_k} = k/2, \\
\text{Likely nCSPCa}, & \sum_k \hat{y}_{\text{CSPCa}, m_k} < k/2.
\end{array} \right.$$  

The three categories are ranked from 1 to 3 such that the positive classes (Likely PCa, Likely CSPCa) have the highest rank and the negative classes (Likely nPCa, Likely nCSPCa), the lowest. Considering the ranks $r_1 = \text{rank}(c_{\text{PCa}})$ and $r_2 = \text{rank}(c_{\text{CSPCa}})$, we apply the max operator to $r_{\text{PCa}}$ and $r_{\text{CSPCa}}$ to obtain the final class $C$:

$$C = \left\{ \begin{array}{ll}
\text{Likely PCa}, & \max(r_{\text{PCa}}, r_{\text{CSPCa}}) = 3, \\
\text{Equivocal}, & \max(r_{\text{PCa}}, r_{\text{CSPCa}}) = 2, \\
\text{Likely nPCa}, & \max(r_{\text{PCa}}, r_{\text{CSPCa}}) = 1.
\end{array} \right.$$  

4. RESULTS

The whole gland segmentation performance of HighRes3DNet was evaluated by 10-fold cross validation on a subset of 82 patients from the trial dataset, where manual annotations performed by a radiologist were available as ground truth. The dice coefficient was used as an evaluation metric over the inference sets. Transformation of the segmentation from T2WI space to DWI space, derived using registration, was evaluated by visual inspection.

Each rCNN was evaluated by 5-fold cross validation using the receiver operating characteristic (ROC) curve, area under the ROC curve (AUC) and the point on the ROC curve characterised by a specificity of 0.50 ($SN_{SP=0.50}$).

The decision fusion CAD system output was evaluated using the sensitivity and specificity at two thresholds, (i) where both the “Equivocal” group and “Likely PCa” group indicate that the patient has cancer and (ii) where the “Likely PCa” group alone indicates that the patient has cancer. We present an equivalent analysis for the reporting radiologist for comparison.

4.1 Segmentation performance

A mean dice coefficient ± 1 standard deviation over 10-folds of 0.90 ± 0.03 was obtained. Following the cross validation exercise, a single HighRes3DNet was trained to segment all remaining T2WI in the trial dataset for which no radiologist annotation was available. Through visual inspection, we observed all segmentations obtained were of sufficient quality such that no manual correction was required.

ADC map segmentations were obtained by transforming T2WI segmentations using a registration based approach as described in subsection 3.1. Visual inspection showed segmentations were of sufficient quality such that no manual correction was required.

4.2 rCNN performance

Table 2 shows the evaluation metrics AUC and $SN_{SP=0.50}$ for PCa and CSPCa binary classification tasks, using T2WI and ADC maps as input. The corresponding ROC curves are shown in figure 3. The values presented in Table 2 and the ROC curves shown in Figure 3 are an average over 5-folds.

We observe a greater ability to discriminate between PCa and nPCa than between CSPCa and nCSPCa. We also observe that ADC maps allow better discrimination in both tasks.
Table 2: Classification performance of the individual rCNNs for each task/modality, averaged over 5-fold cross validation.

<table>
<thead>
<tr>
<th>Task</th>
<th>Network</th>
<th>AUC</th>
<th>SN</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCa vs. nPCa</td>
<td>rCNNPCa_T2WI</td>
<td>0.82 ± 0.04</td>
<td>0.87 ± 0.07</td>
</tr>
<tr>
<td></td>
<td>rCNNPCa_ADC</td>
<td>0.83 ± 0.07</td>
<td>0.90 ± 0.05</td>
</tr>
<tr>
<td>CSPCa vs. nCSPCa</td>
<td>rCNNCSPCa_T2WI</td>
<td>0.66 ± 0.07</td>
<td>0.77 ± 0.08</td>
</tr>
<tr>
<td></td>
<td>rCNNCSPCa_ADC</td>
<td>0.77 ± 0.07</td>
<td>0.86 ± 0.07</td>
</tr>
</tbody>
</table>

Figure 3: Classification ROC curves of the individual rCNNs for each task/modality, averaged over 5-fold cross validation.

4.3 Triage performance (decision fusion)

In subsection 4.3.1, the impact of the majority voting and max operators is shown, while in subsection 4.3.2 we present a comparison of the output of our system with the scoring of an experienced radiologist.

4.3.1 Impact of the majority voting and max operators

As shown in subsection 3.3, the majority voting operator observes whether T2WI and ADC map offer a consensus decision or not, in the latter case allocating to the “Equivocal” class. The max operator increases the sensitivity of the system to patients with clinically significant cancer. Figure 4 shows the impact of the majority voting operator and max operator.

Figure 4: (a) Classification performance of rCNNPCa\_T2WI only, by histological status. (b) Classification performance of rCNNPCa\_ADC only, by histological status. (c) Majority voting combination of rCNNPCa\_T2WI and rCNNPCa\_ADC. (d) Majority voting and max operator combination of rCNNPCa\_T2WI, rCNNPCa\_ADC, rCNNCSPCa\_T2WI, rCNNCSPCa\_ADC. Red font indicates incorrect group allocation. Patients are grouped by their histological grading.

Figures 4a and 4b show the performance of rCNNPCa\_T2WI and rCNNPCa\_ADC prior to decision fusion. Figure 4c shows the result of combining the binarised outputs of rCNNPCa\_T2WI and rCNNPCa\_ADC using the majority voting operator. Most critically, we observe that false negative rate (FNR) of patients with GS ≥ 3 + 4 drops to 9% and false positive rate (FPR) of patients with Normal/Benign gland drops to 8%, both due to the creation of the “Equivocal” class. It should be noted that introducing the “Equivocal” class also causes a drop in true positive rate (TPR) and true negative rate (TNR), but as is the case with PCa imaging reporting systems, this is tolerated to reduce costly misclassifications. Figure 4d shows the impact of the max operator. The idea of the
max operator is to upgrade the class of a patient if the rCNNs trained on the CSPCa vs. nCSPCa task present evidence that the patient may have CSPCa. We observe a drop in FNR of patients with GS ≥ 3 + 4 from 9% to 3% without a proportionally large drop in TNR.

### 4.3.2 Comparison to radiologist

A radiologist of greater than 10 years experience in reading prostate MR scored each patient using a 1-5 scale for the presence of GS ≥ 3 + 3 PCa. By combining the groups 1 and 2 and the groups 4 and 5 shown in Table 1, we can directly compare the radiologists performance with the performance of our system.

Figure 5: Figure (a) shows the classification performance of an experienced radiologist. Figure (b) shows the performance of our system set to match the FNR on GS ≥ 3 + 4 patients obtained by the radiologist (2%). Red font indicates incorrect group allocation.

Figure 5 shows the performance of the radiologist and our system. By selecting high sensitivity cut-off scores for rCNNs, we match the radiologists FNR on patients with GS ≥ 3 + 4 (2%). We observe a superior TPR (85%) and TNR (31%), though we also observe a higher incidence of misclassified indolent cancer patients (8%). Table 3 converts Figure 5 into sensitivities and specificities by considering two thresholds, (i) where the “Equivocal” class and “Likely PCa” class indicates that the patient has cancer and (ii) where the “Likely PCa” group alone indicates that the patient has cancer.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>SN (GS ≥ 3 + 3)</th>
<th>SN (GS ≥ 3 + 4)</th>
<th>SP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radiologist</td>
<td>Equivocal</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>Likely PCa</td>
<td>0.76</td>
<td>0.83</td>
</tr>
<tr>
<td>System</td>
<td>Equivocal</td>
<td>0.97</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>Likely PCa</td>
<td>0.78</td>
<td>0.85</td>
</tr>
</tbody>
</table>

The most important goal of PCa diagnosis is to correctly identify clinically significant cancers. In figure 6, we analyse why a small proportion of patients with clinically significant cancer have been classified as “Equivocal” or “Likely nPCa” by both the radiologist and our system. Figure 6 shows the majority of misclassifications are on small tumors with biopsy max core length from 0-5mm.

### 5. DISCUSSION

We have proposed a CAD system that applies decision fusion to the output of multiple trained CNNs to classify patients with suspected PCa into three classes “Likely PCa”, “Equivocal” and “Likely nPCa”. Critically, we obtain satisfactory binary classification performance from our trained rCNNs. A significant reason for this was the inclusion of the publicly available ProstateX dataset for training. Of most importance was increasing the quantity of benign patients, which the trial dataset lacked. Moreover, we harmonised T2WI in both datasets using histogram standardisation as described in subsection 3.1. We further increased the size of the datasets for
training by using flip and random deformation augmentations. Our performance may also be explained by the use of volumetric input processed by volumetric convolutions, giving 3D context. 3D context can be important in lesion characterisation. Furthermore, we cropped image volumes forcing features to be learned from the region of interest and not from background. Finally, we conducted an extensive hyperparameter search; in particular, we tuned the number of network parameters, batch size and learning rate to limit overfitting and underfitting and ensure stable weight updates.

As described in subsection 3.3, the binary outputs of trained rCNNs are transformed into a three class classification through majority voting and max operators. It should be noted that a three class classification could be achieved by training networks on the first task (PCa vs. nPCa) only and using the majority voting operator only. However, including the second task (CSPCa vs. nCSPCa) increases our sensitivity to clinically significant cancers through the max operator. This relies on the observation that some clinically significant cancers are misclassified by at least one of the networks trained on the first task, but are correctly classified by at least one of the networks trained on the second task, which effectively upgrades these patients through the max operator.

The CAD system described in this work recognises and addresses some of the common problems associated with developing CAD systems for PCa diagnosis. A considerable advantage of our system is the lack of need for voxel-level lesion annotations. These can be difficult to obtain for multimodal 3D datasets due to the time and effort required of radiologists. Removing the need for manually annotated datasets allows the use of much larger datasets, limited only by the availability of associated ground truth biopsy or prostatectomy.

A current limitation of our system is the inability to localise tumors. While localisation is desirable, it is not strictly necessary. Many systems in the literature output tumor locations to help less experienced radiologists identify tumours or to provide locations for targeted biopsy.33,34 Our system as currently constructed aims to provide a second opinion in screening applications. However, attention mechanisms/saliency maps/relevance propagation can be explored as future work to introduce explainability.

6. CONCLUSION

We have proposed a CAD system that uses decision fusion of multiple CNNs to classify patients with suspected PCa into three classes. A particularly novel aspect is the introduction of an “Equivocal” class that can reduce misclassifications by allowing uncertainty. We obtained performance arguably superior to an experienced radiologist. Therefore, following further evaluation on other datasets, it is feasible that our system be placed alongside a radiologist as a second reader in screening applications.
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