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Abstract

Intelligent systems have proved very effective in many business applications, however
there is little understanding of the relationships between the techniques and the
application domains. Through applying genetic algorithms and neural networks, two
powerful general purpose techniques to the difficult problems of economic forecasting
and financial trading, this thesis investigates the connections between the nature of the
application and the chosen intelligent technique. Four experiments have been carried
out to investigate this problem:

Residual Value Forecasting with Lex Vehicle Leasing: One method of setting vehicle
hire charges requires accurate forecasts of the second hand value of vehicles in 3 or 4
years time. A synthetic depreciation series was constructed for proof-of-concept
purposes. Neural network forecasting models were compared against linear regression
benchmarks and it was found that they have comparable performance. Developments
to this forecasting scheme are proposed.

Intelligent Trade Filtering with Sabre Fund Management: This project is an attempt to
capture, reproduce and extend expert trading knowledge from a history of pattern
based trading. Genetic algorithms were used to find rules that capture the symbolic
relationships between the observed market state (pattern type, quality etc.) at trade
entry and probable trade outcome. The GA found several rules that are deterministic to
95% confidence.

Continually Adaptive Trading Systems Design: Financial markets are in a constant
state of change. Genetic algorithm-style operators were used on a population of trading
system descriptions to generate new trading strategies on-the-fly which are evaluated
on a rolling basis by their recent trading performance. In conjunction with the over-night
loan market, the system could make super-LIBOR returns, although the impact of this
result on theories of market efficiency is unclear. This system is unable to trade the
FTSE index effectively, an observation consistent with the theory that the information
set of the FTSE is too large for it to be out-performed.

Genetic Algorithm Trading System Induction with the European Bank for
Reconstruction and Development, a bank that speculatively trades government bond
futures markets. Genetic algorithm rule induction was used to automate trading system
innovation and profitability tests were carried out in all relevant markets. The results are
positive but mixed. The system makes higher returns on longer maturity markets, and
the presence of this effect over the US Treasury bond markets is demonstrated to a
confidence of 86%. The system was also tested on copper and gold futures. The
system was then modified to give a new technique for assessing the change in the
character of financial markets.

The principal scientific contributions to come from this thesis are: i) genetic algorithm
rule induction is a powerful and effective technique for finding empirical models. It is
particularly suitable for business problems as the experimenter has control over the
representation and the resulting models are transparent; ii) novel results from the
financial experiments present evidence both for, but primarily against, the Efficient
Market Hypothesis; iii) that the decision to use a specific technology should be taken
after the content of the available data has been investigated; iv) the proposition of a
new technique for tracking changes in nature of financial markets using the trading rule
induction engine; v) the design and operational analysis is given for the first known
continuously adaptive trading engine; vi) the first known comprehensive operational
analysis of a GA rule induction based trading system; vii) the first known public domain
data intensive analysis of the vehicle resale market.
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Chapter 1:

Introduction

This chapter presents the motivations for researching intelligent systems,
and once the key features of intelligent systems have been described and
discussed, the four experiments presented in this thesis are introduced. The
prerequisites that exist for the successful deployment of intelligent systems
are also examined. The chapter concludes with the motivations, goals and

contributions of this work and the thesis structure.

1.1 Introduction

This thesis investigates four intelligent system experiments designed to convey
competitive advantage from the analysis of data. There are a range of intelligent
technologies available and a myriad of possible applications within business contexts.
This thesis examines the relationships between the nature of the business problem, the
intelligent system solution and the effectiveness of the resulting implementation, with a
view to discovering the knowledge that enables intelligent system engineers to

construct the most effective systems.

The technologies that will be focussed upon are genetic algorithms and neural
networks. These have been the basis of a great deal of research and have been
demonstrated to be extremely effective and powerful techniques. They will be tested in
economic forecasting and speculative trading applications. These are some of the most

difficult and taxing business problems that exist.

Pitting powerful, non-linear techniques against difficult problems will strain both the
technologies and conventional understanding of markets. It is in these situations where
much can be learned about the applications, the techniques and the relationships that

exist between them.
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1.2 Five Key Features of Intelligent Systems

The field of intelligent systems is diverse: there are a broad range of techniques that
have been used for addressing thousands of problems, but a number of recurrent
themes emerge: they are often capable of learning and adapting, they are flexible, can
often be attributed with explanatory power and be capable of discovering new
knowledge. As it is these five attributes that make intelligent systems valuable and
worthy of research, a brief overview of each will be presented, before introducing the

actual experiments carried out in the course of this thesis.

1.2.1 Learning

Learning is the process of knowledge acquisition. This is arguably the most important
strength of many intelligent systems deployed in financial and business applications.
Many intelligent systems, but especially those based on neural networks and genetic
algorithms, can learn by example. This involves giving the system examples to learn
from, and then the system makes internal modifications to reflect the new data it has
been exposed to. This can be thought of as building an internal model that is consistent
with the submitted examples. For this reason, is it vital to give the machine
representative samples, or the model that the system constructs will not correspond
strongly to reality. One of the main goals of intelligent systems research is to construct

systems that can generalise well once the learning or training has been completed.

Particular problems exist when trying to automate expert knowledge. Experts are often
unwilling or unable to concisely and consistently express their knowledge. Indeed, their
knowledge may not be complete, consistent, or even correct. However, from records
of expert behaviour, it is often possible to construct intelligent systems that can learn
the knowledge implicit in the decisions the expert has made. Depending on the type of
intelligent system, it may then be possible to decode the machine’s internal state to
analyse the information content of the expert’s knowledge that has been transferred to

the machine.

1.2.2 Adaptation

A further benefit of intelligent systems is that they can adapt to new situations. If the

model the intelligent system has constructed begins to slide out of date, then it is often

12



a simple matter to bring the system back up to date by simply re-training the system
with more up-to-date information. Moreover, it is possible to design intelligent systems
so that they are constantly absorbing new information and modifying their models
accordingly. This is another important benefit of intelligent systems: they have no
loyalty to the models they find, and so they will not retain aspects of models that are
out of date simply because they have been a component of the model for a

considerable period of time.

There can be less drastic reasons for shifting the knowledge base: for instance, in credit
scoring, the risk-adversity of lending institutions and the desires of those seeking credit

are very different in times of prosperity to those in recession.

This adaptability is of particular relevance in the financial markets. For instance,
immediately prior to the end of a primary price trend, there is a buying frenzy where
the price is bid up by those attracted to a security that is rapidly rising in price. When
there are no market participants left who wish to buy, the price drops rapidly as there
are no bids to push the price up, and at the same time, there are lots of dealers who are
trying to sell securities that are (now) dropping rapidly in price. This has the effect of
pushing the price down lower. When this transition from buying to selling occurs, it is
clearly important for an intelligent system to react rapidly and appropriately. In
extreme cases, it need only take a few seconds for the securities’ price to go ‘limit-
down’ and for trading to be suspended in an effort to control the rate of collapse of

price.

1.2.3 Flexibility

The flexibility of intelligent systems shows itself in two ways: many of the techniques
are intrinsically general purpose, and they are robust in the face of incomplete, noisy or

inconsistent data.

In overview, many intelligent techniques are very similar. Once the problem has been
specified, some part of the intelligent system constitutes an optimisation procedure of
either maximising fitness or minimising errors, or a search for good solutions. A
consequence of this is that if a business or financial problem éan be expressed in terms

of the value of solutions or the errors generated by solutions, then intelligent systems

13



can be used to address the problem - hence their general purpose nature. Indeed, this is

one of the few prerequisites for the use of intelligent systems.

The robustness of intelligent systems stems from several sources. Traditionally,
computers have been associated with concepts such as “yes” and “no”, “black” and
“white”, and not with an inability to reason with imprecise data. Fuzzy logic can not
merely cope with concepts such as “fairly tall” or “too fast”, but also reason and infer
from such statements. This is of significant value if, for instance, a potential customer
in a database can be assessed as being “likely” or “very unlikely” to respond to a

directly mailed advert.

1.2.4 Explanation

Some intelligent systems can be accredited with having explanatory power. It is
possible to use genetic algorithms to find rules that can explain business and financial
phenomena. In credit scoring, if a set of intelligently induced rules reject a loan
application, and if the customer demands to know why, then the train of reasoning that
led to the application’s rejection can easily be examined and possibly conveyed to the
applicant. There are also applications in fraud detection. The daily volume of trades in
any single exchange is far greater than could easily be checked by any reasonable sized
watchdog. However, if a series of trades appear suspicious to the intelligent system,
then exchange officials can be alerted, and the line of reasoning that led to the alert

being raised can be examined.

1.2.5 Discovery

One of the strengths of intelligent systems is that they can construct their own models
of business and finance that may be more appropriate to the problem than one designed
by hand. Knowledge discovery is the process of examining data to find non-trivial

relationships that are capable of adding value.

Wal-Mart[Veri94] is a chain of hyper-market stores in the USA. It used parallel
database mining techniques on gigabytes of P.O.S.(point of sale) information to
examine whether there were any particularly strong correlations between the sale of
one good or commodity and the sale of another[Veri94]. There were some obvious

facts to come out of this, such as if someone buys baby-food then they probably buy
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nappies. However, the machine also made the perhaps not terribly alarming, but
nevertheless interesting and unexploited discovery that if young males bought nappies
then they also bought beer with high probability. This observation led to the placing of
beer in the child-care section of some Wal-Mart stores, and this was soon followed by
a significant increase in beer sales in those stores. After this trial and a second analysis
of the P.O.S. data on the sales of nappies and beer, it was decided to move a rack of
crisps and other condiments into the child-care section next to the beer. Unsurprisingly

perhaps, revenues were increased again.

1.3 Business Problems

Due to these five factors, intelligent systems have (rightly) been perceived as general
purpose technologies, and as a result of this, their range of application is very broad.
This is confirmed by the range of the applications that have been used as illustrative

examples so far.

The research described in this thesis has been undertaken in conjunction with a number
of industrial partners to gain broad, direct and thorough exposure into intelligent
systems that are developed for use in industry. As a result of this, four separate
intelligent system experiments have been carried out. Each of these will now be

introduced.

1.3.1 Neural Networks for Residual Value Forecasting

This work was carried in association with Lex Vehicle Leasing. The problem was to
forecast the level of depreciation of vehicles over the hire period - in essence, to
forecast its residual value. This is an important company process because the single
largest component of the total hire charge of a vehicle is the recouping of the
(estimated) depreciation of the vehicle over the hire period. The company was keen to
use neural networks for this task, and so neural network software was developed to
utilise the company’s large vehicle pricing data-base for forecasting vehicle’s residual
values. These neural network models were compared and contrasted with linear

regression benchmarks in order to assess them.
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1.3.2 Genetic Algorithms for Intelligent Trade Filtering

This research was undertaken in conjunction with Sabre Fund Management. The task
was to assess which types of charting trades, if any, work most reliably. Charting is
one method of trading in financial markets that consists of trying to find and exploit
repeating patterns of market movement. Debate exists whether this approach to
trading is worthwhile or not, but this is not an issue here. The data consisted of a
record of the company’s trading performance over recent years, and a comprehensive
record of which patterns the expert trader thought were active at the time of trade
entry. This project involved the use of genetic algorithms to find rules that can connect
sub-sets of expert knowledge to market conditions. In other words, the genetic
algorithm is trying to find rules that describe those parts of the expert’s knowledge that

are validated through their performance in the markets.

1.3.3 Continually Adaptive Trading Engine

This system again uses genetic rule induction for finding trading rules, but unlike the
previous experiment, it does not attempt to find pockets of deterministic behaviour in
the markets. Instead, the system attempts to evolve along with changes in the nature of
the equity markets it faces, by rapidly assembling appropriate models for the current
markets with genetic operations. This is very similar to the situation faced by living
creatures - as the environment changes, whether due to climatic change, predator-prey

arms races or industrial waste, species must evolve in order to survive.

1.3.4 Bull-Bear Trading Engine

This work was funded by the European Bank for Reconstruction and Development. It
used genetic rule induction to find trading rules that describe exploitable pockets of
predictability in the Government bond futures markets. The work later developed into
an autonomous rule based trading system and a new method of assessing the
stationarity of markets. Moreover, results from experiments with the Bull-Bear engine
have proved inexplicable in terms of standard economic theory, but are consistent with

a non-linear view of economics.
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effective packages for PCs around, such as 4-Thought, but the field of neural networks

is complex and there is a very real danger that lay-people will attempt to use these

tools in a way that is inappropriate without realising it. This exposes the technology to

criticism that is misplaced, due to the user’s unrealistic expectations, or reasonable and

achievable, but unrealised expectations. Examples of inappropriate use are a failure to

specify the model in a sensible manner in the first place, trying to extract information

that simply isn’t there, or simply using data in an inappropriate way. From the author’s

experience, it is common for users of neural network software to have a number of

erroneous beliefs, or simply not be aware of the following important points:

It can be important to represent the problem in a manner that is easy for the system
to find solutions. Two representations of musical tones could be a sequence of
wave samples every 1/10000™ of a second, or a coding of musical notation on a
stave. Which was more appropriate would be dependent on the application.

Pre- and/or post- processing of input information can be important to enhance the
information density of the input data. It is often through this route that domain
knowledge can be incorporated that has no other easy route into the model. For
example, in a fraud detection application, the start and claim dates could be inputs
to a system. However, there is nothing intrinsically fraudulent about individual
dates - it is the intervals that are important. Moreover, this reduces the complexity
of the problem space, reduces the input complexity and prevents the system
making spurious relationships between these and other inputs.

It is important to have reasonable performance expectations, given a certain data
set. It is not uncommon for managers to have wildly optimistic expectations of
what is achievable with a certain data set, both in terms of accuracy and what
information can be extracted from data. It is often difficult to form reliable
judgements of what the likely performance of the system will be when one is
conducting exploratory research.

Specifying an appropriate network size for the amount and stability of the data.
There are simple rules of thumb for estimating the appropriate size of network for
a certain amount of data. Experiments can be conducted to find the optimal

network size and topology - i.e. construct the network that gives the best out-
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sample performance, but it is simply not possible to use and then re-use out-of-
sample data to find the best network in this way. This leads on to the next point.

* How (rapidly) out-sample data can migrate in-sample data. If one repeatedly uses
out-sample data to assess the progress of the system’s development, then the once
out-sample data becomes an implicit part of the model building process, and can no
longer be considered as genuinely out-of-sample.

* The dangers of over fitting. The more training an intelligent system undergoes, the
better it will know the training set. This is not what is required - what is required
are systems that can act appropriately and generalise in the future, not ones that
work well on training data and then fail to operate thereafter. The usual cause of
over-fitting is the use of a model that is too complicated for the amount of data
available.

* The dangers of over extrapolation. This too is related to the point above - if the
model is applied to areas beyond the boundaries of where it is applicable, then the

results inferred from such modelling will clearly be unreliable.

1.6 Thesis Aims and Contributions
This thesis has a number of goals:

1. The primary research goal is to identify causal links between the nature of the
business problems, individual techniques and the effectiveness of the resulting
implementations. This will take two forms: i) comparing and contrasting various
techniques for specific problems; ii) exploration of individual techniques across a
range of applications. Through the development of new intelligent system
applications, understanding is sought as to what it is that makes certain projects
successful and others unsuccessful. This information can then be used to help
determine in advance which approaches are most likely to work well for any given
business problem. This in turn is part of a greater research goal to contribute to the

understanding of the successful deployment of intelligent systems.

2. Much of the financial intelligent systems application development that takes place
is in-house and is correspondingly not in the public domain. One of the goals of
this thesis is to bring proprietary intelligent systems research to the public domain.

There are two main sections to this: i) analysis of trade/confidential/unusual or rare
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data; ii) insight into the operational details of bespoke intelligent systems that are
actually commissioned by companies for commercial advantage, as opposed to

systems developed in research institutions for the purpose of research.

Another of the goals of this thesis is to contribute to the development of the field
of intelligent systems through the development of new intelligent methods or the
refining existing techniques. This is part of an on-going drive to build suites of

effective, robust and understood techniques.

Intelligent systems offer a capacity to take a fresh look at old problems, while
making few assumptions about the problem domain. From examining empirically
justifiable models, as opposed to abstract, hypothesised (linear) analytic models,
insight is sought into the nature of (for instance) financial markets. Financial
economics is largely based on the linear paradigm and assumes that prices
converge to their equilibrium level. The amount of evidence that suggests that this
is not the case is increasing and intelligent systems, due to their inherent capability
to cope with non-linear relationships, offer a prospect of contributing to a new

paradigm of non-linear economics.

1.6.1 Contributions

More specifically, the principal contributions of this thesis are as follows:

1.

That genetic algorithm rule induction is extremely useful for business applications
as it is a powerful means of extracting non-linear value from data, the researcher
has control over the representation, and the resulting induced models are

transparent. This has been a constant criticism of neural networks.

This work on trading systems presents new information concerning the debate over
the validity of the Efficient Market Hypothesis. This is a theory that divides the

investment community.

Valuable insight into the value of exploratory data analysis, the necessity of

benchmarking if possible, and matching of the application to the requirements.

Through the research of genetic rule induction systems, a new means of assessing
the stationarity of financial markets has been developed, in a manner that removes

some of the economist’s defence against non-linear analyses.
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5. The first known public domain design and analysis of a comprehensive genetic rule

induction based trading system.

6. The first known public domain design and analysis of a continually adaptive trading

engine.

7. The first known public domain data-intensive modelling of the depreciation of
vehicles in the UK.

1.7 Thesis Structure

The overall thesis structure is as follows: after the introduction and an intelligent
systems literature survey, one chapter is spent on each of the four projects, the
implications for theories of market efficiency forms chapter seven and the final two
chapters critically assess this work and draw conclusions. Each chapter begins with an
introduction detailing the chapter’s purpose and relevance, and concludes with a bullet-

point summary. In greater depth, the content of each chapter is as follows:

Chapter Two is a survey of the field of intelligent systems. Neural networks and
genetic algorithms are introduced as each of the four projects presented later use one
of these techniques. Given the commercial focus of this thesis, existing applications of

these technologies are reviewed.

Chapter Three presents the residual value forecasting project for Lex Vehicle
Leasing. An overview of the business is given along with a statement of the problem.
The data is reviewed and has some basic analysis performed on it. A synthetic data
series is constructed for proof of concept purposes, and linear regression modelling
benchmarks are established as test controls. Two neural network models are used for
time-series forecasting and their results compared and contrasted against the
benchmarks. The chapter concludes with a method for forecasting individual vehicle

residual values from a general purpose time-series forecasting device.

Chapter Four details the intelligent trade filtering project for Sabre Fund
Management. An overview is given of chart trading and some univariate analysis
conducted on the data-set. Genetic algorithm rule induction is reviewed, and the
representation presented. Experimental details are given of the genetic algorithm

multivariate rule induction and the results are presented and discussed.
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Chapter Five introduces the Continually Adaptive Trading Engine. The background
and inspiration for this work are given, along with an overview of the ideas behind
basic technical analysis. The genetic algorithm-style adaptive trading scheme is
described in detail and profitability experiments are carried out on UK equities within

the FTSE index. The results are presented and discussed.

Chapter Six documents the trading system induction project for the European Bank
for Reconstruction and Development. It begins by introducing the government bond
futures market and then presents summaries of the markets that are traded in the
course of this experiment. Technical indicators are reviewed and the rule framework
and evaluation scheme used by the genetic algorithm are presented. The presence of
unexpected effects are identified and these are investigated further. The system is also
applied to commodity futures. A new methodology is introduced for tracking the
changes in the character of financial markets. The chapter concludes with a discussion

and summary.

Chapter Seven is a discussion of the nature of financial markets. A pair of important
works are presented and related to the results of the financial experiments documented
in chapters 4,5 & 6. An overview is given of empirical studies of market efficiency, and

conclusions are drawn about the validity of the Efficient Market Hypothesis.

Chapter Eight gives an assessment and conclusions of the work presented in this
thesis. The thesis objectives are reviewed, and summaries and conclusions of each
project are given along with an assessment of whether they have individually met their

research goals. Following this is a discussion of broader thesis conclusions.

22



Chapter 2:

A Survey of Intelligent Systems

In this chapter, neural networks and genetic algorithms, the intelligent
technologies relevant to this thesis are introduced. The operation of each
technique is described together with an overview of existing business and

financial applications.

2.1 Introduction

The primary motivation underlying this thesis is to test various existing intelligent
technologies against a range of business problems, and then account for variations in
the effectiveness of the implementations. In order to do this, it is not only necessary to
have an understanding of how the techniques work, but also to examine how other
researchers have tackled their problems. Consequently, this chapter will present an
overview of the intelligent technologies used in this thesis, and critically assess a
number of existing neural network and genetic algorithm applications that are directly

relevant to this research.

As declared previously, the third thesis objective is to develop new techniques or
enhance existing methods, and to do this it is élearly necessary to have some
appreciation for the work that has already been carried out. Finally, the operation of
the systems must be understood if their autonomous behaviour is to be correctly

decoded to yield new information about the nature of the problems they are given.

2.2 Neural Networks

There are a range of entities that come under the banner of neural networks, with
established network models numbering over 100[Lipp87]. These include probabilistic

networks, functional link networks, adalines (adaptive linear elements), auto-
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