Application of diffusion approximation in quantitative photoacoustic tomography in the presence of low-scattering regions
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Abstract

In quantitative photoacoustic tomography, the aim is to reconstruct distributions of optical parameters of an imaged target from an initial pressure distribution obtained from ultrasound measurements. In order to obtain accurate and quantitative information on the optical parameters, modeling light transport in the target is required. Utilizing an approximative model for light transport would be favorable to reduce the computational cost, but the modeling errors of the approximative model can result in significant errors in the reconstructions. In this work, we approach the image reconstruction problem of quantitative photoacoustic tomography in the Bayesian framework. We utilize the Bayesian approximation error method to compensate for the modeling errors between the diffusion approximation and Monte Carlo model for light transport. The approach is studied with two-dimensional numerical simulations with varying optical parameters and noise levels. The results show that Bayesian approximation error method can be used to reduce the effects of the modeling errors in quantitative photoacoustic tomography in a wide range of optical parameters.
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1. Introduction

Photoacoustic tomography (PAT) is a hybrid imaging modality based on the photoacoustic effect. In the technique, images of an initial pressure distribution caused by absorption of an externally induced light pulse are reconstructed from boundary measurements of generated photoacoustic pressure waves \[1,2\]. Optical absorption by different light absorbing molecules, chromophores, provide strong contrast which is combined with high resolution enabled by minimal scattering of the ultrasound waves. These properties in combination with non-invasiveness of the technique make PAT an attractive alternative for medical imaging and biomedical studies. PAT can be used, for example, to image soft biological tissues, such as blood vessels and...
microvasculature of tumors in medical imaging and small animals in biomedical applications \textsuperscript{1,3-7}.

In quantitative photoacoustic tomography (QPAT), the aim is to estimate the concentration of chromophores from photoacoustic images \textsuperscript{8}. This provides more accurate information of the imaged target, e.g. possibility to differentiate between oxygenated and non-oxygenated hemoglobin \textsuperscript{8}. The estimation of the optical parameters is an ill-posed problem that needs to be approached in the framework of inverse problems.

Different approaches to estimate the concentrations of chromophores have been studied. The chromophore concentrations can be estimated directly from photoacoustic images obtained at multiple wavelengths, or by first reconstructing the absorption coefficients from the photoacoustic images and then computing the concentrations utilizing the absorption spectra of the known chromophores \textsuperscript{8-15}. In order to obtain accurate reconstructions, scattering effects need to be considered \textsuperscript{10,16,17}. Estimating more than one optical parameter in QPAT is generally a non-unique problem if only one illumination or wavelength is used \textsuperscript{10,18,19}. However, this can be overcome by using multiple illuminations \textsuperscript{10,16,19,22}. It has also been shown that, at a single wavelength, piece-wise constant optical parameters can be recovered uniquely \textsuperscript{23}. Recently, methods in which the optical parameters are estimated directly from the photoacoustic time-series have been proposed \textsuperscript{24-29}.

In this paper, we study the inverse problem of QPAT, i.e. the estimation of the optical parameters from the photoacoustic images, in the framework of Bayesian inverse problems. We assume that the initial pressure distribution has been reconstructed and the Grüneisen parameter, which connects the initial pressure and absorbed optical energy density, is known. In Bayesian framework, all parameters are modeled as random variables which are characterized by their probability distributions. The full solution of the inverse problem is the posterior distribution, which is formed by combining the measurements and prior information of the optical parameters with the model describing the physics of QPAT. However, computing the full posterior distribution using for example Markov Chain Monte Carlo methods is computationally too expensive. Therefore, point estimates of the posterior distribution are computed. In this work, we compute maximum a posteriori (MAP) estimate. Furthermore, the reliability of the reconstructions is evaluated using a local Gaussian approximation of the posterior distribution.

Due to the ill-posedness of the inverse problem of QPAT, modeling light transport in the medium is necessary to obtain accurate solutions. A generally accepted model for light transport in biological tissues is the radiative transfer equation (RTE) \textsuperscript{30}, which can be solved using numerical methods, such as finite element (FE) method. Furthermore, in addition to the deterministic models, light transport can be modeled using stochastic methods such as Monte Carlo \textsuperscript{31,32}. Utilizing the RTE and Monte Carlo method in QPAT have been studied for example in \textsuperscript{16,18,20,27,33,38}, where they have been capable of providing accurate reconstructions of the absorption, scattering, or both. However, due to computationally expensive nature of these models, utilizing them in high dimensional tomographic inverse problems is often not feasible in practice. Although many computational challenges related to these models have been overcome by development of computational resources and numerical methods, such as usage of efficient parallel computing \textsuperscript{39} or preconditioned Krylov subspace methods \textsuperscript{40,41}, their utilization is still limited in tomographic imaging.

Iterative solving of a non-linear image reconstruction problem, such as computing the MAP estimate, requires repetitive solutions to the forward model and gradient of the objective function. Therefore, fast and efficient computational methods for their solution is required. In optical tomographic imaging, the computational cost can be reduced by using an approximative model
for the light transport. Most commonly used approximation is the diffusion approximation (DA) of the RTE \cite{30, 42}. The DA can be used to describe light propagation accurately relatively far from the light source, and when the scattering coefficient is significantly higher than the absorption coefficient. However, utilizing the DA in solution of the inverse problem, especially in areas of low scattering or near the light source, may result in significant errors in the solution of the inverse problem due to the modeling errors of the DA, see e.g. \cite{16, 34, 43-46}.

In this work, we propose using the Bayesian approximation error (BAE) modeling for modeling of errors caused by an approximative forward model in QPAT. In the BAE approach, difference between the accurate and approximative model is approximated as a Gaussian random variable. Previously, the BAE modeling has been utilized in QPAT to reduce the modeling errors caused by coarse discretization of the forward model \cite{47}, marginalization of scattering coefficient \cite{17} and inaccuracies due to the numerical approximations of an acoustic solver \cite{48}. Here, we utilize the BAE modeling to compensate the modeling errors of the DA in QPAT. In order to form the statistics for the BAE approach, we use Monte Carlo model as the accurate reference model to which approximation error of the DA is formed. To our knowledge, this is the first study in which the BAE model is taught using a stochastic model. Previously modeling of errors between accurate and approximate light transport models have been studied with an application of diffuse optical tomography in \cite{44, 49}. There it was shown that the BAE modeling can be used to compensate only for small modeling errors. However, these results cannot be directly extended to QPAT where data relies on absorbed optical energy within the target that is strongly dependent on absorption \cite{15}. In this work, this approach is studied using a different range of optical parameters and noise levels.

The rest of the paper is organized as follows. Light transport models utilized in this work are described in Section 2 and the inverse problem and the BAE approach for QPAT are described in Section 3. In Section 4 the numerical setup of the simulations is presented. Results are given in Section 5 and discussion and conclusions of the results are presented in Section 6.

2. Forward model

The optical forward problem in QPAT is to solve the absorbed optical energy density $H$ within the target when the optical parameters and input light are given. In QPAT, light illumination and absorption generates acoustic waves which propagate through the domain. The propagation of the acoustic wave occurs multiple orders of magnitude slower than the absorption of light. Therefore, light propagation can be modeled using a time-independent model of light transport that can be used to describe instantaneous absorption of the light pulse \cite{3}.

2.1. Radiative transfer equation

Let us consider a domain $\Omega \subset \mathbb{R}^d$ with a boundary $\partial \Omega$ in dimension $d = 2, 3$ and let $\hat{s}$ denote a unit vector in the direction of interest. A widely accepted model for light transport in biological tissue is the radiative transfer equation \cite{30}. The time-independent RTE is

$$\hat{s} \cdot \nabla \phi(r, \hat{s}) + (\mu_a(r) + \mu_s(r))\phi(r, \hat{s}) = \mu_s(r) \int_{S^{d-1}} \Theta(\hat{s} \cdot \hat{s}') \phi(r, \hat{s}') d\hat{s}', \quad r \in \Omega \quad (1)$$

where $r$ is the spatial position, $\mu_a(r)$ is the optical absorption coefficient, $\mu_s(r)$ is the optical scattering coefficient, $\phi(r, \hat{s})$ is the radiance and $\Theta(\hat{s} \cdot \hat{s}')$ is the scattering phase function \cite{30, 42}. 


A typical choice for the scattering phase function is the Henyey-Greenstein scattering function which is of the form

\[
\Theta(\hat{s} \cdot \hat{s}') = \begin{cases} 
\frac{1}{2\pi} \frac{1 - g^2}{1 + g^2 - 2g\hat{s} \cdot \hat{s}'}, & d = 2 \\
\frac{1}{4\pi} \frac{1 - g^2}{1 + g^2 - 2g\hat{s} \cdot \hat{s}'}, & d = 3,
\end{cases}
\]

where \(-1 < g < 1\) is the scattering anisotropy parameter [50].

In QPAT, it is assumed that no photons travel in an inward direction at the boundary except at source position \(\epsilon \subset \partial \Omega\) which results in boundary condition

\[
\phi(r, \hat{s}) = \begin{cases} 
\phi_0(r, \hat{s}), & r \in \epsilon, \hat{s} \cdot \hat{n} < 0 \\
0, & r \in \partial \Omega \setminus \epsilon, \hat{s} \cdot \hat{n} < 0
\end{cases}
\]

where \(\hat{n}\) is an outward unit normal and \(\phi_0(r, \hat{s})\) is a boundary source. Boundary condition [5] assumes that there are no reflections on the boundary \(\partial \Omega\), i.e. the refractive index has the same value on both sides of the boundary. This assumption is equivalent to the imaged target being coupled efficiently using optically matched coupling medium. For radiative transfer in a medium with piece-wise constant refractive index, see e.g. [51]. The photon fluence \(\Phi(r)\) is

\[
\Phi(r) = \int_{S} \phi(r, \hat{s}) d\hat{s}. \tag{4}
\]

### 2.2. Diffusion approximation

In the diffusion approximation [30], the medium is assumed to be highly scattering (\(\mu_a \ll \mu_s\)) and the radiance \(\phi(r, \hat{s})\) is approximated by

\[
\phi(r, \hat{s}) \approx \frac{1}{|S|^{d-1}} \Phi(r) - \frac{d}{|S|^{d-1}} \hat{s} \cdot (\kappa \nabla \Phi(r)), \tag{5}
\]

where \(\kappa(r) = (d(\mu_a(r) + \mu_s(r)(1 - g_1)))^{-1}\) is the diffusion coefficient and \(g_1\) is the mean of cosine of the scattering angle. In the case of Heneye-Greenstein scattering phase function, \(g_1 = g\). Using similar approximations for the source term and phase functions, the DA can be derived

\[
-\nabla \cdot (\kappa(r) \nabla \Phi(r)) + \mu_a(r) \Phi(r) = 0, \quad r \in \Omega. \tag{6}
\]

For the DA, Robin-type boundary condition can be derived by assuming that the total inward directed photon current is zero [42]. This can be expressed as

\[
\xi_d \Phi(r) + \frac{1}{2} \kappa(r) \nabla \Phi(r) \cdot \hat{n} = \begin{cases} 
s(r), & r \in \epsilon \\
0, & r \in \partial \Omega \setminus \epsilon
\end{cases}
\]

where \(s(r)\) is the inward light current on the boundary \(\partial \Omega\) and \(\xi_d\) is the dimension dependent scaling factor (\(\xi_2 = 1/\pi\) and \(\xi_3 = 1/4\)).

In this work, the DA is used as an approximative model for light transport. We use the Galerkin finite element method (FEM) for the numerical approximation of the DA, and absorption, scattering and fluence are discretized using piecewise linear basis functions. For more details of the FE-approximation, see e.g. [16][17][24].
2.3. Monte Carlo method

In this work, we use Monte Carlo simulations as an accurate forward model to approximate the solution of the RTE. Monte Carlo is generally regarded as the ‘gold standard’ method for simulating light transport in the field of biomedical optics. In Monte Carlo method for light transport, fluence is simulated by tracing a large number of photons or photon packets inside a tissue model [31]. Due to the flexibility of this approach, it has been widely used to simulate the light transport in biological tissues, and numerous implementations of Monte Carlo algorithms exist [32]. While Monte Carlo model can provide any desired accuracy for the solution of the light transport problem, achieving accurate solutions can be computationally expensive due to the stochastic nature of the approach. In this work, we use the photon packet method implemented in open source software ValoMC and the associated MATLAB toolbox to perform the Monte Carlo simulations [52].

2.4. Photoacoustic effect

As light propagates within the medium, it is absorbed by light absorbing molecules (chromophores). Absorbed optical energy density $H$ is

$$H(r) = \mu_a(r)\Phi(r)$$

where $\Phi(r)$ is the photon fluence given by the light transport model. This generates localised increases in pressure. The initial acoustic pressure distribution $p_0(r)$ is

$$p_0(r) = G(r)H(r),$$

where $G(r)$ denotes the photoacoustic efficiency, which describes the conversion efficiency of heat energy to pressure [1]. For soft tissues, commonly modeled acoustically as fluids, this efficiency can be expressed with the Grüneisen parameter $G$, which is a thermodynamic property of material and can be expressed as $G = \beta c_0^2/C_p$, where $\beta$ is the volume thermal expansivity of the fluid, $c_0$ is the sound speed, and $C_p$ is the isobaric specific heat capacity [8].

3. Inverse problem

In this work, the optical inverse problem of QPAT, i.e. estimation of the optical absorption and scattering parameters from photoacoustic images is studied. We assume that the acoustic inverse problem has been solved and the Grüneisen parameter is known.

Let us denote the measurements by $y = [H_1, H_2, ..., H_M] \in \mathbb{R}^M$, where $M$ is the number of measurements, which is the number of illuminations times the number of discretization points in the measurement grid. Further, $x = [\mu_a, \mu_s] \in \mathbb{R}^{2N}$ denotes discretized parameters $\mu_a = [\mu_{a1}, \mu_{a2}, ..., \mu_{aN}] \in \mathbb{R}^N$ and $\mu_s = [\mu_{s1}, \mu_{s2}, ..., \mu_{sN}] \in \mathbb{R}^N$ where $N$ is the number of discretization points in the parameter grid. The discretized observation model with an additive noise model is

$$y = f_0(x) + e,$$

where $f_0 : \mathbb{R}^{2N} \rightarrow \mathbb{R}^M$ is the discretized forward model that is assumed to be exact within measurement precision and $e \in \mathbb{R}^M$ is the measurement noise. Here, the noise $e$ is the random noise of the absorbed energy density. Typically, measurement noise in the photoacoustic ultrasound
measurements is assumed to be additive. Due to the linear acoustical modeling commonly employed in photoacoustics, additive noise in the ultrasound measurements translates as an additive noise in photoacoustic images.

In many applications the accurate model is unavailable or utilizing the accurate model is unfeasible due to high demands of computational resources. Thus, an approximative forward model $f_h$ is often used. Utilizing Bayesian approximation error modeling [53] this leads to an observation model

$$y = f_h(x) + (f_h(x) - f_h(x)) + e = f_h(x) + e(x) + e = f_h(x) + n$$

where $e(x) = f_h(x) - f_h(x)$ is the modeling error which describes the difference between the approximative and accurate model and $n = e + e$ is the total error.

### 3.1. Bayesian framework

In the Bayesian approach [53], all parameters are considered as random variables. Solution of the inverse problem is the posterior probability density $\pi(x|y)$, which according to Bayes’ formula is

$$\pi(x|y) = \frac{\pi(x)\pi(y|x)}{\pi(y)}, \quad (12)$$

where $\pi(x)$ is the prior density, $\pi(y|x)$ is the likelihood density and $\pi(y)$ is the normalization constant. The prior density describes the prior information about the unknown $x$, and the likelihood density describes the likelihood of a specific measurement outcome with the given parameters. Probability density $\pi(y)$ is a constant for a given measurement, and therefore we can write the posterior as

$$\pi(x|y) \propto \pi(x)\pi_{\text{noise}}(y - f(x)). \quad (13)$$

Further, if $x$ and $e$ are independent, the posterior distribution can be written in the form

$$\pi(x|y) \propto \pi(x)\pi_{\text{noise}}(y - h(x)), \quad (14)$$

where $\pi_{\text{noise}}$ is the probability density of the error $n$.

### 3.2. Conventional error modeling

In conventional approach, the approximative model $f_h$ is treated as accurate, and approximation error $e(x)$ is ignored, i.e. $e = 0$. In this work, the unknown parameter $x$ and the noise $e$ are modeled as Gaussian distributions with

$$x \sim \mathcal{N}(\eta_x, \Gamma_x), \quad e \sim \mathcal{N}(\eta_e, \Gamma_e).$$
\[
\eta_x \in \mathbb{R}^{2N} \quad \text{and} \quad \eta_e \in \mathbb{R}^{M}
\]
are the means and \(\Gamma_x \in \mathbb{R}^{2N \times 2N}\) and \(\Gamma_e \in \mathbb{R}^{M \times M}\) are the covariance matrices. With these models, the posterior density can be written as

\[
\pi(x|y) \propto \exp\left\{-\frac{1}{2} (y - f_h(x) - \eta_e)^T \Gamma^{-1}_e (y - f_h(x) - \eta_e) - \frac{1}{2} (x - \eta_x)^T \Gamma^{-1}_x (x - \eta_x)\right\}.
\]

(15)

Computing the full posterior distribution is typically computationally too expensive in practical tomographic imaging problems. Therefore, point estimates are considered. In this work, the MAP estimate is considered. It can be obtained by minimizing the negative of the exponent term of the posterior distribution

\[
\hat{x} = \arg \max_x \pi(x|y) = \arg \min_x \left\{ \frac{1}{2} ||L_v(y - f_h(x) - \eta_e)||^2 + \frac{1}{2} ||L_x(x - \eta_x)||^2 \right\},
\]

(16)

where \(\hat{x}\) is the MAP estimate and \(\Gamma^{-1}_x = L_x^T L_x\) and \(\Gamma^{-1}_e = L_v^T L_v\) are the Cholesky decompositions of the inverse of the covariance matrices. Here, we refer to the solution of (16) as the MAP estimate with the conventional error model (MAP-CEM).

3.3. Bayesian approximation error modeling

In the Bayesian approximation error (BAE) modeling, the approximation error \(\varepsilon(x)\) and total error \(\nu\) are modeled as Gaussian distributed

\[
\varepsilon \sim \mathcal{N}(\eta_e, \Gamma_e), \quad \nu \sim \mathcal{N}(\eta_\nu, \Gamma_\nu),
\]

where \(\eta_e\) is the mean and \(\Gamma_e\) is the covariance of the approximation error, and \(\eta_\nu = \eta_e + \eta_x\) and \(\Gamma_\nu = \Gamma_x + \Gamma_e\). Using Gaussian distributed modeling error is a highly approximate model. The same approximation has been, however, utilized successfully in numerous studies applying the BAE, for example in \([17, 47, 48, 54–57]\). If the mutual dependence of \(x\) and \(\varepsilon\) is ignored, the posterior density becomes

\[
\pi(x|y) \propto \left\{-\frac{1}{2} (y - f_h(x) - \eta_\nu)^T \Gamma^{-1}_\nu (y - f_h(x) - \eta_\nu) - \frac{1}{2} (x - \eta_x)^T \Gamma^{-1}_x (x - \eta_x)\right\}.
\]

(17)

The MAP estimate using the BAE is obtained as

\[
\hat{x} = \arg \min_x \left\{ \frac{1}{2} ||L_v(y - f_h(x) - \eta_\nu)||^2 + \frac{1}{2} ||L_x(x - \eta_x)||^2 \right\},
\]

(18)

where \(\Gamma^{-1}_\nu = L_v^T L_v\). In this paper, we refer to the solution of (18) as the MAP estimate obtained with an enhanced error model (MAP-EEM).

In order to apply the approximation error statistics in the solution of the inverse problem, the statistics needs to be determined. In practice, the approximation error can be approximated by investigating samples of the errors between the accurate model and the approximative model as follows \([48]\). First, a set of samples \(\{x^{(\ell)}, \ell = 1, ..., L\}\) are drawn from the prior distribution of the optical parameters. Next, the forward problem is solved using the accurate and approximative
models. Result is a set of forward solutions \( \{ f_0(x^{(l)}) \} \) and \( \{ f_h(x^{(l)}) \} \). Samples of the approximation error can then be computed as

\[
\varepsilon^{(l)} = f_0(x^{(l)}) - f_h(x^{(l)}),
\]

and the mean and the covariance of the BAE can be approximated as

\[
\eta_e = \frac{1}{L} \sum_{l=1}^{L} \varepsilon^{(l)},
\]

\[
\Gamma_e = \frac{1}{L - 1} \sum_{l=1}^{L} \varepsilon^{(l)} \varepsilon^{(l)T} - \eta_e \eta_e^T.
\]

While computing the approximation error statistics can be time consuming, it is only required once for a specific geometry, illumination configurations, and prior information. Thus, it can be done off-line before the measurements and solving the inverse problem.

3.4. Evaluating credibility

In addition to point estimates for the unknown parameters, Bayesian framework can be used to evaluate the reliability of the estimates using credibility intervals. In this work, we estimate the reliability of the estimates similarly as in [24, 47]. In this approach, the forward model is approximated using the first order Taylor series. Using this approximation, the posterior distribution can be approximated locally as a Gaussian distribution

\[
x \mid y \sim N(\hat{\eta}, \hat{\Gamma}),
\]

where \( \hat{\eta} = \hat{x} \) is the MAP estimate and

\[
\hat{\Gamma} = (J(\hat{x})^T \Gamma^{-1} J(\hat{x}) + \Gamma_x^{-1})^{-1}
\]

is the covariance matrix, where \( J(\hat{x}) \) is the Jacobian matrix of \( f_h(x) \) evaluated at point \( \hat{x} \) and \( \Gamma_x \) for MAP-CEM and \( \Gamma = \Gamma_x \) for MAP-EEM estimate.

For a Gaussian distribution, credibility intervals can be computed from the standard deviation (SD) of the distribution. We compute these credibility intervals \([\eta_j - p\sigma_j, \eta_j + p\sigma_j]\) with different values of \( p \), where \( \eta_j \) and \( \sigma_j \) are the mean and the standard deviation of \( \hat{x}_j \). The standard deviation of the parameter \( \hat{x}_j \) is obtained from the diagonal values of the covariance matrix of the posterior approximation

\[
\sigma_{\hat{x}_j} = \sqrt{\hat{\Gamma}(j,j)}.
\]

For example, for a true Gaussian posterior distribution, the true value of the parameter \( x_j \) lies with probability of 99.7% in the interval \([\eta_j - 3\sigma_{\hat{x}_j}, \eta_j + 3\sigma_{\hat{x}_j}]\).

4. Simulation studies

We studied compensation of the modeling errors of the DA in QPAT by the BAE modeling with two-dimensional (2D) simulations in a 6 mm × 4 mm rectangular domain. Feasibility
Table 1: Ranges of absorption $\mu_a$ (mm$^{-1}$) and scattering $\mu_s$ (mm$^{-1}$) coefficients with different scaling factors.

<table>
<thead>
<tr>
<th>Scaling factor</th>
<th>$\mu_a$ range</th>
<th>$\mu_s$ range</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.14–0.8</td>
<td>2–24</td>
</tr>
<tr>
<td>1</td>
<td>0.07–0.4</td>
<td>1–12</td>
</tr>
<tr>
<td>0.5</td>
<td>0.035–0.2</td>
<td>0.5–6</td>
</tr>
<tr>
<td>0.25</td>
<td>0.0175–0.1</td>
<td>0.25–3</td>
</tr>
<tr>
<td>0.1</td>
<td>0.007–0.04</td>
<td>0.1–1.2</td>
</tr>
</tbody>
</table>

Table 2: Discretizations used in the study: number of elements $N_e$ and number of nodes $N_n$.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$N_e$</th>
<th>$N_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data simulation</td>
<td>$\mathcal{H}_p$</td>
<td>48 310</td>
</tr>
<tr>
<td>Coarse mesh, basis for the optical parameters</td>
<td>$\mathcal{H}_b$</td>
<td>1024</td>
</tr>
<tr>
<td>Fine mesh</td>
<td>$\mathcal{H}_d$</td>
<td>15 685</td>
</tr>
</tbody>
</table>

of the BAE approach was investigated in a study, where a range of absorption and scattering coefficients and the amount of measurement noise were varied in a target with smooth inclusions. Furthermore, another target with blood-vessel mimicking inclusions with optical parameters in the scale of blood and fat tissue was studied [58–60].

For the first target, the different ranges of optical parameters were obtained by scaling a reference range of the optical parameters. A reference range, i.e. the minimum and maximum values of the optical parameters was chosen to be 0.07–0.4 mm$^{-1}$ for the absorption coefficient and 1–12 mm$^{-1}$ for the scattering coefficient. This scale of the parameters corresponds to the values which can be found in the biological tissues, and where the DA is considered to be accurate [58–60]. Then, to obtain the different ranges for the studies, the reference range was scaled with a constant scaling factor ranging from 0.1 to 2. The ranges for the optical parameters with different scaling parameters are given in Table 1. In all simulations, the scattering anisotropy parameter $g = 0.8$ was used. The simulations were performed in MATLAB (R2017b MathWorks Inc., Natick, MA).

4.1. Data simulation

To simulate data, the rectangular domain was illuminated from four sides independently creating a data vector based on these four different illuminations. On each illumination, the entire boundary on one side of the target was illuminated, i.e. acted as a light source. The photon fluence was simulated using a Monte Carlo method in a piecewise constant triangular discretization $\mathcal{H}_t$ with $10^9$ photon packets and light source with a cosine angular shape using ValoMC software and MATLAB toolbox [52]. Then, the absorbed optical energy density was computed using Eq. (8). To avoid making an inverse crime, the simulated data was interpolated to a piecewise linear discretization $\mathcal{H}_b$ which was the data space of the inverse problem. Then, random Gaussian noise with zero mean was added to the simulated optical energy density data. The simulations with the smooth inclusions were studied with three different standard deviations of the noise: 0.1%, 1% and 5% of the maximum value of the simulated data. In the simulation with blood-vessel mimicking inclusions, the standard deviation of the noise was 1% of the maximum value of the simulated data. The number of the elements and nodes of the discretizations utilized in the simulations are given in Table 2.
4.2. Inverse problem

The inverse problem was solved using the methodology described in Section 2. Two MAP estimates were studied: a MAP estimate with the conventional error model (MAP-CEM) which was obtained by minimizing (16) and a MAP estimate with the enhanced error model (MAP-EEM) which was obtained by minimizing (18). In both cases, the fluence was solved using the DA and represented in a piece-wise linear basis in the coarse discretization $\mathcal{H}_h$, i.e. the number of measurements was $M = 4 \times N_n$, where $4$ arises from the number of illuminations, and $N_n$ is the number of nodes in the grid $\mathcal{H}_h$. The unknown absorption and scattering parameters were presented in piece-wise linear bases in $\mathcal{H}_h$, i.e. the number of discretization points in the parameter grid was $N = N_n$, where $N_n$ is the number of nodes in the grid $\mathcal{H}_h$. In the CEM approach, the approximation error $\varepsilon$ was ignored. In the EEM approach the approximation error was approximated as a Gaussian distribution (details given in Section 4.4).

In both approaches, the noise was modeled as Gaussian distributed using the known noise level, i.e. with mean $\eta_e = 0$ and constant standard deviation of 0.1%, 1% or 5% of the maximum value of the full data vector. As a prior, Ornstein-Uhlenbeck prior model was used (details given in Section 4.3).

The estimated parameters were scaled to ensure the numerical stability of the reconstruction algorithm similarly as in [16, 47]. The minimization problems (16) and (18) were solved using a Gauss-Newton method utilizing a line-search algorithm with positivity constrain for determining the step size parameter. An initial value for the Gauss-Newton algorithm was chosen to be the mean of the prior. Solution was assumed to be converged, when the total change in the norm which was minimized was smaller than $10^{-3}$ in three consecutive iterations.

In order to evaluate the reliability of the reconstructed images, the credibility intervals were approximated as described in Section 3.4. Further, results were compared visually and by computing relative errors of the estimated parameters by

$$
E_{\mu_a} = 100\% \cdot \frac{||\hat{\mu}_a - \mu^{sim}_a||}{||\mu^{sim}_a||},
$$

$$
E_{\mu_s} = 100\% \cdot \frac{||\hat{\mu}_s - \mu^{sim}_s||}{||\mu^{sim}_s||},
$$

where $\mu^{sim}_a$ and $\mu^{sim}_s$ are the simulated distributions of the absorption and scattering coefficients, respectively, $\hat{\mu}_a$ and $\hat{\mu}_s$ are the estimated distributions interpolated to the simulation grid, and the norm is the Euclidean norm.

4.3. Prior model

In this study, Ornstein-Uhlenbeck prior model was used [61]. Ornstein-Uhlenbeck prior is a Gaussian distribution with the covariance matrix defined as

$$
\Gamma_\mu = \sigma_\mu^2 \Xi,
$$

where $\sigma_\mu$ is the standard deviation of the prior distribution, $\mu$ is either $\mu_a$ or $\mu_s$ and $\Xi$ is defined by its elements

$$
\Xi(i, j) = \exp(-||r_i - r_j||/l),
$$

where $i$ and $j$ denote the row and column indices of the matrix, $r_i$ and $r_j$ denotes the grid node coordinates and $l$ is the characteristic length scale parameter. The length scale parameter can be chosen such that we assume significant correlation within distance $l$. The full prior model
utilized in this work was then
\[ \eta_x = \begin{pmatrix} \eta_{\mu_a} \\ \eta_{\mu_s} \end{pmatrix}, \quad \Gamma_x = \begin{pmatrix} \Gamma_{\mu_a} & 0 \\ 0 & \Gamma_{\mu_s} \end{pmatrix}. \] (27)

In the reconstructions, the absorption values of the target were assumed to be within interval \([0, \max(\mu_{\text{sim}}^a)]\), where \(\mu_{\text{sim}}^a\) is the true simulated absorption distribution. The mean of the prior distribution was chosen to be the mean of that interval, and the standard deviation was chosen such that the interval is within one standard deviation from the mean. For the scattering, the prior parameters were chosen in the same fashion based on \(\mu_{\text{sim}}^s\). The mean and standard deviation of the priors for the absorption and scattering used in this work are given in Table 3. The characteristic length scale \(l = 0.5\) mm was used in all of the simulations.

4.4. Approximation error statistics

The statistics of approximation error was computed as described in Section 3.3. For each different range of the optical parameters, the statistics of the approximation error were computed separately as follows. 6000 samples \(\{x^{(i)}\}\) were drawn from the training distributions for the absorption and scattering with the prior parameters described in Table 3 and with the characteristic length scale of \(l = 0.5\) mm. The standard deviation of the training distributions utilized in the computation of the BAE statistics were chosen to be smaller than the standard deviations of the prior distributions utilized in the reconstructions. We observed that using a smaller standard deviation in the training distribution resulted in more effective alleviation of the modeling errors with the BAE approach. This is due to the nonlinear nature of the approximation error. For training distributions with large standard deviations, the Gaussian approximation employed can fail to model the statistical nature of the error effectively. In a rare occasion that negative parameters were drawn (with probability less than 0.15% considering the mean and standard deviation), they were set to the value \(10^{-6}\) in order to keep the model physical.

Solution to the forward problem was solved using two different methods: Monte Carlo method, which was considered as an accurate model, and FE-approximation of the DA which was considered as an approximative model. The Monte Carlo method was solved in piece-wise constant discretization \(H_\delta\) using \(10^8\) photon packets and interpolated to the piece-wise linear discretization \(H_h\). The FE-approximation of DA was solved in a piece-wise linear discretization \(H_h\). While the discretization \(H_h\) can be considered accurate enough for the DA in this domain, the finer discretization for Monte Carlo solution was used to minimize the interpolation errors between the piece-wise constant and piece-wise linear discretizations. These resulted in fluences \(\{\Phi_\delta(x^{(i)})\}\) and \(\{\Phi_h(x^{(i)})\}\), respectively. The absorbed optical energies \(\{H_\delta(x^{(i)})\}\) and \(\{H_h(x^{(i)})\}\) were computed using Eq. (8). Samples of the approximation error were computed using these absorbed optical energy densities, and the mean and the covariance of the approximation error were computed using (20) and (21). Due to numerical errors in the Monte Carlo computations, a small number of samples (< 20) were not computed properly and were discarded from the final computations.

Figure 1 shows the structure of the total error covariance matrix \(\Gamma_y\) of the enhanced error model with different noise levels simulated for the reference parameter range. As it can be seen, the total error covariance matrices show a complicated structure. On the other hand, the noise covariance matrix of conventional error model is diagonal. This indicates that one can expect different solutions of the inverse problem depending on which noise model is utilized. Further, the spatial distributions of the diagonal values of the total error covariance matrices show that
Figure 1: Logarithm of the absolute value of the total error covariance matrix $\log_{10} |\Gamma|$ corresponding to first 100 data points (left column) and logarithm of the diagonal of the total error covariance matrix $\log_{10}(\text{diag}(\Gamma))$ plotted in the data grid (right column) of the EEM. Results are shown with 0.1% noise (top row), 1% noise (second row) and 5% noise (bottom row) with optical parameters in the reference range (corresponding to a scaling factor of 1 in Table 1) and one illumination (left side of the domain).

Table 3: Prior parameters used in the reconstructions and computation of the BAE statistics: the mean of the absorption $\eta_{\mu_a}$ (mm$^{-1}$), the mean of the scattering $\eta_{\mu_s}$ (mm$^{-1}$), the standard deviation of the absorption $\sigma_{\mu_a}$ (mm$^{-1}$) and the standard deviation of the scattering $\sigma_{\mu_s}$ (mm$^{-1}$).

<table>
<thead>
<tr>
<th>Scaling factor</th>
<th>$\mu_a$ range</th>
<th>$\mu_s$ range</th>
<th>$\eta_{\mu_a}$</th>
<th>$\eta_{\mu_s}$</th>
<th>$\sigma_{\mu_a}$</th>
<th>$\sigma_{\mu_s}$</th>
<th>$\sigma_{\mu_a}$</th>
<th>$\sigma_{\mu_s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.14–0.8</td>
<td>2–24</td>
<td>0.4</td>
<td>12</td>
<td>0.4</td>
<td>12</td>
<td>0.13</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>0.07–0.4</td>
<td>1–12</td>
<td>0.2</td>
<td>6</td>
<td>0.2</td>
<td>6</td>
<td>0.067</td>
<td>2</td>
</tr>
<tr>
<td>0.5</td>
<td>0.035–0.2</td>
<td>0.5–6</td>
<td>0.1</td>
<td>3</td>
<td>0.1</td>
<td>3</td>
<td>0.034</td>
<td>1</td>
</tr>
<tr>
<td>0.25</td>
<td>0.0175–0.1</td>
<td>0.25–3</td>
<td>0.05</td>
<td>1.5</td>
<td>0.05</td>
<td>1.5</td>
<td>0.017</td>
<td>0.5</td>
</tr>
<tr>
<td>0.1</td>
<td>0.007–0.04</td>
<td>0.1–1.2</td>
<td>0.02</td>
<td>0.6</td>
<td>0.02</td>
<td>0.6</td>
<td>0.0067</td>
<td>0.2</td>
</tr>
</tbody>
</table>

The approximation errors are more significant near the illumination, and with high noise level the approximation errors become less significant compared to the random noise.
5. Results

5.1. Varying optical parameters with 1% noise

The simulated (true) optical parameters and the MAP estimates obtained with conventional error model (MAP-CEM) and enhanced error model (MAP-EEM) with 1% random noise and different ranges of scattering coefficient are shown in Figure 2 and with different ranges of absorption and scattering coefficients are shown in Figure 3. By visual inspection, the absorption estimates are qualitatively more accurate compared to the scattering estimates, which has been evident also in other QPAT studies [16, 20, 35]. Comparing the MAP-CEM and MAP-EEM estimates, the absorption estimates resemble each other but there are some differences especially in the inclusions near the center of the domain. When looking at the MAP-CEM scattering estimates, significant artefacts especially near the boundary of the domain can be seen. These are evident in the domains with low scattering (leftmost columns) and are due to the fact that the DA is not a valid approximation in the vicinity of the light source nor within low-scattering medium. The BAE modeling is capable for compensating these errors and especially the quality of the scattering reconstructions is improved.

The MAP-estimates with credibility intervals along the cross-section through the domain are shown in Figure 4 for the reference range of the optical parameters. In the cross-section, the differences between the MAP-CEM and MAP-EEM estimates and their credibility intervals are clearly visible. In the MAP-CEM absorption estimate, there is a systematic error and estimates are higher than the true parameters in the whole cross-section. Further, the true absorption values do not lie within the principal support of the credibility intervals in the whole domain. In the MAP-EEM estimates, the estimated absorption and scattering parameters are closer to the true values. Further, the true absorption and scattering values are within the credibility intervals in the whole domain. The same properties of the MAP estimates can also be seen in the marginal densities of the posterior distributions in two points inside the domain presented in Figure 5. As it can be seen, in addition to MAP-EEM absorption estimates being closer to the true values, the higher uncertainty of the estimates results in wider credibility intervals of the estimates. This is especially evident in the point near the boundary of the domain. Furthermore, in contrast to the MAP-CEM estimates, the true values lie within the credibility interval of the MAP-EEM estimates.

5.2. Effect of measurement noise

The simulations described in the previous subsection were repeated with different amount of additive noise. The MAP estimates were computed for all targets from data simulated with noise of levels 0.1%, 1%, and 5% of the maximum amplitude of the simulated data. Relative errors of the MAP-CEM and MAP-EEM estimates computed of these studies with different ranges of the optical parameters and noise levels are given in Tables 4, 5 and 6, respectively. Furthermore, they are visualized in Figures 6, 7 and 8.

As evident, with 0.1% and 1% noise the relative errors of the MAP-EEM scattering estimates are consistently smaller compared to MAP-CEM estimates, and the difference between the errors increases when the scattering decreases. Similarly, the relative errors of the MAP-EEM absorption estimates are lower than the errors of the MAP-CEM estimates in general. However, in situation where absorption coefficient is in the reference range and the values of scattering coefficient are small, the difference between the relative errors are very small, and in one case the MAP-CEM estimate is more accurate than the MAP-EEM estimate. In those situations, the scattering coefficient is not significantly higher than the absorption coefficient anymore, and therefore
Figure 2: True target (first row), MAP estimate with conventional error model (second row) and MAP estimates with enhanced error model (third row) with varying ranges of scattering coefficient. Absorption coefficient $\mu_a$ (top) and scattering coefficient $\mu_s$ (bottom). Units in the colorbar are in mm$^{-1}$. White dashed line (fourth column) indicates the cross-section in which the credibility intervals are presented, and $\times$ and $\triangle$ indicate the points in which the marginal densities are presented. Results shown are based on data with 1% noise.
Figure 3: True target (first row), MAP estimate with conventional error model (second row) and MAP estimates with enhanced error model (third row) with varying ranges of absorption and scattering coefficients. Absorption coefficient $\mu_a$ (top) and scattering coefficient $\mu_s$ (bottom). Units in the colorbar are in mm$^{-1}$. Results shown are based on data with 1% noise.
Figure 4: MAP-CEM reconstructions (first column) and MAP-EEM reconstructions (second column) with credibility intervals of the simulations with optical parameters in the reference range along the cross-section shown in Figure 2. Solid blue line is the true value and dotted red line is MAP estimate and gray area covers the credibility interval $[\hat{\mu} - 3\sigma, \hat{\mu} + 3\sigma]$. First row presents the absorption $\mu_a$ (mm$^{-1}$) and second row the scattering $\mu_s$ (mm$^{-1}$). Horizontal axis $R$ presents the distance from the upper left end point of the cross-section. Results shown are based on data with 1% noise.

Figure 5: Marginal probability densities of the posterior distributions. True value (solid vertical line), the approximation of the posterior distribution of MAP-CEM reconstructions (red dotted line) and MAP-EEM reconstructions (blue dashed line). The first row presented the absorption $\mu_a$ (mm$^{-1}$) and second row the scattering $\mu_s$ (mm$^{-1}$). First column presents the results in the point marked with $\times$ and second row with $\triangle$ in the Figure 2. Results shown are based on data with 1% noise.
Table 4: Relative errors of the MAP-CEM and MAP-EEM estimates $E_{\mu_a}$ (%) and $E_{\mu_s}$ (%) with different ranges of absorption $\mu_a$ (mm$^{-1}$) and scattering $\mu_s$ (mm$^{-1}$) coefficients with 0.1% noise.

<table>
<thead>
<tr>
<th>$\mu_a$ range</th>
<th>$\mu_s$ range</th>
<th>MAP-CEM $E_{\mu_a}$</th>
<th>MAP-CEM $E_{\mu_s}$</th>
<th>MAP-EEM $E_{\mu_a}$</th>
<th>MAP-EEM $E_{\mu_s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.07–0.4</td>
<td>2–24</td>
<td>6.2</td>
<td>24.5</td>
<td>2.8</td>
<td>13.4</td>
</tr>
<tr>
<td>0.07–0.4</td>
<td>1–12</td>
<td>5.9</td>
<td>57.1</td>
<td>1.8</td>
<td>19.6</td>
</tr>
<tr>
<td>0.07–0.4</td>
<td>0.5–6</td>
<td>4.8</td>
<td>106.2</td>
<td>3.3</td>
<td>25.5</td>
</tr>
<tr>
<td>0.07–0.4</td>
<td>0.25–3</td>
<td>3.9</td>
<td>156.0</td>
<td>4.3</td>
<td>34.8</td>
</tr>
<tr>
<td>0.07–0.4</td>
<td>0.1–1.2</td>
<td>3.8</td>
<td>329.4</td>
<td>3.2</td>
<td>47.4</td>
</tr>
<tr>
<td>0.14–0.8</td>
<td>2–24</td>
<td>4.7</td>
<td>18.9</td>
<td>3.7</td>
<td>13.4</td>
</tr>
<tr>
<td>0.035–0.2</td>
<td>0.5–6</td>
<td>4.3</td>
<td>124.6</td>
<td>2.2</td>
<td>29.4</td>
</tr>
<tr>
<td>0.0175–0.1</td>
<td>0.25–3</td>
<td>3.1</td>
<td>217.0</td>
<td>1.3</td>
<td>46.0</td>
</tr>
<tr>
<td>0.007–0.04</td>
<td>0.1–1.2</td>
<td>2.0</td>
<td>333.0</td>
<td>1.0</td>
<td>58.7</td>
</tr>
</tbody>
</table>

the DA can not be considered to be accurate approximation. Thus, the Gaussian approximation of the modeling error may not be accurate, and consequently the Bayesian approximation error method is unable to compensate the errors of the absorption coefficient. By contrast, in the case where the values of absorption coefficient also decrease, the difference between the DA and Monte Carlo model is smaller and thus the BAE is able to compensate the modeling errors of the DA better.

Decreasing scattering coefficient of the simulated distribution while keeping the absorption coefficient constant should, in theory, decrease the accuracy of the estimates due to the increased modeling errors of the DA. While this effect is observed in the scattering estimates, the absorption estimates are more accurate when the scattering decreases. We expect this to be due to the fact, that lower scattering coefficient results in increased number of photons near the center of the domain, thus increasing the signal-to-noise ratio of the data. Likewise, decreasing both scattering or absorption coefficient increases the signal-to-noise ratio in greater extent, which can be especially seen in the situation where both scattering, and absorption coefficient are low. However, due to the ill-posedness of the estimation of the scattering coefficient, this does not result in more accurate scattering estimates.

With 5% noise level, the relative errors of the MAP-EEM scattering estimates are smaller compared to the MAP-CEM estimates, but this difference is not as clear as with lower amount of additive noise. Further, the relative errors of MAP-CEM and MAP-EEM absorption estimates are close to each other in all ranges of the optical parameters. In this situation, the modeling errors of the DA are most likely significantly smaller than the random measurement noise and the effect of the modeling errors can be regarded as insignificant. For example, with 0.1% noise level the mean of the ratio trace($\Gamma_c$)/trace($\Gamma_e$) is 30.8, whereas with 5% noise level the ratio is 0.62.

5.3. Blood-vessel-mimicking inclusions

The simulated optical parameters and the MAP estimates with the blood-vessel-mimicking inclusions are shown in Figure 9. Further, the MAP-estimates with credibility intervals along the cross-section through the domain are shown in Figure 10 and marginal densities of the posterior distributions in two points inside the domain are presented in the Figure 11.

Similarly as in the smooth inclusions, the absorption estimates appear similar in visual inspection, but the MAP-CEM estimate has more systematic error and artefacts which can be
Figure 6: Relative errors $E_{\mu_a}$ and $E_{\mu_s}$ of the MAP-CEM (dark blue) and MAP-EEM (light blue) estimates (Table 5) with different ranges of optical parameters with 0.1% random noise. In the first column only the range of scattering coefficient varied, and in the second column range of both absorption and scattering coefficient varied. First row represents the absorption coefficient and second row scattering coefficient. The horizontal axis corresponds to different ranges of the optical parameter values.

Table 5: Relative errors of the MAP-CEM and MAP-EEM estimates $E_{\mu_a}$ (%) and $E_{\mu_s}$ (%) with different ranges of absorption $\mu_a$ (mm$^{-1}$) and scattering $\mu_s$ (mm$^{-1}$) coefficients with 1% noise.

<table>
<thead>
<tr>
<th>$\mu_a$ range</th>
<th>$\mu_s$ range</th>
<th>MAP-CEM</th>
<th>MAP-EEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.07–0.4</td>
<td>2–24</td>
<td>4.7</td>
<td>20.5</td>
</tr>
<tr>
<td>0.07–0.4</td>
<td>1–12</td>
<td>6.2</td>
<td>37.2</td>
</tr>
<tr>
<td>0.07–0.4</td>
<td>0.5–6</td>
<td>4.2</td>
<td>66.2</td>
</tr>
<tr>
<td>0.07–0.4</td>
<td>0.25–3</td>
<td>3.9</td>
<td>113.5</td>
</tr>
<tr>
<td>0.07–0.4</td>
<td>0.1–1.2</td>
<td>3.9</td>
<td>247.4</td>
</tr>
<tr>
<td>0.14–0.8</td>
<td>2–24</td>
<td>9.4</td>
<td>24.0</td>
</tr>
<tr>
<td>0.035–0.2</td>
<td>0.5–6</td>
<td>4.2</td>
<td>75.1</td>
</tr>
<tr>
<td>0.0175–0.1</td>
<td>0.25–3</td>
<td>3.2</td>
<td>128.4</td>
</tr>
<tr>
<td>0.007–0.04</td>
<td>0.1–1.2</td>
<td>2.7</td>
<td>269.6</td>
</tr>
</tbody>
</table>
Figure 7: Relative errors $E_{\mu_a}$ and $E_{\mu_s}$ of the MAP-CEM (dark blue) and MAP-EEM (light blue) estimates (Table 5) with different ranges of optical parameters with 1% random noise. In the first column only the range of scattering coefficient varied, and in the second column range of both absorption and scattering coefficient varied. First row represents the absorption coefficient and second row scattering coefficient. The horizontal axis corresponds to different ranges of the optical parameter values.

Table 6: Relative errors of the MAP-CEM and MAP-EEM estimates $E_{\mu_a}$ (%) and $E_{\mu_s}$ (%) with different ranges of absorption $\mu_a$ (mm$^{-1}$) and scattering $\mu_s$ (mm$^{-1}$) coefficients with 5% noise.

<table>
<thead>
<tr>
<th>$\mu_a$ range</th>
<th>$\mu_s$ range</th>
<th>$E_{\mu_a}$</th>
<th>$E_{\mu_s}$</th>
<th>$E_{\mu_a}$</th>
<th>$E_{\mu_s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.07–0.4</td>
<td>2–24</td>
<td>9.6</td>
<td>31.0</td>
<td>10.8</td>
<td>29.6</td>
</tr>
<tr>
<td>0.07–0.4</td>
<td>1–12</td>
<td>7.4</td>
<td>33.0</td>
<td>7.5</td>
<td>26.9</td>
</tr>
<tr>
<td>0.07–0.4</td>
<td>0.5–6</td>
<td>7.3</td>
<td>52.1</td>
<td>6.6</td>
<td>27.8</td>
</tr>
<tr>
<td>0.07–0.4</td>
<td>0.25–3</td>
<td>6.5</td>
<td>86.7</td>
<td>8.5</td>
<td>32.7</td>
</tr>
<tr>
<td>0.07–0.4</td>
<td>0.1–1.2</td>
<td>6.8</td>
<td>159.8</td>
<td>9.6</td>
<td>72.6</td>
</tr>
<tr>
<td>0.14–0.8</td>
<td>2–24</td>
<td>21.6</td>
<td>34.8</td>
<td>21.6</td>
<td>34.5</td>
</tr>
<tr>
<td>0.035–0.2</td>
<td>0.5–6</td>
<td>6.6</td>
<td>51.9</td>
<td>6.0</td>
<td>24.6</td>
</tr>
<tr>
<td>0.0175–0.1</td>
<td>0.25–3</td>
<td>5.8</td>
<td>91.7</td>
<td>5.4</td>
<td>38.0</td>
</tr>
<tr>
<td>0.007–0.04</td>
<td>0.1–1.2</td>
<td>5.6</td>
<td>186.7</td>
<td>5.1</td>
<td>47.6</td>
</tr>
</tbody>
</table>
Figure 8: Relative errors $E_{\mu_a}$ and $E_{\mu_s}$ of the MAP-CEM (dark blue) and MAP-EEM (light blue) estimates (Table 6) with different ranges of optical parameters with 5% random noise. In the first column only the range of scattering coefficient varied, and in the second column range of both absorption and scattering coefficient varied. First row represents the absorption coefficient and second row scattering coefficient. The horizontal axis corresponds to different ranges of the optical parameter values.
Figure 9: True target (first column), MAP estimate with conventional error model (second column) and MAP estimates with enhanced error model (third column). The black dashed line indicates the cross-section in which the credibility intervals are plotted. First row represent absorption $\mu_a$ (mm$^{-1}$) and second row scattering $\mu_s$ (mm$^{-1}$) coefficient.

Table 7: Relative errors of the MAP-CEM and MAP-EEM estimates $E_{\mu_a}$ (%) and $E_{\mu_s}$ (%) with blood-vessel-mimicking inclusions.

<table>
<thead>
<tr>
<th></th>
<th>MAP-CEM</th>
<th>MAP-EEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\mu_a}$</td>
<td>4.8%</td>
<td>22.0%</td>
</tr>
<tr>
<td>$E_{\mu_s}$</td>
<td>4.1%</td>
<td>15.0%</td>
</tr>
</tbody>
</table>

especially seen in the areas of low absorption near the center of the domain. Likewise, even though neither of the scattering estimates accurately resemble the true scattering distribution, the MAP-CEM scattering estimates have more artifacts compared to the MAP-EEM estimate, especially near the boundaries of the domain. This difference is also evident when comparing the relative errors, which are presented in Table 7. However, the differences between the MAP-CEM and MAP-EEM estimates are smaller compared to the smooth inclusions. This could be probably improved by using more accurate teaching distribution for the BAE approach and prior distribution in the solution of the inverse problem.

Inspecting the credibility intervals and the marginal distributions shows that in some areas of the domain the MAP-EEM absorption estimates are closer to the true values than the MAP-CEM estimates. However, in some areas the BAE method overcompensates the modeling errors and the MAP-EEM absorption estimate is lower than the true value. Furthermore, the credibility intervals of the MAP-EEM cover the true values more reliably compared to the MAP-CEM estimates, especially near the boundaries of the domain.

6. Discussion and conclusions

In this work, compensation of modeling errors of the DA utilizing the Bayesian approximation error method in QPAT was studied. The BAE model was trained using Monte Carlo
Figure 10: MAP-CEM reconstructions (first column) and MAP-EEM reconstructions (second column) with credibility intervals of the simulations with blood-vessel mimicking simulations along the cross-section shown in Figure 9. Solid blue line is the true value and dotted red line is MAP estimate and gray area covers the credibility interval $[\hat{\mu} - 3\sigma, \hat{\mu} + 3\sigma]$. First row presents the absorption $\mu_a$ (mm$^{-1}$) and second row the scattering $\mu_s$ (mm$^{-1}$). Horizontal axis $R$ presents the distance from the upper left end point of the cross-section.

Figure 11: Marginal probability densities of the posterior distributions with blood-vessel-mimicking inclusions. True value (solid vertical line), the approximation of the posterior distribution of MAP-CEM reconstructions (red dotted line) and MAP-EEM reconstructions (blue dashed line). The first row presented the absorption $\mu_a$ (mm$^{-1}$) and second row the scattering $\mu_s$ (mm$^{-1}$). First column presents the results in the point marked with $\times$ and second row with $\triangle$ in the Figure 9.
simulations. The approach was studied with numerical simulations with various ranges of optical parameters and different noise levels. As the simulations demonstrate, utilizing the BAE method increased the accuracy of the estimates when the level of measurement noise was 0.1% or 1%. The effect was visible when comparing the results visually, and also when comparing the relative errors of the estimates. While the DA can be considered as sufficiently accurate model in the reference range of optical parameters in this study, the small size of the domain introduces modeling errors. Some differences in the model solutions are also due to the discretization of the problem that affects especially on the fluence predictions of the FE-based diffusion model.

In addition to improving the quality of the images and accuracy of the estimates, utilizing the BAE modeling increased the standard deviation of the posterior approximation of the estimates. This resulted in wider credibility intervals of the estimates, which in this work covered the true target parameter values more reliably. Therefore, the credibility estimates of the MAP-EEM estimates can be seen as more reliable to assess the uncertainty of the estimate. This was especially evident in the absorption estimates, where the MAP-CM estimates resemble the true distribution by visual inspection and appear to be qualitatively accurate, but the small difference that is apparent between the true and estimated values is not covered by the credibility interval in the whole domain. In the corresponding results utilizing the BAE modeling, the MAP estimates were more accurate and the true values were within the credible interval.

A Monte Carlo model was utilized in the BAE modeling as an accurate model for the light transport. The stochastic nature of Monte Carlo means that additional noise was introduced to the data simulation and approximation error sampling. In order to minimize this noise, number of photon packets was set high and thus, the effect of this noise was insignificant compared to the additive random noise. Furthermore, in this work the Monte Carlo model utilized different basis functions compared to the DA model. In addition to the modeling errors, this introduces numerical errors between the models which the BAE modeling compensates.

In this study, the inclusions were quite simple. Reconstructing more complex structures would require finer discretizations which would increase the computational cost of the algorithm significantly. This would require further development of methods for model reduction in QPAT. Further, in practical applications, the first step of QPAT would be the reconstruction of the initial pressure distribution and the absorbed optical energy density from the acoustic boundary measurements. Thus, the image reconstruction problem studied in this work is only a part of the full process. Furthermore, in this work the domain was illuminated from all sides which may not be possible in clinical applications. The future studies therefore include, in addition to the above mentioned model reduction, considering more realistic imaging situations with the full QPAT model.

In conclusion, the Bayesian approach in QPAT can provide accurate absorption and scattering estimates with credibility estimates. Furthermore, the Bayesian approximation error modeling can compensate modeling errors of approximative forward model on a broad range of optical parameters. Further, modeling of the errors can improve the reliability of the credibility intervals.
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