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Abstract

Previous measurements at ZEUS have demonstrated suppression of photon structure
like effects due to both the virtuality of the photon, Q?, and the presence of charm.
In this thesis aspects of these two measurements have been combined in order to

determine whether these two suppressions are independent.

The measurement was made with the ZEUS detector at HERA in the kinematic
region 0 < Q? < 5-10% GeV? using dijet events containing a D* meson. Events
having two or more jets with large transverse energies were selected using the
longitudinally invariant k7 algorithm in the laboratory frame. The dijet cross section
was measured as a function of the fractional momentum of the photon participating
in the dijet production, z3*, and of Q2.

The ratio of low to high xﬁ;bs cross sections was found not to change significantly with
Q?. This is in marked contrast to previous measurements which did not require a D*,
demonstrating for the first time that the observed suppressions of the low x‘;bs Cross
section due to non-zero photon virtuality and due to charm are not independent.
The ratio was also compared to the predictions of leading-order pQCD. Calculations
which included either a resolved virtual photon in the DGLAP evolution scheme
or used CCFM evolution gave a better description of the data than a DGLAP

calculation with no photon structure.

During the 2000-2001 shutdown both the HERA accelerator and ZEUS detector
were upgraded. In order to take advantage of these improvements a new “global
tracking trigger”, combining information from the Central Tracking Detector and
the newly installed MicroVertex Detector at the Second Level Trigger, has been
developed. The algorithm is described and its performance evaluated. The event
z vertex resolution is two orders of magnitude better than that for the present
algorithm. This will enable future measurements of the cross section ratio to be

made with much greater precision.



To my family and friends

“Writing a book is an undertaking far more horrific than I’d ever imagined. Not
only must the writer come up with several tens of thousands of words, not all of
them the same, but he or she must arrange them in an order that makes some sort
of sense to the first time reader. It’s no use starting your book ‘Linford Christie
stepped into the horse-box bemused by the wall of mushrooms which stood grinning
at the back’ if you have no intention of taking these ideas any further. To start
a book with this sentence, but then take your eye off the ball for a moment and
end up writing a twenty-thousand word guide to Polish war memorials, deserves the
highest criticism. It’s a fault that took me many months of practice to avoid.

Others have been less meticulous. I’m surely not the only one to have noticed that
Will Hutton’s otherwise admirably written economics bestseller The State We’re In
opens with the sentence ‘This book has been carefully graded so that you can begin
with one or two elementary dishes yet soon be able to set out a full Thai meal
with all its unique flavours.” Nor is there any earthly explanation other than sheer
authorial incompetence for a few stray lines in Stephen Hawking’s A Brief History
of Time which, at the end of a brilliant explanation of the symbiotic relationship
between quantum theory and relativity, seductively hinting at a unified theory of

gravity, suddenly continue:

Bevin let out a gasp of astonishment and playful pleasure at the
Professor’s remarks. ‘Ooh boy,” she yelped, like a cat. ‘Tell it to me one
more time, 'cos I'm on fire, particle man!” She remembered now their
curiously interrupted lovemaking from the previous night and resolved
to hammer the door shut this time.

The remaining ninety pages revert to a discussion of particle/wave duality within

light emissions.

Consistency is therefore a prerequisite for even the most vaguely competent stab
at a book.”

Armando lannucci, Facts and Fancies, 1997
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Chapter 1 1.6 The ZEUS trigger system

To reduce the rate to less than ~ 10 Hz whilst efficiently selecting ep events, ZEUS

uses a three stage trigger system [7] shown in Figure 1.6.

The rate is initially reduced to ~ 1 kHz by the First Level Trigger (FLT) which is
a hardware based trigger. Each component used at the FLT has its own FLT and
stores the data in a pipeline awaiting a decision. The decision is made within ~ 2 us
of the bunch crossing and passed onto the Global First Level Trigger (GFLT) which
then makes a final decision in 4.4 us, passing the decision back to the component

readout.

Events which pass the FLT proceed onto the Second Level Trigger (SLT). The SLT
is a software based trigger run on a network of transputers, designed to reduce the
rate by approximately a factor of ten. Analogously to the FLT, each component

can have its own SLT, which passes decisions onto the Global Second Level Trigger
(GSLT).

Each component then passes the filtered events to an event builder which fills the
data structure for the Third Level Trigger (TLT). The TLT runs a crude version
of the full reconstruction software and is able to make decisions concerning global
event properties, jet properties and event kinematics. The event rate is now reduced
to a manageable ~ 1 Hz. The final stage is to transfer the events by an optical fibre
link to storage for processing by the full ZEUS reconstruction software at a later
date.

26



Chapter 2

QCD and ep Interactions

The interactions of quarks and gluons are described by Quantum Chromodynamics
(QCD), a non-abelian gauge theory based on the SU(3) colour symmetry group. The
quarks, each in three colours, interact by the exchange of electrically neutral vector
bosons, gluons, which form a colour octet. The gluons are not colour neutral and
thus they themselves interact strongly. A consequence of this property is asymptotic
freedom, which states that the interaction strength of two coloured objects decreases
the shorter the distance between them. The effective strong coupling constant «;
then depends on the scale at which the QCD process occurs. The leading-order

solution of the renormalisation group equation gives

2y 4
as(Q ) - 60111(Q2/A2_)_, (21)

where Q? denotes the scale at which ¢, is probed and A is a QCD cutoff parameter.
The parameter [ is related to the number of quark flavors in the theory, V¢, by

2

Since the known number of flavors is six, fy > 0, the coupling constant becomes
smaller the larger the scale Q2. The property of asymptotic freedom has been proven
rigorously and allows predictions for the properties of strong interactions to be made
in the perturbative QCD (pQCD) regime, in which ¢y is small. One such example
is the production of jets' in ete™ annihilation at LEP in which Q% ~ M%. At lower

scales a; becomes large making perturbative calculations unreliable and accurate

!The produced quarks and gluons cannot be observed directly due to the phenomena known
as “colour confinement”. Instead a spray of hadrons, called a jet, emerges in the approximate
direction of each parton.
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Chapter 2 2.1 Proton structure

predictions cannot be made. For example, the distribution of the “partons” bound
in hadrons, cannot be calculated from first principles.

QCD has been tested in depth in the perturbative regime and describes the data
very well [8]. However, because the observables are based on hadrons rather than the
partons to which perturbative calculations apply the precision achieved in testing
QCD is lower than in the case of electroweak interactions and a detailed experimental

knowledge of the structure of hadrons is essential.

2.1 Proton structure

(k)

0w

V*(q)

NI

Figure 2.1: Kinematics of a deep inelastic scattering event.

N(P)

X(F)

The structure of the proton is studied in deep inelastic lepton-hadron scattering
(DIS), shown in Figure 2.1. Two distinct classes of scattering exist, neutral current
(NC), where the exchanged boson is a v* or a Z°, and charged current (CC), where
the exchanged boson is a W*. If the incoming and outgoing lepton four-momenta
are labeled by k* and k™, the momentum of the target hadron by p# and the four-
momentum transfer by ¢* = k* — k', then the standard DIS variables are defined

as follows:

Q = —¢, (2.3)
M2 = P (2.4)
v = P-g=M(E' - E), (2.5)
@7 Q?
R Y VI (2:6)
y = z:—le—E’/E, (2.7)



Chapter 2 2.1 Proton structure
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Figure 2.2: The NC and CC cross sections as a function of Q* measured at HERA.

where the energy variables refer to the hadron rest frame, M is the proton mass, Q?
is the invariant mass of the exchanged boson, z is the Bjorken scaling variable, and
y is the fractional energy transfer in the hadron rest frame. The invariant mass of
the total system is given by:

2 Q?
= (P+k)?=2P k= :
s=(P+k) - (28)

so that at fixed s only two of the three invariants z, y and Q? are actually
independent.

The NC and CC cross sections, shown in Figure 2.2, can be described in terms
of “structure functions”, F;, which parameterise the structure of the proton target
as seen by the virtual boson. For e*p NC scattering the double-differential cross
section 1is

d2o.ep 47!'0[2 y2 ,y2
- Y orF + (1 - _¥ ] .
T xQ4[2 2P+ (1= )B F (y - $)zky (2.9)
Using the relation F;, = F, — 2z F} this reduces to

d’oeP _ AT’

drd@Q?  zQ*
where the helicity dependence of the electroweak interactions is contained within

[Y+F2 2 T Y_ng] (2.10)

Yi=(L£(1-y)?) (2.11)
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Chapter 2 2.1 Proton structure

F, is the generalised structure function of v and Z° exchange, F}, is the longitudinal
structure function, and F3 is the parity violating term arising from Z° exchange.
Since F3 is small for Q? << M2 it is neglected in all further discussions here. A

detailed derivation of all these terms is given, for example, in [9].

2.1.1 The naive quark parton model

The form of the cross sections given above is completely general, all the physics
detail is contained in the structure functions. A priori these might be expected
to be complicated functions of v and Q?, reflecting the complexity of the inelastic
scattering process. However, in 1969, Bjorken predicted that in the deep inelastic
region? the structure functions should “scale”, i.e. become functions not of Q2 and
v independently but only of their ratio @2/v. This predicted scaling was confirmed
by results from SLAC [10].

Feynman gave an intuitive explanation of Bjorken’s arguments in his parton
model [11], in which the proton is assumed to be composed of point-like objects,
called partons. The inelastic scattering of the lepton off the proton is then described
as the elastic scattering of the lepton off a parton within the proton. The ep
cross section is then given by the incoherent sum of the electron-parton scattering

processes.

If a parton of mass m, carrying a fraction, £, of the total proton momentum is

struck, conservation of four-momentum implies 3

Orm?=(ép+q) =P -Q*+2p-¢

2
= &= @ =z
2p-q

The Bjorken scaling variable, x, then has a simple interpretation as the fraction of

the longitudinal proton momentum, £, carried by the parton in the hard scatter.

Within the parton model the structure functions are given by
Fy(z) = Y elzfi(x) (2.12)

Fi(z) = %Ze?fi(x) (2.13)

2Q?, v — oo but Q?/v finite.
3This is in the infinite momentum frame of the proton, where the partons have no transverse
momentum and the masses can be neglected.
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Chapter 2 2.1 Proton structure

where e; are the parton charges and f;(z) are the parton density functions which
can be interpreted as the probability of finding a parton 2 with momentum fraction

z in the proton. F3 and Fj are connected by the Callan-Gross relation
2¢F) (z) = Fy(x) (2.14)

which is a direct consequence of the assumption that partons are massless, spin-1/2,

non-interacting particles and implies that F}, is zero.

Through measurements at SLAC and in vN scattering [12], these partons were
associated with the quarks of the Gell-Mann and Zweig and the model became the
quark parton model (QPM).

2.1.2 The QCD improved quark parton model

If the proton consisted solely of charged quarks the sum of their momenta would be

equal to that of the proton, i.e.

Z/dzfi(x)x = 1. (2.15)

However, experimentally this value was found to be = 0.5 [13]. This implies that
there are also electrically neutral particles within the proton which carry ~ 50%
of its momentum. These particles are identified with gluons, the gauge bosons of
QCD. Direct evidence for the existence of these gluons, was provided in 1979 via

the observation of 3-jet events in e*e™ annihilation at DESY [14].

In this QCD improved QPM, the assumption that the transverse momentum of the
partons is zero, in the infinite momentum frame, no longer holds. A quark can emit
a gluon and acquire a large transverse momentum kr with probability proportional
to s dk2/k% at large k7. This integral extends up to the kinematic limit, k% ~ @2,
and gives rise to contributions proportional to o, log Q? which break scaling. This
was experimentally confirmed by the observation of a logarithmic dependence on Q?
of Fy(z,Q?) and was one of the first major successes of perturbative QCD.

Figure 2.3 shows the latest measurement of the z and Q? dependence of F, from
ZEUS, clearly showing these scaling violations [15]. At large values of z, where the
valence quarks dominate, F5 (and hence the quark density) can be seen to fall with
increasing @2. At low z, where the number of “sea” quarks and gluons is larger, F

is clearly seen to increase with Q2.
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Chapter 2 2.2 Evolution equations

2.2 Evolution equations

The factorisation theorem of collinear (mass) singularities [16] states that, in
a general hard collision (i.e. a scattering process involving a large transferred
momentum Q? > A?) of incoming hadrons, all long-distance (non-perturbative)
effects can be factorised into universal (process-independent) partbn densities thus
leading to a perturbatively calculable dependence on the hard scattering scale Q?,
called parton evolution. This Q? dependence arises because a quark seen at a scale
Q2 as carrying a fraction zy of the proton momentum can be resolved into more

quarks and gluons, having < zy, when the scale Q? is increased.

One set of parton evolution equations derived on the basis of the collinear
factorisation theorem are the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP)
evolution equations [17]. The DGLAP equations describe the way the quark ¢ and

gluon g momentum distributions in a hadron evolve with the scale of the interaction
Q.

1
dgi(z, Q* s d
fﬂ(jgg) - é"; ?y 6 (v, Q) Pug (§)+g(y,Q2)qu (g)] (2.16)

T

1 _
dg(z, Q? s [d
Zl(jggz) = ';; ;y Z:qi (v, Q%) Py <§)+g(y,Q2)ng (%)],(2.17)

T

where g;(z, Q?) is the quark density function, for each quark flavour ¢ and g(z, @?)
is the gluon density function. The “splitting functions” Pj % represent the
probability of a parton k£ of momentum fraction y emitting a parton j of momentum
fraction z. This probability will depend on the number of splittings allowed in

the approximation. Given a specific factorisation and renormalisation scheme, the

z
Y

LY _po (2 G ) (L
ru(3) =2 (5) 58 (5) +-- -

The truncation after the first two terms in the expansion defines the next-to-
leading order (NLO) DGLAP evolution. This approach assumes that the dominant

contribution to the evolution comes from subsequent parton emissions which are

splitting functions Pjj ( ) are obtained in QCD by perturbative expansion in a,

strongly ordered in transverse momenta k7, the largest corresponding to the parton

interacting with the probe.

At small z, higher order contributions to the splitting functions of the form
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Chapter 2 2.2 Evolution equations

High density
region
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Figure 2.4: Schematic representation of the applicability of various evolution
equations across the (z, Q%) plane.

will be enhanced, spoiling the convergence of (2.18). Thus the conventional
DGLAP equations may be inadequate at low x and must either be modified or an
alternative set of evolution equations used. Figure 2.4 shows the expected regions of
applicability of various alternatives across the (z, @?) plane. The BFKL and CCFM
evolution equations, which are based on a generalisation of the collinear factorisation

theorem called k7 factorisation [18] will now be discussed.

2.2.1 BFKL evolution

The Balitsky-Fadin-Kuraev-Lipatov (BFKL) [19] evolution equation allows the
resummation of terms with a leading (s In )™ in the expansion of Equation (2.18),
independent of In Q2. This involves considering the evolution of a gluon distribution
which is not integrated over kp, since breaking the association to leading In Q?
implies that the gluon ladder need not be ordered in k7. The unintegrated gluon

density is related to the more familiar gluon distribution by
QZ
dk?
g(z, Q% = / TG(x (2.19)
0

Ca
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Figure 2.5: Schematic representation of the gluon ladder and quark boz =.
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The BFKL equation then describes the In(1/z) evolution of the unintegrated gluon
density:

Eig(x—’k%)_ 2 2 1.2 2
din(l/z) /dkTK(kT’kT)g(iE,kT)- (2.20)

This evolution corresponds roughly to cascades with emissions strongly ordered in

z with no restriction on k7.

In order for the BFKL equation to make predictions, e.g. of F3, the gluon ladder
must be convoluted with the quark box (Figure 2.5) according to the kr factorisation
theorem:

1
d dk2
Py, Q) = / 2 / O o K @), (2.21)

2.2.2 CCFM evolution

Whereas the conventional DGLAP equations deal with Q? evolution and may
be inadequate at low z, the BFKL equation deals with 1/x evolution and may
be inadequate at high @Q?. The Ciafaloni-Catani-Fiorani-Marchesini (CCFM) {20]
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Chapter 2 2.3 Photon structure

evolution equations attempt to be applicable across the whole kinematic plane by
summing more general classes of diagrams. They are based on the idea of coherent
gluon radiation, which leads to angular ordering of gluon emissions in the gluon
ladder such that 8; > 6;_; where 6; is the ith gluon makes to the original direction.
Outside this angular region there is destructive interference such that multi-gluon
contributions vanish to leading-order. Angular ordering implies ordering in k/E of
the gluon ladder. Because of angular ordering, the unintegrated gluon distribution
in CCFM depends on the maximum allowed angle, in addition to the momentum
fraction z and the transverse momentum of the propagator gluon. This extra scale
can be taken to be the scale @@ of the probe, leading to a scale dependent gluon
density A(z, k%, Q?).

At small z, where A becomes independent of @Q? and ordering in kr/E does not imply
ordering in kr, the integral equation for A(z, k%, Q?) can be approximated by the
BFKL equation. However, at moderate z, kr ordering is implied and the DGLAP
equation for the integrated gluon distribution g(z, Q?)is recovered. Cross sections
can then be calculated according to the kr factorisation theorem by convoluting the

unintegrated gluon density with the off-shell boson gluon fusion matrix element, &,
= /dk?pdxg.A(a:g, k2, 9)6(v*g* — qd). (2.22)

2.3 Photon structure

The DIS cross section, given in Equation (2.9), is dominated by the exchange of
very low virtuality photons. The lifetime of these photons varies as ~F., /Q? which
at very low virtualities can be long compared to the characteristic time of the hard
subprocess. The electron beam can then be considered a source of approximately
massless, collinear, photons and an ep collider effectively becomes a yp collider. The
total cross section, oy%, can then be factorised into contributions from the total yp
cross section oy, and some flux factor fe_,,(y) which is the probability of finding a
photon with energy E., = yE, inside the electron. In the limit @* — 0, the photons

can only be transversely polarised, and to a good approximation

d2 o

W ~ fe'*’YT (y’ QQ)G;YOIZ(ya Qz)v (223)

where the photon flux is fe,(y, @?), is given by
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Chapter 2 2.3 Photon structure
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Figure 2.8: The IL‘,(;,bS distribution in dijet events for data (black dots) compared with
HERWIG with and without MPI (solid line and dotted line), and PYTHIA with MPI
(dashed line) Monte Carlo generators.

where the sum runs over the two highest transverse energy jets and xgbs is the

fraction of the photon’s momentum entering the dijet system.

The ability to separate direct and resolved events using xgbs was demonstrated
in [22]. Figure 2.8 shows the the measured z3" distribution together with the
predictions of two LO Monte Carlo’s. Direct events (filled histogram) are strongly
peaked at xi’,”s > 0.75 and the resolved at x?y"s < 0.75.

Beyond leading-order the separation between direct and resolved is ambiguous; the
processes in Figures 2.7(d) and (e), classed as the resolved production of two jets at
LO could be considered as the direct production of three jets at NLO. The terms
direct and resolved are then only defined at leading-order, beyond this they depend
on the factorisation scale and can thus have no physical meaning. The definition
of xgbs, however, is valid at all orders and it remains a powerful tool to identify

“photon structure like” effects.

2.3.2 Photon structure functions

The structure of the photon is measured directly in deep inelastic ey scattering [23],
shown in Figure 2.9, which is formally analogous to deep inelastic ep scattering. The

cross section for a probing photon, virtuality, @* = —q?, scattering off a real target
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Chapter 2 2.3 Photon structure
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Figure 2.9: Feynman diagram for ey diagram with a virtual photon, v*, probing an
on-shell photon, v (left). Summary of current results on Fy (right).

photon with virtuality? P? ~ 0 producing a final state eX is given by,

BPOeysex  2malts

dedy Q4 [(1+(1-y)*) FJ(2,Q%) — v*F](z, Q)] (2.28)

As in ep scattering the structure function F3) can be written in terms of the parton

densities

FJ(z,Q%) =2z ) elq!(z, @), (2.29)

where the sum runs over all quark flavours, i, of charge e; and the factor of
two accounts for quarks and anti-quarks. These parton densities obey a set of

inhomogeneous evolution equations [24]:

o004 [ [ (o (] e

dzl(:g’g) = aséfz)/l% P, (g) QiQi(yaQL)) + P, (—3) g(y,Q2)] (2.31)

4This is the nomenclature used in two-photon interactions at LEP. Unfortunately, at HERA, Q?
denotes the virtuality of the probed photon and the scale of the probing interaction is ~ (E%.”)Q.

Thus, to go from LEP to HERA nomenclature, Q? — (E5*)? and P? - Q2.

T
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Chapter 2 2.4 Virtual photon structure

where

a(z) = 36?% [z° +(1—2)?]. (2.32)

These are the standard DGLAP evolution equations, e.g. for the proton, except for
the so-called anomalous term, a(z), which comes from branchings 7 — ¢g, and is
unique to the photon evolution equations. The solution can be written as the sum

of two terms [25],

fl(, Q%) = [V (2, Q% Q0) + £ (2, Q% Q) (2.33)

where a = ¢;,9, f,.(2, Q%) = ¢:(z,Q%) and f,(z,Q?) = g(z,Q?). The first term is
a solution to the homogeneous equation with a non-perturbative input at @ = @,
and the second is a solution to the full inhomogeneous equation with the boundary
condition f2FT(z,Q2;Q2%) = 0. One possible physics interpretation is to let fI"N?
correspond to v — V fluctuations, where V = p° w, ¢, J/4,... is a set of vector
mesons, (“vector meson dominance”), and let f2FT correspond to perturbative
v — qq fluctuations, ¢ = u,d, s,c and b (“anomalous”). The discrete spectrum
of vector mesons can be combined with the continuous (in virtuality £?) spectrum

of ¢@ fluctuations to give

Q2
47 Qo Olem dk? _
fl(=,Q%) =) ﬁ—fQ [PV, Q% QF) + - > 2] / 2 9z, Q% k) (2.34)
1% |4 q )
Qo

where each component, f7'V and f7%7 obeys a unit momentum sum rule.

There are currently a large number of photon parton density parameterisations
and usually involve some fits to data. With the large errors on Fj, additional
assumptions need to be made. These assumptions differ in different models and
involve the treatment of heavy quarks, the choice of the scale @% and the methods

of deciding the form of the input densities.

2.4 Virtual photon structure

The evolution equations (in @?) of the PDFs of the virtual photon can be exactly
calculated in perturbative QCD for the restricted P? range Q2 < P? < Q2
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Chapter 2 2.4 Virtual photon structure

&c 7 ax™° dg® d(E,)? (pb/GeV*) ZEUS PRELIMINARY
(E, P Gev)=49-85 T 85-150 150700
.
* «ZEUS 96/97 Yp
s F 2 — SaS 1D (HERWIG 5.9)

~-- GRV LO (HERWIG 5.9)

1.5-45 0.1-0.55

Y

10.5- 49 45-105

Y
o
5
a

c(x085<0.75) /0 (x085> 0.75)

o T

0 Y3 1 05 1

i aadal ST U S V|
* 96/97 ZEUS Preliminary +=« direct (Herwig 5.9) Faad -1 1 10 ‘02

— $a¥ 1D (Herwig 5.9) ! |(0;2 [GeV"’]
Figure 2.10: Triple differential cross section d3a/dx$bsdQ2dF; as a function of
x?rbs for different regions in Q* and F; (left). The ratio of cross sections R =

o2 < 0.75)/0 (x5 > 0.75) as a function of Q* (right).

Theoretically challenging, however, is the region A3cp < P? < QF where evolution

equations cannot be derived from perturbative QCD.

In [26] PDFs that are valid for all 0 < P? < Q? were proposed and a generalised
form of Equation (2.34) given:

2
17 (@,Q% P = 24”;&"‘ (mv - Pz) 12V (2,Q% Q)

aem di” K ’ J 2. 1.2
" 22 / k2 (W) (2, Q% k%). (2.35)
This extension of real-photon PDF's to those of the virtual photon can be applied

to any set of parton distributions, provided that the VMD and anomalous parts are

available separately.

2.4.1 Experimental review

Measurements of the virtual photon structure in two-photon interactions require
the detection of both scattered leptons at non-zero scattering angles. This was first
done by the PLUTO collaboration in 1984 [27] and, more recently, by L3 [28] and

OPAL [29]. However, all these analyses suffer from low statistics. The extensive Q?
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Chapter 2 2.5 Heavy flavour production

range, together with the large centre-of-mass energies, available at HERA enable
more detailed studies of the @ evolution of photon structure [30-32].

Two recent results from ZEUS are shown in Figure 2.10. The measured triple

: e , —2 . :
differential dijet cross sections d3c/dz?*dQ*dEy are shown as a function of 3% in

obs
Y

falls faster with increasing @ than the cross section in the high a:gbs region. For

the bins with Q? > E2T the data are well described by the HERWIG predictions
including only LO direct processes. In the bins with Q? < E; LO direct processes

: : -2 =2 .. L .
different bins of Q? and Er. For each E bin, the cross section in the low z°% region

alone are not enough to describe the data.

The faster fall of the low x‘;bs region can be seen more clearly in the ratio of

cross sections R = o(z5*® < 0.75)/0(zS™ > 0.75). The ratio of the data falls
with increasing @?. The HERWIG prediction, using the suppressed virtual photon
structure function SaS1D [25], also falls with increasing Q2 and describes the shape

but not the normalisation of the ratio (requiring a normalisation factor of 1.3).

2.5 Heavy flavour production

The conventional QCD parton model is formulated in the zero mass parton limit.
There are two basic methods of treating charm in the evolution equations based on

the factorisation equation [33]

on-x(S, QQ) = Z%‘(x, NQ) ® Gisx (S, QQ, Nz) (2.36)

where 7 is the sum over all flavours which can actively participate in the interaction
at the energy scale Q2. & is the cross section for the hard scatter which
is convoluted with the parton distribution functions g¢;(z,u?) where p is the
factorisation scale. Charm can then either be included in the sum as an active
flavour above some threshold (variable flavour number (VEN)) or excluded from
the initial state and treated separately (fixed flavour number (FFN)). In principal,
the two alternatives can be regarded as two different but equivalent schemes for
organising the perturbation series in pQCD. In practice, since the perturbation series
is terminated after one or two terms, the effectiveness of the two approaches can be
quite different in different kinematic regions. For a full review of the theoretical and
experimental status of heavy flavour production see, for example, [34] and references

therein.
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Chapter 2 2.5 Heavy flavour production

Massive FFN3 scheme

In this scheme, the number of active quark flavours is fixed, independent of Q2. Only
light quarks (u, d, s) are included in the initial state proton and photon and charm
quarks are only produced dynamically in the hard process. The presence of the two

large scales®, u? and m?, can spoil the convergence of the perturbative series because

2

2 contain log(u?/m?) factors that can

the neglected terms of orders higher than «
become large. Therefore the results of massive FFN3 calculations are expected to

be most accurate at u? ~ m? and to become less reliable when u? > m2.

Massless VFN scheme

In this scheme, charm is treated as an additional active flavour with zero mass above
some threshold, pu? ~ m?2. In this way, the large logarithms in u2/m? present at high
1 are automatically resummed. This means that besides charm produced in the
hard process flavour excitation processes are also included. Therefore the results of
massless VFN calculations are expected to be most accurate at u? > m? and to

become less reliable when u? ~ m?2.

2.5.1 Experimental review

Deep inelastic scattering

Early studies of charm production in DIS [35] suggested that the production of
charmed mesons in ep collisions is dominated by the boson gluon fusion (BGF)
mechanism, already shown in Figure 2.7(c). Calculations for this process exist to
NLO and the cross section depends directly on the gluon density in the proton. If
the gluon density from the inclusive measurement of F, are used in the calculation,
the results can be compared to the measured charm cross section, giving a powerful
cross check of pQCD which states that the same, universal, gluon distribution should
contribute to both the inclusive structure function F5,, and the exclusive charm
structure function F{°. In addition, the presence of two large scales, namely, the
virtuality of the exchanged boson (Q?) and the square of the charm quark mass
(m?2), provides a testing ground for resummation techniques. Figure 2.11 show the
differential D* cross sections measured at ZEUS compared to a massive FFN3 NLO
calculation [36] which uses the gluon density extracted from fits to F, as input.

The description of the %, z and W distributions is very good, confirming the

5In DIS p is the photon virtuality, @, in photoproduction it is pr.
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Figure 2.11: Differential cross sections for D* production in DIS. The open (shaded)
band shows the result of an NLO QCD calculation using Peterson (RAPGAP
extracted) fragmentation (left). F5® as a function of x and Q? (right).

universality of the gluon distribution. However, in order to describe the pr(D*) and
n(D*) distributions it was necessary to use a charm fragmentation extracted from
the LO Monte Carlo RAPGAP. With this fragmentation included the description
is good enough to be used to extrapolate the measurement into the full D* phase
space and extract Fi5°. The measured F3° is compared to the value derived from the
gluon distribution extracted from NLO fits to F3 in Figure 2.11.

Photoproduction

NLO calculations for the photoproduction of heavy quarks such as charm also exist,
where the heavy quark mass or the high transverse momentum of the produced
partons is used as the hard scale. Significant differences between calculation
schemes can be expected since massless VFN calculations will include charm
excitation processes and thus predict, for a given factorisation scale, a larger
resolved component in comparison with a massive FFN3 calculation. Therefore, it
is interesting to compare the predictions of these models to data and to investigate
the sensitivity of the experimental results to the partonic content of the photon and

specifically to the charm excitation contribution.

Figure 2.12 shows the differential cross section do/dnP" for various ranges of pr
measured at ZEUS compared to both massive and massless calculations [37]. As
expected as pr — m, the description of the data by the massless calculation
degrades. However, the NLO predictions generally lie below the data, particularly
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Figure 2.12: The differential cross section do/dnP" for photoproduction compared to
several NLO calculations (left). The differential cross section da/da:?ybs for dijets
with an associated D* (right) compared to LO (upper) and NLO (lower) predictions.

in the forward region, in all the plots. Given the discrepancy between data and
NLO predictions in the inclusive D* measurements it is important to study the
kinematics of charm production in more detail. This was done in the same paper by

obs
5

At LO the data require a resolved contribution of 45%, this compares to 75% for

measuring the dijet cross section as a function of z2°° | also shown in Figure 2.12.
the :c?Ybs cross section of Figure 2.8 which did not require the presence of a D*. The
charm excitation contribution to the LO resolved process was 93% in the Monte
Carlo. The prediction of a massive NLO calculation, lies significantly below the
data for xgbs < 0.75, however a massless calculation could be expected to give a

better description.
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Kinematic reconstruction

The event and jet kinematics must be reconstructed from measured quantities. The
methods used for the reconstruction of the event variables in this thesis are now
described.

3.1 Reconstruction of y and Q?

There are many ways of reconstructing the variables y and Q? [38], two of which are
used in this thesis; the “electron” and “Jacquet-Blondel” methods.

3.1.1 Electron method

The electron method is theoretically simple and relies only on the knowledge of
the energy of the scattered lepton, E; and the angle of the scatter, f.. For a given
initial lepton energy, E,, the variables, ¥ and Q? can be calculated from the scattered

lepton’s energy E! and polar angle 6, as follows:

EII
e = 1——%(1-cosb,), 1
y oF, (L~ coste) (3.1)
Q? = 2E,E.(1+cosb,). (3.2)

This assumes that there were no additional emissions from the lepton, i.e. that it
entered the hard scatter with the beam energy E, and it left with the measured
energy E! and as a result is sensitive to both initial- and final-state electroweak
radiative corrections (ISR and FSR).
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Chapter 3 3.2 Jet reconstruction

3.1.2 Jacquet-Blondel method

The Jacquet-Blondel method [39] calculates the variables y and @? from the hadronic
final state and can thus be used when the scattered lepton is not measured. The
hadronic final state is defined as all particles except the scattered lepton and
summing over these gives:

YiB = Zz(EzlE—TZ), (3.3)
Q?B _ (Eipxil)2_+y§§ipyi)2. (3.4)

Experimentally this sum is not over hadrons but calorimeter cells. If the scattered
lepton is found in the calorimeter, then the cluster of cells associated with it are
eliminated from the calculation. If the scattered lepton is misidentified its energy
deposit will enter into the above summations. This results in high values of y;g,
allowing events with an unidentified electron to be rejected.

Since this method measures the energy transferred to the hadronic system, it is
unaffected by FSR, however it will still be sensitive to ISR through E,.

Resolutions

The resolutions on y and @Q? using the two methods described above are shown
in Figure 3.1. The @Q? resolution is significantly worse using the Jacquet Blondel
method. This is a result of energy lost due to dead material and acceptance. As
a result, Q%5 is only used in high-Q? events when there is no scattered electron,
i.e. charged current DIS. Thus, when an electron is present in an event the electron
method has been used to reconstruct @>. When there is no identified lepton, Q?
is restricted to be below 1 GeV? by means of an anti-tag requirement (see Section
4.3).

The y resolution is again better using the electron method, and there is a systematic
bias in the measurement of y;g due to energy loss in dead material before the CAL.
However, in order to be consistent at different (Q? regions, y;p is used for the estimate
of y whether or not an electron is found.

3.2 Jet reconstruction

There are two types of jet algorithm in common use; the “cone” and “cluster”
algorithms. In the analysis presented in this thesis both types of algorithm are
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3.2 Jet reconstruction
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Figure 3.1: y and Q? resolutions using the electron and Jacquet Blondel methods.

used. The EUCELL cone algorithm is used in the online trigger selection, described
in Section 4.2, and the KTCLUS [40] algorithm is used in the offline selection,
described in Section 4.3, and the cross section definition of Section 4.1.

Detailed discussions of each of these can be found elsewhere [41], so only a brief

description is included here.

3.2.1 Cone algorithm

The Snowmass Convention [42] for cone algorithms defines the transverse energy

and the coordinates of a cone jet as;

12%?t2= j{:-Ehﬂ

njet

¢Jet

1
= E,jet Z Et,ini
T

1

1
= l;jet jg:: lz}ﬂqbi
T

1
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Chapter 3 3.2 Jet reconstruction

where the sum runs over all hadron or calorimeter cells within the cone defined by

a given prescribed radius, R, in n — ¢ space.

In EUCELL, the hadrons/cells are clustered using a grid in 5 — ¢ space. The size
of the cells that make up the grid are determined such that Angrideell o Agorideell ~
R/2. By then sliding a 3 x 3 cell window over the grid, a potential pre-cluster is
then formed. To be called a pre-cluster, it must be above some prescribed transverse
energy. A cone of radius R is then placed around the pre-cluster and the centre
of the pre-clusters are then recalculated and the process repeated until some stable
situation (or some maximum number of iterations) is reached. The first jet is defined
as the cone with the highest transverse energy. Successive jets are then determined
from the remaining objects by the same procedure until there exist no more cones

above a certain energy threshold.

3.2.2 Clustering algorithm

The use of the cone algorithms leads to ambiguities. The treatment of overlapping
jets is not defined within the Snowmass convention, nor is the question of seed
finding for the initial jets. This leads to theoretical ambiguity with respect to jet
merging in the final state and the process is not infra-red safe at NNLO without
modification [43].

These problems are avoided by the use of the kr algorithm, as the merging criterion

is completely defined for any given final state.

For a cluster algorithm some distance measure which determines which particles will
be merged must be specified, together with a recombination scheme which defines
how they will be merged. In this thesis the algorithm is run in the laboratory frame
using the inclusive recombination scheme of Ellis and Soper [44] in a mode which
is invariant under longitudinal boosts, the recombination scheme being similar to
that of the Snowmass Convention (the so-called “pt” mode). The algorithm scheme
depends on a parameter R which is analagous to a cone radius.

To decide which particles should be merged, for each particle ¢ the quantity,

d; = ETQ‘,i

is formed and for each pair of particles, 77, the quantity

dij = min(E%, E7. ) [(m — m;)* + (¢ — ¢;)*] /R*.
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Chapter 3 3.3 22" reconstruction

is formed. The d; is the limiting case of small angles of the “distance” between
particle ¢ and a large mass remnant traveling along the 2 direction.

If the smallest of all the d values is a d;;, then particles 7 and j are merged into a
single object, k. If however, the smallest value is a d; then this particle is considered
“complete” and is removed from further clustering. This process is then repeated
until all the objects have been removed, producing an Er ordered list of objects.

The scheme for merging the objects is similar to the Snowmass Convention, and is,

ET,k = ET,i+ET,j (36)
Erni + E1;n;
m = DRt Erm (3.7)
T,k
Er:¢i + Er;¢;
o = —= ¢E+ 1395 (3.8)
T,k

Therefore the scheme assigns objects to jets in a well-prescribed manner, and as each
quantity Er, An, A¢ in the distance parameter are each invariant under longitudinal
boosts, so the property of boost invariance of the jet finding itself is retained.

Resolutions
Constant 3815. o Constant 3414,
L Mean -0.1645 4500 Mean -0.2867E-02
5000 — Sigma 0.1574 F Sigma 0.9185E-01
L 4000 —
4000 - 3500]-
3000
3000 2500(-
r 2000
2000 r
r 1500
1000 10001
r 500
oL ! 1 ob=—t—— ! i —
-1 -0.5 0 0.5 1 -0.5 0 0.5
jet jet jet
AES /B, An

Figure 3.2: Jet Er and n resolutions for CAL cell jets using the KTCLUS algorithm.

The effect of energy loss in dead material before the CAL can clearly be seen in the
EZ¢ resolution with jets losing, on average, 16% of its energy.

3.3 a:?ybs reconstruction

25> was defined in Equation (2.27) in terms of EZ piet and y. Once again yjp

is used to estimate y. This has the advantage that, since both ngt and y;g are
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3.3 2% reconstruction
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Figure 3.3: x?,bs resolution in photoproduction and DIS.

underestimated due to energy loss in dead material, xgbs itself is much less sensitive

to energy loss. This can be seen in Figure 3.3, which shows the x

obs

4 resolution for

photoproduction and DIS events, where the mean is = 0 in both cases. a:?ybs will also

be insensitive to ISR since the E, factors in equations (2.27) and (3.3) cancel out.
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Event selection

Two previous ZEUS analyses have demonstrated a suppression of the low mgbs Cross

section; the dijet analysis presented in Section 2.4.1 found a suppression of the
low xﬁ;bs cross section with increasing @?; and the charm in dijet photoproduction
analysis, presented in Section 2.5.1, found a reduced low x?,bs cross section when
charm was required. The analysis which will now be presented combines these two
analyses in order to determine whether these two suppressions, with Q% and the
presence of charm, are independent. Data was used from the years 1996 to 2000

giving an integrated luminosity of 103.7 pb™!.

4.1 Definition of the cross sections

Events with at least one candidate D* meson, together with at least two high Ep
jets in the process ep — D* + jet + jet + X were considered. Using these events,

the cross sections at low and high $§b3 were measured as a function of Q?:

dOepspx (23 < 0.75)  doep,prx (25 > 0.75)

dQ? ’ dQ?

This was done in the kinematic region defined by the following:

; 0<@? <5000 GeV? (4.1)

02 < y < 0.65
Bt 5 7.5, 6.5 GeV;
17 < 2.4 (4.2)
pr(D*) > 3 GeV;
[n(D*)] < 1.5.
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Chapter 4 4.2 Online event selection

4.2 Online event selection

The three level trigger system employed by ZEUS has already been described in
general terms in Section 1.6. The particular trigger logic used in the analysis
presented here is now described.

4.2.1 First Level Trigger (FLT)

To pass the slot used at the FLT, slot 42, one of four thresholds at the Calorimeter
FLT (CFLT), five vetoes and a track quality demand must be satisfied.

o The four CFLT thresholds are:

— Total calorimeter energy > 15 GeV,
— Total ElectroMagnetic Calorimeter (EMC) Energy > 10 GeV.

These “total” energies exclude the three inner rings around the FCAL and
the inner ring around the RCAL beampipe, corresponding to a region in
pseudorapidity of approximately —3.66 < n < 2.2.

— RCAL EMC energy > 2 GeV.
This also excludes the inner ring around the RCAL beam-pipe.
— BCAL EMC energy > 3.4 GeV.
e The veto criteria were:

— The timings observed in the two C5 counters should match with physics
timing, but not with that of the beam gas.

— Two vetoes requiring that no coincidence of the inner and outer veto wall
is detected.
— The timing in the SRTD should match with physics events and not with

beam-gas events.

— Events should have TrKclass>2. These are events with a relatively
high ratio of vertex to total number of tracks. The exact value of the
ratio is dependent on the number of vertex and non-vertex tracks, but is
approximately > 25 — 30%.

e The tracking demand requires the event to have at least one track found by the
CTD-FLT coming from the nominal interaction region, —50cm < z,, < 80cm.
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4.2.2 Second Level Trigger (SLT)

To pass the slot used at the SLT, HPP01, the following must be satisfied:

e -60 cm < zy < 60 cm;
e there must be at least 1 vertex track;

o FF— P, > 8.0 GeV, where E is the energy sum of calorimeter cells and P, the

vector sum of longitudinal momentum of all cells;

e Er(box) > 8.0 GeV, where Er(box) is the sum of transverse energy, Er in all
calorimeter cells excluding the first ring around the FCAL beampipe (outside
a value of about n = 3)

e (E—P,>12.0GeV) or (p./E < 0.95).

4.2.3 Third Level Trigger (TLT)

At the TLT the final online event selection is made, making use of a cone jet
algorithm and a cut down version of the offline tracking. To pass the branch used
at the TLT, HPP14, the following criteria must be satisfied:

e —60 cm < 2y, < 60 cm;

e number of bad tracks is less than 6 where a bad track does not satisfy the

following:

— the number of degrees of freedom should be > 20,
— pr > 0.2 GeV,
- 313 <n<1.75,

I

the number of hits used in CTD axial superlayers > 5

the number of hits used in CTD stereo superlayers > 5

the distance of closest approach in z to the vertex must be < 75 cm.

e 5.0 GeV < E— P, < 75.0 GeV;

e Er(10°cone) > 5.0GeV, where Er(10°cone), is the sum of all the Er in the
calorimeter cells outside a 10° cone (7 < 2.44) around the FCAL beampipe;
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e p,/E < 1.0;

¢ a simplified version of the EUCELL jet cone algorithm is run at the TLT and
there must be at least two jets with the following:

n(jet) < 2.5;
ET(jet) >4 GeV;

This transverse energy requirement was raised to EXLT > 4.5 GeV for the e*
running periods in 1999 and 2000.

4.2.4 Efficiency of the trigger chain

The efficiency of the above three stage trigger chain has been extensively studied in
previous dijet analyses [45, 46]. Only a brief summary of these studies is presented

here.

FLT

The FLT slot was studied [45] by choosing an independent trigger which subse-
quently fed into the SLT and TLT used in this analysis. A LUMI branch of the
FLT was chosen which required the observation of a scattered positron in the LUMI
detector with some low energy calorimeter thresholds. The fraction of events pass-
ing the LUMI branch which also pass the calorimeter triggers was found to agree
reasonably well between data and Monte Carlo.

SLT

The SLT slot was studied [45] using the LUMI SLT, which has events from the
FLT which then pass the TLT used in this analysis. The LUMI SLT has the same
requirements as the LUMI FLT with the additional criterion that the energy in the
LUMI is more than 5 GeV. Reasonable agreement between data and Monte Carlo

was again seen.
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Chapter 4 4.3 Offline event selection

4.3 Offline event selection

4.3.1 Corrections

Before offline selection criteria were applied corrections for the CTD B-field,

calorimeter noise and scale were implemented.

CTD B field

High statistics studies of various mass peaks (J/9, D etc.) suggest, very strongly,
that the magnetic field used by the offline tracking (VCTRAK) is too low by about
0.3%. To account for this the pr of all tracks, which is proportional to B, was scaled
by a factor of 1.003.

Calorimeter noise

Within the calorimeter, a number of cells are described as being “noisy”. The effect
is corrected for using standard routines for each year [47]. The corrections fall into
distinct categories; the removal of noisy cells, according to lists provided each year,
a cut on the relative cell imbalance, and the removal of isolated EMC and HAC
cells with energies below 80 and 140 MeV respectively. The noise associated with
the imbalance and isolation cuts arises predominantly due to sparks in the PMT’s,

whereas the noisy cells are mainly from electronic malfunctions.

Calorimeter scale

Studies have shown differences in the energy scale of the calorimeter between data
and Monte Carlo [48]. In order to account for this the energies of cells in the BCAL
were scaled by a single factor of 5% and cells in the RCAL were scaled by cell-by-cell
factors [49]. These cell-by-cell factors were obtained using kinematic peak events

and averaged 2.2%. No scale factor was applied to FCAL cells.

Electron energy

If there is SRTD information present in the event then this is used to correct
the electron energy for losses before it entered the CAL. If there is no SRTD
information present in the event, but there are deposits in the presampler tiles,

then the presampler is used to correct the energy.
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Figure 4.3: Hadron level E%Et in GeV for events passing all detector level cuts.

Carlo simulation of the detector. The combination of y;5 and E; cuts ensure that
the two samples correspond to the same true y range (0.2 < y < 0.65).

The longitudinally invariant k7 algorithm in the inclusive mode was then applied to
the CAL cells to search for events with two jets in the final state. The two jets with
the highest transverse energy in the pseudorapidity range |7¢| < 2.4 were required
to have transverse energies satisfying E%et > 4.0 GeV. Figure 4.3 shows the true
E%et distributions for events passing these cuts. The difference is a result of energy
lost in the inactive material in front of the CAL. These cuts then approximate the
true kinematic region E’Tef > 7.5 GeV and E}eé > 6.5 GeV, where the cross sections
of Section 4.1 are measured.

4.3.3 D* reconstruction

D* mesons were reconstructed in the decay channel D** — D% — (KFg*)ns
using the mass difference method [51]. All tracks which were measured by the CTD,
had hits in at least three superlayers, and were assigned to the primary event vertex
were selected. Since it is not possible to distinguish between tracks from pions and
kaons, all pairs of tracks were analysed and alternately assigned to be either of type
“kaon”, that is assigned the mass of a kaon, or of type “pion”. All the combinations
of tracks with opposite charge and pr(K, ) > 0.45 GeV were combined to form D°
candidates which were kept if their mass was in the range 1.8 < m(D°) < 1.92 GeV.
These D° candidates were then combined with a track of type “pion”, called the
“slow pion”, 7 due to its low energy, which had the opposite charge to the track of
type “kaon” and, pr(ws) > 0.15 GeV. This combination of three tracks then formed
a D* candidate which was accepted if pr(D*) > 3 GeV and |p(D*)| < 1.5. The cut
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Chapter 4 4.4 Background Estimation

e functional fit: 'This attempts to describe the signal distribution using a
Gaussian for the D* contribution, together with a threshold function for the

background.

As can be seen from Figure 4.4 the statistics for both right and wrong charge
combinations are very low in the low-Q? DIS distributions. The wrong charge
background is thus subject to large statistical fluctuations and cannot provide a
reliable estimate in this region. The number of candidates was determined using an
unbinned fit to the AM distribution with the function:

P1 ex ((AM—<AM>
Var oo ¥

F(AM) = )2) + P2 (AM —m)P®  (4.3)

2. OAM
where oAy and < AM > are the width and position of the Gaussian determined from
a b parameter fit to all the signals in Figure 4.4 combined, m, is the mass of the pion
and P1-P3 are free parameters. The fitted value of < AM > was 145.514+0.03(stat.),
which should be compared with the present PDG value of 145.397 + 0.030. The
fitted value of o(AM) was 0.76 + 0.03 MeV, consistent with that anticipated from
the resolution of the CTD.

After all cuts the estimated number of events with a D** was 2200+ 61 for the PHP
sample and 421 4 25 for the DIS sample.
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Chapter 5

Event description and correction

5.1 Monte Carlo simulation

In order to take account of the effects of finite detector resolutions, efficiency and
acceptance Monte Carlo techniques were used to correct the data back to the “hadron
level”, independent of detector effects.

The underlying physics process was simulated using the Monte Carlo event
generators PYTHIA 6.1 [52] and HERWIG 6.1 [53], described in detail Sections A.2
and A.1 respectively. Both these programs use LO matrix elements and pQCD to
simulate the hard subprocess together with models of non-perturbative phenomena,
such as parton density functions and hadronisation, to simulate the event before
interaction with the detector. This stage in the simulation is defined as the hadron
level.

To simulate the detector response, events from the event generators are processed
by the MOZART program which is based upon the GEANT 3.13 [54] package. This
simulates the detector response for each component based upon its geometry and
material composition and incorporates the current level of understanding of the
detector from both physics studies and test beam results. The data acquisition
chain and trigger response of the ZEUS detector are simulated by the ZGANA and
ZEPHYR packages which generate the trigger response for the simulated component
signals and perform the full offline reconstruction taking into consideration all

calibration constants and detector state information.

5.1.1 Monte Carlo samples

Two samples of events were generated; a PYTHIA sample, which was used for the
correction to hadron level; and a HERWIG sample which was used as a cross-check
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Chapter 5 5.2 Comparison of data and Monte Carlo

for the correction. Both samples were generated with the SaS1D and MRSA [55]
sets for the photon and proton parton distribution functions respectively. Leading-
order resolved (LO-RES) and direct (LO-DIR) processes were generated separately
and events with at least one D** — Dt — (K¥nt)nt, with pr(D*) > 2.5 GeV
and |n(D*)| < 3.0 were selected. These events were then processed through the

detector simulation as described above.

In order to take account of the different beam and detector configurations in
the period 1996-2000, four separate MC subsamples, detailed in Table 5.1, were
generated and weighted according to the luminosity of each corresponding data

period.

l Sample , Lepton beamw Hadron beam | Mozart version |

1 27.52 GeV et 820 GeV p 1996
2 27.52 GeV et | 820 GeV p 1997
3 27.52 GeV e~ 920 GeV p 1998
4 27.52 GeV et 920 GeV p 1999

Table 5.1: Generated MC subsamples.

The normalisations of the LO-DIR and LO-RES processes are not known a prior:
and must be extracted from the data for each Q? region. The fraction of resolved
events, «, was extracted using a single parameter x? fit of the combined Monte
Carlo sample to the uncorrected x‘;bs distribution from the data. The Monte Carlo

samples were combined according to

N;=a-NEf4+(1-a) NP
where N; is the number of MC events in bin 7, and NF and NP are the number
of events from the resolved and direct samples respectively, each being individually
normalised to contain the same number of events as the data. Because of the low

statistics in the DIS sample the aygbs distribution could only be split into two bins.

The resulting normalisations from these fits are shown in Table 5.2.

5.2 Comparison of data and Monte Carlo

In order to use the Monte Carlo sample to correct for detector effects, it must

describe the data reasonably well throughout a large region of its parameter space. In
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Chapter 5 5.2 Comparison of data and Monte Carlo

PYTHIA HERWIG
] (GeV?) | LO-DIR | LO-RES | LO-DIR | LO-RES |
00<Q@*<1.0 1.33 0.84 2.57 1.71
1.0<@? <45 1.25 0.80 2.32 2.40
45 < @Q?<10.5 0.98 0.56 2.06 1.37
10.5 < Q% < 49.0 1.21 1.22 2.26 1.32
49.0 < Q% < 5000. | 2.30 3.10 1.26 6.76

Table 5.2: LO-DIR and LO-RES normalisations for PYTHIA and HERWIG.

particular, the kinematic variables used to define the data sample must be reasonably
well modeled, in order that no systematic bias is introduced into the extraction of
the cross section. Having reweighted the various subsamples the predictions of
the PYTHIA sample used for the correction are now compared to the background
subtracted data distributions.

Figure 5.1 shows the :rgbs distributions for PHP and DIS events. As can be seen the
description is reasonable in all eight bins, even though the direct/resolved reweight
factors were extracted from fits to two bin x?ybs distributions.

s
5700
3 ® ZEUS 1996-2000 3
€ 600 —— Direct b
& = Resolved
500 — Direct+Resolved
400 =
300
200 J———
100
0 ran ....1....1....|....|....|...ll
o] 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Photoproduction Xx,obs

(o))
o

Events/bin
N
o

N
o

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
DIS x obs

Figure 5.1: Comparison of data (points) and PYTHIA Monte Carlo (histogram)
x> distributions in PHP and DIS events.

In Figure 5.2 the important quantities in the analysis are compared to the reweighted
PYTHIA sample. All the distributions are well described by the Monte Carlo.
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Chapter 5 5.2 Comparison of data and Monte Carlo
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Figure 5.2: Comparison of data (points) and Monte Carlo (histogram) for event, jet
and D* properties of the events entering the cross section measurement.
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Chapter 5 5.3 Acceptance correction

The transverse energy of the second highest Er jet falls logarithmically whereas
the highest Er jet exhibits a turn over at about 7 GeV after which it also falls
logarithmically. This is well modeled by the Monte Carlo. The pseudorapidity of
the two highest Fr jets are also well modeled.

Both event properties yyg and Nj.; are well described by the Monte Carlo.

The transverse momentum of the D* exhibits a turn over between 4 and 5 GeV.
This occurs because the D* is often associated with a jet, thus the Er requirement
on the jet feeds through into the pp(D*) distribution. This effect is reasonably well
described by the Monte Carlo. The pseudorapidity of the D* in data exhibits a
small excess over the Monte Carlo prediction in the forward region but overall is
again well described by the Monte Carlo.

The agreement between data and Monte Carlo is less good for the electron energy,
however this appears more likely to be due to statistical fluctuations in the data
than poor description by the Monte Carlo. The electron polar angle shows a small

disagreement in one bin but again the overall description is reasonable.

Having demonstrated that the Monte Carlo gives an acceptable description of the

data it can now be used to correct the data for detector effects.

5.3 Acceptance correction

The uncorrected data were unfolded back to the hadron level using a bin-by-bin
correction procedure. In each x?f’s and @? bin the purity, p, efficiency, €, and
correction factor, C, were calculated. For a given bin, the efficiency and purity
are given by

u
= _ 5.1
=2, (1)
and
u
= — .2
P= (5.2)

where t is the number of events generated in the bin, m is the number of events
measured in the bin, and u is the number of events both generated and measured
in the bin. Therefore, the efficiency can be thought of as the fraction of generated
events in a given bin which were also measured in that bin and the purity as the

fraction of events measured in a given bin which were also generated in that bin.
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Chapter 5 5.3 Acceptance correction

bins. This is a result of the reduced detector acceptance close to the rear beampipe
where the impact point of the electron is for low-Q? events.

The differential cross section, o, is then calculated from the number of events passing

the selection cuts after background subtraction, N, for a given integrated luminosity,
[ Ldt, such that;

(6 N-C
7% = TdtL -bin width - BR

(5.4)

where BR is the branching ratio for the process D* — Krrg, (2.609+0.098)% [56],
and [ Ldt is the integrated luminosity 103.7 pb™".
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Figure 5.4: Low and high xgbs cross sections for events with a D* as a function of
Q?. Errors are statistical only.

The corrected cross sections are shown in Figure 5.4. It is clear that the low m?ybs Cross
section lies below the high z9" across the whole @* range. However, it does not
appear to fall at as great a relative rate as has been observed in analyses which did
not require the presence of a D*. In order to study the sensitivity of these cross
sections to the suppression of photon structure like effects with Q? it is useful to

form the ratio of low to high ngs cross sections, shown in Figure 5.5.

This has several advantages; the high-xgbs cross section is subject to the same
kinematic factors as the low-:cf’ybs and as such dividing by it should cancel out these
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Chapter 5 5.4 Study of systematic uncertainties on the ratio
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Figure 5.5: Ratio of low to high xﬁ;bs cross sections for events with a D* as a function
of Q*. Errors are statistical only.

factors enabling us to study xgbs dependent effects in isolation; many sources of
systematic uncertainty will affect the low- and high-az:?,bS cross sections in the same

way and will cancel out in the ratio.

5.4 Study of systematic uncertainties on the ratio

In order to estimate the sensitivity of the measured cross section ratio to potential
sources of systematic uncertainty, several checks have been performed. These have

been split into three separate groups for convenience.

5.4.1 Uncertainties arising from calorimeter quantities

The effect on the cross section ratio of varying the calorimeter cuts can be seen
in Figure 5.6. The points are the systematic change in the ratio divided by the
nominal value for the ratio for each bin, increasing in Q? from left to right. The
shaded band represents the statistical error for each bin. The cuts on the jet Er and
n, ysp and electron energy E! have all been varied by +1o from the nominal values,
where the resolution ¢ has been estimated from the Monte Carlo. In addition the
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Figure 5.6: Systematic uncertainties due to the kinematic cuts as a function of 3> .

The shaded band shows the statistical error on the central ratio value.

box cut, described in Section 4.3 was widened by 1 cm, the position resolution of

the calorimeter.

All the systematic variations are well within the statistical error. The dominant
variations are due to the jet Er and y;g cuts. The variation due to the tighter box
cut is also significant for the two lowest Q% DIS bins, when the electron is close to

the rear beampipe.

5.4.2 Uncertainties arising from tracking quantities

The effect on the cross section ratio of varying the tracking cuts can be seen in
Figure 5.7. The cuts on the pr of the D*’s candidate tracks have all been varied by
+10 MeV. This is roughly twice the CTD resolution [3] at the K and 7 cut values
and the actual resolution at the m; cut. The systematic variation is small for all
these changes. In order to estimate the stability of the unbinned fits the D° mass
window was widened by 20 MeV, allowing a greater fraction of background events to
enter into the fit. The mean and width of the Gaussian function in Equation (4.3)
were also varied by 1o of the values given in Section 4.4 to estimate the effect of
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Figure 5.7: Systematic uncertainties due to the D* as a function of x?ybs . The shaded
band shows the statistical error on the central ratio value.

using the same values for all the signal distributions. The systematic variation is,

again, small for all these changes.

5.4.3 Uncertainties arising from the Monte Carlo descrip-
tion

The effect on the cross section ratio of varying the Monte Carlo can be seen in
Figure 5.8. The dependence on the Monte Carlo used is estimated by using the
HERWIG sample to correct for detector effects. The systematic variation is large

but still within the statistical uncertainty.

In order to estimate the uncertainty introduced by reweighting the direct and
resolved samples the reweight factors, given in Table 5.2, were varied by 10, where
o is the error on fit parameters returned by Minuit. This has the effect expected
of systematically reducing the cross section ratio when the direct has an increased
weight and raising it when it has a decreased weight. The large change in the DIS
bins occurs because the errors on the fit parameters for these bins are fairly large,
up to 30%, reflecting the low statistics in these bins.
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Figure 5.8: Systematic Uncertainties due to the Monte Carlo as a function of x5 .

The shaded band shows the statistical error on the central ratio value.

There is an uncertainty in the knowledge of the CAL energy scale between data and
Monte Carlo [57] which is at most £5%. To take account of this the calorimeter
quantities, yjg and E%et were scaled by +5% in Monte Carlo only. The variation is

less than 10% for all analysis bins.

5.4.4 Initial state radiation

Initial state radiation (ISR) of a photon from the incoming lepton before it interacts
with the proton will affect measurements of Q% and y. Typically such a photon
travels collinear with the lepton beam and effectively reduces the initial lepton beam
energy to be less than 27.5 GeV. Neither the PYTHIA nor the HERWIG Monte
Carlo includes the effects of ISR. However, the effect of ISR has been estimated in
a similar analysis [58] using the DJANGOH program which combines a DIS Monte

Carlo generator with a simulation of radiative effects.

The mean ISR photon energy was determined to be 1.8 GeV which translates into
an effective reduction in lepton beam energy from 27.5 to 25.7 GeV. The effect on
@Q? and y is given by:

ag: _ B
Q2 E,’
and pISE
8

Ay, = m'(l—ye),

Where E, is the lepton beam energy and EIS® the energy of the ISR photon.
Inserting 1.8 GeV for EIS% and 0.2 for y to obtain the maximal effect, the fractional
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Chapter 5 5.4 Study of systematic uncertainties on the ratio

change in Q? is approximately 6.5%, and the absolute change in y is approximately
5.5%. These values are almost equal to the width of the resolution on these variables,

as simulated by a Monte Carlo without ISR.

Since xgbs is unaffected by ISR, and the Q2 bins are significantly larger than the
resolution, the data are not corrected for this effect and it is not included in the

systematic uncertainty.
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Chapter 6

Results and Discussion

6.1 Comparison to LO pQCD predictions

The cross section ratio R = o(¢9%% < 0.75)/0 (29 > 0.75) as a function of Q2
is shown in Figure 6.1. The data points are positioned at the median Q? value of
each bin, as determined from the Monte Carlo used for the correction. The inner
error bars are the statistical errors, and the outer error bars are the statistical and
systematic errors added in quadrature. Within the errors, the cross section ratio is

consistent with being constant as a function of Q2.

The ratio is compared to several LO pQCD predictions in Figure 6.1. The upper plot
shows two predictions from the HERWIG Monte Carlo using the SaS1D PDF'. This
structure function is provided by the same authors who proposed the suppression
scheme described in Section 2.4 and is shown with and without this Q? suppression
included. The prediction without suppression serves as a check that any suppression
with @Q? has a physical origin rather than being due to some kinematic bias. The
prediction is constant as a function of Q?, confirming that no such bias exists.
The prediction including suppression shows the expected fall with increasing Q2.
Unfortunately the statistical errors are large enough such that neither prediction is
clearly preferred.

In the lower plot of Figure 6.1, the same data are compared to two predictions which

obs
Y

events from parton showers in two different schemes. The AROMA model, which
implements the DGLAP evolution scheme, lies below the data. The CASCADE
model, which implements a version of the CCFM evolution scheme, is much closer
to the data.

implement no specific partonic structure for the photon, generating all low x

Thus, in order to describe the ratio using LO pQCD it appears to be necessary
either to introduce a virtual photon structure to DGLAP evolution or to use CCFM
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Chapter 6 6.2 Implications for Fg°

evolution. The difference between these two approaches is not, however, as great as

it might at first appear, since:

e While the SaS1D structure function and suppression scheme does contain
both VMD and anomalous components, the VMD part makes almost no

contribution in the kinematic region of this measurement.

e The kr factorisation in CASCADE already includes the anomalous compo-
nent [59].

The difference between these models is then purely a question of factorisation. In the
SaS1D/DGLAP approach, the anomalous photon is factorised into the soft photon
structure function. Whereas, in the CASCADE/CCFM approach, the anomalous
photon is factorised into the evolution of the hard process. In both cases it is dealt
with perturbatively. However, the predicted dependence of the ratio with Q? does
differ significantly between these two approaches. The estimated 1fb~! which HERA
is expected to deliver by 2005 would greatly increase the power of this measurement

to distinguish between these two approaches.

6.2 Implications for Fig¢

The results presented here suggest that, in the restricted kinematic region of this
analysis, an anomalous photon contribution is necessary to describe the production
of D*s in DIS (at least at LO). In Section 2.5, the D* cross section in DIS was
compared to the prediction of a massive NLO calculation of the BGF process. This
did not describe the shape of the D* distributions, particularly in the forward region.
This is the same region in which massive NLO calculations failed to describe the
photoproduction cross section. These same massless calculations described the high
23’ cross section but underestimated the low x3" cross section. Taken together,
these results also seem to suggest that some additional, low :c?,bs , contribution may

be necessary in DIS.

In the measurement of F5° described in Section 2.5, the extrapolation to the full
D* phase space assumed that only BGF processes contribute to D* production in
DIS. The D* discrepancy was interpreted as being due to the Peterson fragmentation
used in the NLO calculation, which assumes that n(D*) = n(c). In order to simulate
hadronisation effects, the NLO prediction was reweighted using a correction factor
derived from the LO Monte Carlo RAPGAP [60]. However, using a correction factor

77



Chapter 6 6.3 Comparison to ratio without a D* tag

from a LO MC including parton showers in an NLO calculation could result in the
double counting of gluon radiation. A better solution would be a Monte Carlo that
predicts both the correct absolute cross sections in y and @2, as for NLO DGLAP,
and the shape of the D* distributions, as for LO DGLAP with parton showers.

One potential candidate is the CCFM Monte Carlo CASCADE, which has been
shown, in this thesis, to give a reasonable description of the production of D*s with
two or more jets in DIS. This has been used by the H1 collaboration in their most

recent F3¥° measurement [61] where it was found to be in better agreement with the
data than the predictions of NLO DGLAP.

6.3 Comparison to ratio without a D* tag

The fact that the ratio does not change significantly with Q2 in this range is in

marked contrast to the previous results that did not require a D** tag, discussed in

obs
5

charm and due to photon virtuality are not independent. In order to quantify this,

Section 2.4.1. This suggests that the suppressions of the low 2" cross section due to
the ratio should be compared to this “all flavours” measurement. Unfortunately, a
direct comparison cannot be made due to differences in the kinematic regions of the

two analyses'.

In Section 2.4.1, it was shown that the SaS1D virtual photon PDF described the
shape but not the normalisation of the all flavours ratio, requiring a normalisation
factor of 1.3. The obvious physical interpretation of this normalisation is that there
is an increased resolved component, independent of Q2. If this was the case the ratio
could be described by simply reweighting the resolved contribution, however, this
will also change the shape of the ratio. This is clear when you consider the ratio in

terms of its direct and resolved components:

oPIR(z0P < 0.75) + oF5 (23> < 0.75)

 oDIR(g 5 0.75) + oRES (g% > 0.75)

R (6.1)
At high @Q?, where the resolved contribution is negligible, the ratio would be
unchanged, whereas at low Q2 ,where the resolved contribution is significant, the
ratio would be scaled up, spoiling the description of the shape. The interpretation
must then be some low xgbs contribution that is identical for direct and resolved
events and independent of Q2. In order to estimate the normalisation required

in the kinematic region of this analysis, the all flavours ratio was measured for

1The all flavours measurements were made in a more restricted y and 77¢* region.
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Chapter 6 6.3 Comparison to ratio without a D* tag

Q? < 1.0 GeV? using the 1996 data. The required normalisation was found to be
~ 1.7.

Since it is the difference in shape of this ratio and the one presented here that is of
interest, the prediction of the SaS1D structure function can be used to estimate the

all flavours ratio in the kinematic region of this analysis.
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Before comparing to the all flavours ratio predicted by SaS1D, any bias due to the
D~ kinematic cuts must first be evaluated. Figure 6.2 shows the ratio predicted by
SaS1D for all events with a D*, and for events with a D* which passes the kinematic
cuts of this analysis. The D* kinematic cuts are clearly seen to cause a @? dependent

suppression, in addition to any suppression due to the presence of charm.

The physical origin of this bias can be seen in the right hand side plot of Figure 6.2,
which shows the pr(D*) and n(D*) distributions for direct and resolved MC samples.
In both the PHP and DIS regions the direct n(D*) distribution is almost entirely
within the cut region |n(D*)| < 1.5. The pr(D*) distribution is peaked at around
6-7 GeV, well above the cut pr(D*) > 3.0 GeV, and consistent with the D* being
in a jet with E{ft > 6.5 GeV. The resolved pr(D*) distribution appears, however,
to be the sum of two distributions, one peaked in the same place as the LO direct
distribution and the other at very low values of pr(D*). At higher Q?, this low
pr(D*) peak is smeared to higher values.

This difference between direct and resolved distributions can be understood by

considering the LO processes which contribute to dijet production, shown in
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Chapter 6 6.3 Comparison to ratio without a D* tag

Figure 2.7%. The dominant direct process is BGF, Figure 2.7(b), which results in
two charm jets in the final state. The dominant resolved process is charm excitation
from the photon, Figures 2.7(e) and (f), which results in one charm and one gluon
jet, the other charm quark remaining in the photon remnant. Since the photon
remnant carries on in a similar direction to the incident photon, this charm quark
will, in general, fail the D* cuts (being at low pr and 7). At higher values of Q2
where the incident photon is not collinear to the electron beam, it becomes more
likely that the D* will pass the kinematic cuts. The effect of extrapolating the ratio
to the full D* kinematic range has been estimated using the HERWIG MC.
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Figure 6.3: Ratio of low to high m,(Y)BS for events with a D* compared to the predictions
of the SaS1D photon structure function for the ratio without a D* tag. The upper
edge of the band represents the expected ratio for the full D* phase space.

The effect of this extrapolation and the comparison to the all flavours prediction is

shown in Figure 6.3. This confirms quantitatively the qualitative conclusion drawn

OBS OBS
it v

much slower in the presence of charm than it does when charm is not required. This

demonstrates for the first time that the observed suppressions of the low 955

above. The ratio of the low 2.’ cross section to the high z®> contribution falls off

Cross

section due to non-zero photon virtuality and due to charm are not independent.

ZPage 38.
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Chapter 6 6.4 Jet production in DIS and the y*p frame

6.4 Jet production in DIS and the v*p frame

In jet production, the transverse energy of the jets, relative to the direction of the
incoming partons, reflects the hardness of the interaction. In photoproduction, since
the photon is collinear to the electron beam, only a longitudinal boost is necessary to
go from the LAB frame to the parton-parton frame. Since both Er and differences
in 7 are invariant under longitudinal boosts, jets found in the LAB frame are the
same as those found in the parton-parton frame (neglecting some constant factor
in ). In DIS, the electron is scattered through a significant angle, introducing a
transverse boost and Fr measured in the LAB frame is no longer the same as it is
in the parton-parton frame. Since the scattered electron is well reconstructed, it is

possible to boost into v*p frame, in which the photon and proton are again collinear.

Clearly this difference in E7 between frames has the potential to conceal the true
physics if measurements are made in the LAB frame, as was done in this thesis.
Unfortunately, since there is no measured scattered electron in photoproduction,
this boost can only be done for the DIS ratio points. In addition, the kinematic
cuts on the jets and the D* would have to be modified. In general the LAB frame
cuts are motivated by the detector acceptance, |n(D*)| < 1.5 corresponds to the
region in which the three decay products can be accurately reconstructed and the
minimum pr(D*) is correlated to minimum momentum with which the 7, can be
reliably reconstructed. In the ¥*p frame these acceptances will be smeared due
to the boost and, in general, tighter cuts will have to be chosen to ensure the
measurement is made in a well understood region of the detector. This could result

in an unacceptable loss of statistics.

One possibility would be to perform the transverse boost only. This could allow
the photoproduction point to be retained, since it has no transverse component.
In addition,since the smearing of the detector acceptance is predominantly due to
the longitudinal boost, cuts similar to the current detector motivated cuts could be

used, minimising the loss of statistics.

Having explained the reasons for performing this analysis in the LAB frame and
highlighted some of the dangers, it is of interest to see how the predicted ratio
changes between the two frames. Figure 6.4 shows the ratio predicted by HERWIG
using the SaS1D PDF in both frames. The mean change in 1 between frames is ~ 1.8
and the 7 cuts have been offset by this value so that the two predictions correspond
to approximately the same kinematic range. No attempt has been made to quantify
the changes in Er, which appears to be slightly harder in the v*p frame. The ratio
is lower in the v*p frame, as would be expected if the jets were on average harder,
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Figure 6.4: Ratio of low to high x?/bs for events containing a D* in the LAB and v*p
frames (left). Change in n(D*) and 177 when boosting to the v*p frame (right).

however the shape is unchanged and it can be expected that the same physics
conclusions would be drawn if the analysis was repeated in the v*p frame. This
would be consistent with the all flavours measurement using the 1996-1997 data,
which was initially performed in the LAB frame in [58] with the same conclusions

as the current measurements in the v*p frame, discussed in Section 2.4.1.

After all this discussion, it should be emphasised that throughout this thesis like has
been compared with like, i.e. both the measurement and predictions were performed
in the LAB frame. It is only the interpretation of Er as the hard scale which is

dependent on the frame in which the measurement and predictions are made.
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A global tracking trigger for ZEUS
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Chapter 7

The upgrades to HERA and the
ZEUS detector

7.1 Introduction

The HERA ep storage ring began delivering luminosity in June 1992, delivering an

integrated luminosity of 33nb™" in that year. The delivered luminosity has steadily

increased with 67 pb™' delivered in 2000, giving a total integrated luminosity of

120 pb™!. The experiments H1 and ZEUS have made good use of this luminosity

and [8, 62] provide reviews of the physics studied at HERA to date. Important

results so far have included:

the measurement of Fj, the proton structure function, over six orders of

magnitude in both z and @Q?;
the observation of large rapidity gap events, typical of diffractive scattering;

the measurement of the strong coupling constant from studies of the hadronic
final state in DIS;

the best limits on contact interactions, leptoquarks and R parity violating
SUSY;

the first measurement of the photoproduction of hard jets and the observation

obs

of both real and virtual photon structure effects using .

Two key areas, electroweak and heavy flavours physics, are, however, yet to be
studied in detail, motivating the running of HERA till 2005 and the upgrades to both
HERA and ZEUS described in this chapter. Both areas will benefit significantly from
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