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Abstract

Analogical problem solving is the mapping of the conceptual structure of one set of ideas - the source
knowledge domain - onto another set of ideas - the target knowledge domain. Mapping is composed
of both the matching of elements - objects and their causal relations - in the source with elements in
the target, and the transferring of further causal relations from the source to the target. The target
domain is taken to constitute a problem, and the causal relations transferred a solution plan for that
target problem. This thesis examines adaptation and analogical problem solving, both how putative
solutions are verified as being relevant or valid, and how putative solutions which fail to verify as valid
are adapted to render them valid.

Experiments 1- 5 are concerned with an analytic account of verification and adaptation. They are
designed to determine what is necessary to both verify whether a solution plan is valid and to adapt a
failed solution plan to render it valid. Expen'ments 6 - 9 are concerned with a behavioural account of
adaptation. They are designed to determine how an individual actually adapts a failed solution plan to
render it valid.

The thesis indicates that verification can be characterised as the comparison of the solution plan
against the constraints in the target problem. A solution plan is verified as valid if it satisfies the target
problem’s constraints. It is further argued that the subsequent adaptation of solution plans can be
exhaustively accounted of as being the result of applying either an operation of deleting elements from
the solution plan, an operation of adding elements to the solution plan, or a combination of these
operations. These operations are applied to alter a solution plan so that it satisfies the target problem’s
constraints. Differences are identified in the ease of applying the operations of deleting and adding
clements: applying the operation of deleting elements being easier than adding elements to adapt a
solution plan. This difference results in a tendency to apply the operation of deleting elements rather
than the operation of adding elements. This tendency, and the difference in the operation’s ease of
application are explained as the result of an individual’s aim to expend minimal effort when carrying
out analogical mapping, whereby individuals are disposed to map as few elements as are necessary
to produce a valid solution. Hence individuals are already disposed to apply the operation of deleting
elements. The aim to expend minimal effort is identified with a more general pragmatic reasoning

constraint which results from people’s limited processing capacities.
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Chapter One: Introduction

The analogy drawn in Figure 1 works by establishing a match between the two individuals. This match
1s made firstly in terms of the relations they have with their respective countries -. both being ruthless
dictators. Secondly, the relations they have to neighbouring countries - to which they both had
expansionist designs. Once the match has been established it is possible to apply the analogy in a
problem solving context. Determining how to respond to Saddam’s invasion of Kuwait, for example,
might involve identifying the sequence of actions which were used to respond to Hitler’s aggression
and transferring them from the context of World War 1I to that of the Gulf region 1991. The
combination of matching and transferring across knowledge domains is termed ‘analogical mapping’.
The use of analogy to solve problems occurs in many diverse areas, such as scientific research
(Oppenhetmer, 1956), foreign policy decision making (Houghton, 1996), and education (Carey, 1986;
Lewis, 1989; Reed 1989). A capacity to reason analogically has also been treated as an indicator of
intelligence (Bejar et al., 1991). While use of analogy has also been linked to creativity (Maier 1970;
Popper 1987).

Psychological research into analogical problem solving has been, hitherto, largely concerned with how
potential source analogues are accessed (e.g. Gick & Holyoak, 1983) and how analogical mapping is
effected between source and target domains (Gentner, 1983; Holyoak, 1985; Keane, 1988a; 1988b).
This research has produced a number of valuable findings and as a result three distinct models of
analogical mapping have been developed: the Structure-Mapping theory (Gentner, 1989), the Pragmatic
theory (Holyoak & Thagard, 1989) and the Incremental Analogy theory (Keane, 1990a). Recently it has
become apparent that analogical mapping, while necessary for successful analogical problem solving,
1s not itself sufficient to account for problem solving performance in many instances (Novick &
Holyoak, 1991).

In the case of the Hitler - Saddam analogy it may be that the step of first offering appeasement, which
was taken towards Hitler, could not be applied to the Gulf in 1991. Perhaps being regarded as
politically unacceptable. Hence, an analogically derived solution involving such a step would not be
verified as relevant. Yet by ignoring the act of appeasement the latter stages of the World War 11
solution - a concerted allied effort to repulse Hitler from the occupied territories - could be applied to
the Gulf 1991. That is, by adapting the World War II solution a valid solution plan to Saddam’s

invasion could be generated.

In terms of current psychological research verification has been largely overlooked and adaptation has

14



Chapter One: Introduction

been assumed to be the automatic consequence of successful mapping. Consequently, neither process
has been subject to any sustained research in their own right (Keane, 1993).

Verification stands as a precursor to the process of adaptation. It is a failure to verify a putative solution
procedure as valid that triggers adaptation. Verification as a stage in analogical problem solving has
not gone unrecognised, and has been explicitly incorporated into at least one model of analogical
problem solving (Keane, 1990a). However, the process itself has received little research in its own right
(Keane, 1993). Consequently, the paucity of research concerning the process of verification allied to
the fact that verification is intimately bound up with adaptation, necessitates its investigation.

Adaptation has recently been recognised as a conceptual process distinct from mapping. Novick &
Holyoak (1991) state ‘we agree that mapping is necessary for transfer but disagree that it is sufficient.
Even with a successful mapping, difficulty in adapting the source solution procedure to work for the
target problem may impede transfer’.

In sum it is proposed that the adaptation of a solution procedure involves mental operations that do not
fall under the rubric of analogical mapping. Consequently, without an account of adaptation any model
of analogical problem solving will stand as incomplete with respect to people’s actual problem solving
performance (Keane, 1994/1996). 1t is this fact that provides the rationale for investigating adaptation
in the present work.

The experiments in this thesis thus attempt to be more explicit about the nature of verification and
adaptation than has previously been the case. In so doing the research is intended to contribute to a

more complete understanding of the process of analogical problem solving as a whole.

However, before detailing the experimental elements of the thesis the basic notions which are used to
characterise analogical problem solving will be defined. A definition of a problem and of an analogy
will be advanced. Following this a broad characterisation of the notion of analogical mapping is given
along with an indication of the basic issues associated with both verification and adaptation that the

present work is designed to address.
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Chapter One: Introduction

1.2 Nature of Problems
In dealing with any issue associated with human problem solving it is first necessary to define what

counts as a problem.

1.2.1 Constitution of 'Problems'.

A problem exists when there exists a "desired" state which is at variance with the present state and it
is at least theoretically possible to realise the desired state. Otherwise, the putative problem must be
counted as fictitious (Ayer, 1978). Further, a problem only exists where there is no automatic process
of perception or recognition via which the desired state may be brought about (Glass & Holyoak, 1986).
That is, there must exist some form of impediment to immediately rendering the desired state an
actuality; without such what obtains is a non-problem (Gilhooly, 1989).

The above criterion is intended to be uncontentious and have a universal application. It amounts to no
more than an analytic definition of those occasions on which a problem exists; as such it features in the
work of several authors concerned with issues relating to problem solving (e.g. Glass & Holyoak, 1986;
Kahney, 1986; Gilhooly, 1989). Having thus provided a description of those situations in which
problems can be legitimately considered to occur it is now important to give an account of those

elements which, when taken together, constitute a problem (Holyoak, 1990).

The identity of elements which make up any given problem can be accounted for in general terms;
examples will accompany the description of each of the elements. In order for a problem to exist the

following constituent elements must themselves obtain:

An initial state: this is simply the point at which a desired state - here after ‘goal state’ - is
conceived of and where the problem solving process, if it is to be undertaken at all, is initiated.
Examples of such initial states are: a situation in which an individual is suffering from hunger,
or when someone has begun a game of chess.

A goal state: this is the desired state of affairs, the realisation of which would, by necessity,
entail the resolution of the problem in question. To continue with the examples given above,
one may have located and eaten some food, or have checkmated ones' chess opponent.

Set of operators: these are the actions that can be taken, or instructions which can be
followed, in order to transform one state of affairs to another. Ultimately this would have the
object of transforming the initial state into the goal state, although it may not be possible to

16



Chapter One: Introduction

effect such a transformation in a single stage. Thus, in an attempt to solve a problem various
sub-goals may be identified; a sub-goal stands as de facto goal state, the realization of which
is designed to advance the individual towards the realization of the final goal state. With
reference to the examples, in an effort to satisfy hunger one could begin by examining the
contents of a fridge; this task then stands as a sub-goal and the actions involved in its
realization the operators. When engaged in a chess match the set of operators would be more
clearly defined, namely the set of legal moves available at any given stage of the match. A sub-
goal may then be to castle as swiftly as possible.

Set of constraints: these are the additional conditions concerning which path to the goal state
is appropriate or legitimate. Obtaining food honestly could be considered a constraint. In chess
a path constraint is often imposed in the form of a time limit on each player.

The broad analysis of the notion of a ‘problem’ offered above should apply to all problems regardless
of their nature. However, it is important to note that there exists a distinction between two problem

types.

1.2.2 Problem Types

Throughout much of the literature concerned with problem solving an important distinction is drawn
between two problem types, viz. well-defined problems, and ill-defined problems (e.g. Reitman, 1964).
Essentially well-defined problems are those problems in which the constituent elements - e.g. goal state,
operators - are precisely specified. The constituent elements of such problems are then, theoretically,
open to an exhaustive description by the individual before any goal state is realized.

Well-defined problems themselves are most frequently found in the formal sciences or in the form of
deliberately constructed pass-times or games (Githooly, 1989; Charness, 1991). A chess problem is
a prime example of a well-defined problem: its operators, the possible moves the pieces can make, the
initial state and final goal state are all precisely prescribed, and those individuals, or even computers,
who can play chess must be familiar with these prescriptions.

Ill-defined problems are essentially the converse. That is, at least one of the elements which comprise
such problems remains incomplete or unspecified. This ‘incompleteness’ could consist in an epistemic
limitation on the part of the individual: whereby the individual simply lacks relevant information that

is otherwise available, about one or more of the constituent elements. Thus, for example, you maybe
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certain your car doesn't start yet have no idea about how directly to rectify this. In this case the
individual has little conception of what the relevant operators are, where as a mechanic should. In the
case of constraints, for example, a bomb disposal expert may be attempting to dispose of a time bomb
but have no idea when it is due to explode, so having no idea of the time period he has to work in.

Altemnatively the ‘incompleteness’ could consist of a fundamental absence or unavailability of
information. It would, for example, be difficult for anyone, novice or expert, to design a computer that
could respond like a human in all eventualities. As the above examples suggest. incompleteness is part
of real world problems: we cannot always know all that might be relevant.

In summary, all problems consist in an initial state, a goal state, a set of operators, and a set of
constraints. Problems can be distinguished as being either well defined or ill defined !, depending on
the degree to which their constituent elements are specified. Having thus defined the term ‘problem’,
the term ‘analogy’ will now be considered.

1.3 Nature of Analogy

This section is concerned with specifying a cogent definition of the term ‘analogy’ - in the sense of
natural language-based analogy - as this is a key term in the present work and occurs frequently
throughout it. This will begin with an examination of the definition of analogy formulated by Gentner
(specifically Gentner, 1989).

1.3.1 Gentner's Definition of Analogy

Gentner identifies four distinct kinds or types of similarity which can obtain between two separate
knowledge domains: mere appearance; relational abstraction; literal similarity; and analogy. In each
case the same basic process takes place: knowledge is matched from one domain - the base domain -

to another - the target domain. The differences which exist between the types of similarity consist in

1
The terms ‘non insight problems’ and ‘insight problems’(e.g. Ohlsson, 1984a ; 1984b; Metcalfe &

Wiebe 1987; Keane, 1989; Gick, 1990; Kaplan & Simon, 1990) may initially appear to be co-extensive
with ‘well-defined problems’ and ‘ill-defined problems’ respectively. However, the two sets of terms
refer to distinct problem types: ill-defined problems can be specified formally, while insight problems
are specified operationally. Therefore while the terms do often converge they are not synonymous and
so will not be treated as such in the present work.
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the items that are matched between the two domains. However, it is first necessary to outline briefly
Gentner's representational assumptions. Gentner holds that mental representation consists in the
configuration of four types of representational constructs: entities which stand for objects and three
types of predicate: Object attributes are defined as those predicates which take only one argument, e.g.
Red (x)'. Object relations are those predicates which take two or more arguments as their relations, e.g.
‘Louder (a,b)'. Object relations themselves can be further divided between first-order predicates which
take objects as their arguments, e.g. 'Ignites (x,y)' and second order predicates which take propositions
as their arguments, e.g. 'Cause [Ignites (x,y) Bumns (y,z)]'.

Mere appearances matches: These occur when only the object attributes between two domains can
be matched. These matches are described by Gentner as ‘in a sense the opposite of analogies’ (Gentner,
1989), and are considered to be of limited utility, .g. the cloud looks like a face.

Relational abstraction: In such cases only the relational structure between two domains is matched.
Ths is the case when the source or base domain consists only of abstract information, consequently

there are no concrete properties to match, e.g. heat is a through vector.

Literal similarity: This form of similarity obtains when the relational predicates and the object
attributes from the two domains are matched, e.g. priests are like Rabbis.

Analogy: This occurs when only the relational predicates between two domains are matched no matter
how much more additional information inheres in either domain, e.g. the moon is like a magnet. It is
worth quoting Gentner’s definition as it is a remarkably austere one, not to say singular:

an analogy is a way of focusing on relational commonalties independently of the
objects in which those relations are embedded...Objects are placed in correspondence
in virtue of their like roles in the common relational structure; there does not need to
be any resemblance between the target objects and their corresponding base objects.
(Gentner, 1989).
Gentner also states ‘If the base representation includes concrete objects whose individual attributes

must be left behind then the comparison is an analogy.’(ibid)(Italics mine).

The consequence of Gentner's view is that domains, where both the object relations and the object
attributes are matched, are defined not as analogous domains but as literally similar domains. It is in
view of this stricture that Gentner's definition of analogy will be critically evaluated, for it appears,
initially at least, to be at variance with the way the term is actually used in ordinary language. Thus, an
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examination of a particular use of an analogy will be made in order to determine whether Gentner's
definition coheres with the common usage of that term. This is the subject of the following section.

1.3.2 Critical Evaluation of Gentner's Definition

Ordinary language usage of the term ‘analogy’ suggests that an analogy can be described as holding
between two domains when salient instances of both their relational predicates and object attributes are
matched.

This, as yet entirely unsubstantiated claim about the common usage of the term ‘analogy’, is itself no
reason to reject Gentner's definition. Yet while Gentner’s definition is stipulated there is no
accompanying justification for its universal adoption. Consequently, there exists no compelling a
priori reason to accept uncritically Gentner's definition. Yet to reject it requires the identification of
at least one instance of a similarity drawn between two knowledge domains, which would ordinarily,
and unequivocally, be described as an instance of an analogy, that does not conform to Gentner's

definition. Such an instance is considered in the next section.

1.3.3 Speech Acts Analysis of an Analogy

The role of analogy in problem solving is Gentner’s principal concem. However, analogies are employed
for a wide variety of purposes, such as: apportioning praise or blame, drawing attention to exemplary
or reprehensible behaviour; and making compliments or insults. A specific instance of the final category
will be considered in the remainder of this section, namely making an insult.

Speaking of Margaret Thatcher's final year in office Nigel Lawson was quoted as stating ‘She was, very
much, in her bunker’ (Lawson, 1993). This statement was not literally true of Margaret Thatcher;
rather it served to suggest to the listening public her prevailing attitude to government during her final
period in office. Nigel Lawson, in uttering the phrase was not (just) reporting something, he was also
insulting Margaret Thatcher. This, in Austin’s (1986) terminology, is a performative act.

Lawson was intending to induce or produce in his audience a belief that, in her final year, Margaret
Thatcher - in stubbornly pursuing a thoroughly unpopular policy (the Community Charge) - had
developed a siege mentality and had deliberately distanced herself from anyone whose opinions
conflicted with her own.
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This state-of-affairs does invite comparison with an abstract object located in a defensible area, the
better to ward off hostile forces. This abstract knowledge domain could be derived from concrete
knowledge an individual might have about the properties and purposes of bunkers in general.

While effecting such a comparison certainly casts Margaret Thatcher in an unflattering light, drawing
such a comparison is not the intended effect of Lawson's utterance. In fact Lawson's insult consisted
in the implicit comparison of Margaret Thatcher to a specific individual who actually sought refuge in
a now infamous bunker, namely Adolph Hitler. Here is a knowledge domain whose relational properties
can be compared with those belonging to the domain concerning Margaret Thatcher. Gentner would
treat this as an analogy.

However, simply matching the relational properties inherent in the two specified domains would
constitute no more of an insult than the comparison of Margaret Thatcher's position to that of the
individual in the abstract domain. In order for Lawson's utterance to achieve its effects - i.e. for the
listener to appreciate the nature of the insult - it is not enough for the listener to match the
corresponding relational features between the Thatcher and Hitler domains. In this case objects and
object attributes must also be matched, ¢.g. the persons Hitler and Thatcher must be matched, as well

as personality traits, such as stubbormness and a dictatorial approach to government.

This form of similarity under Gentner's analysis counts, not as analogy, but as an instance of literal
similarity. Yet this is a wholly inappropriate description. It amounts to holding that the relative
positions of Margaret Thatcher in the closing months of her period in office and Adolph Hitler's final
months in power were literally similar, a description which is clearly not the case: Hitler was literally

in his bunker, Margaret Thatcher was not.

Nigel Lawson's quotation cannot then be correctly described as conveying an instance of literal
similarity. Consequently, it is justifiable to hold that the quotation is concerned with drawing an
analogy, as such a characterisation conforms to the common usage of the term. Consequently, Gentner's
definition of ‘analogy’ can be rejected, as an exception to it has been identified. In fact rejecting
Gentner's definition of analogy is not unique to this work, it has been done by several other authors as
well (e.g. Holyoak, 1985; Keane, 1988a). Keane (ibid.) states that ‘Gentner's definition seems too
narrow...and tied to a particular theoretical stance. A broader definition is therefore needed.” This
definition is advanced in the following section.
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1.3.4 Analogy: A Definition
Keane supplies an alternative definition of analogy which is broad enough to capture common
rd

ascriptions of analogy as well as those instances captured by Gentner's definition.

An Analogy is the product of certain cognitive processes in which specific coherent

aspects (Le. causally-integrated aspects) of the conceptual structure of one domain are
matched or transferred into another domain in the transfer of these specific conceptual

aspects, relations will tend to be important, although attributes may also be important.
(Keane, 1988a.)

This definition of analogy will then be adhered to throughout the present work, unless specifically
stated otherwise. The definition introduces the notions of matching elements between domains, and the
transfer of elements between domains. These two processes comprise analogical problem solving itself,

which is considered in the following section.

1.4 Analogical Problem Solving

Analogical problem solving can be characterised as being the mapping of the conceptual structure of
one set of ideas -the source domain- onto another set of ideas -the target domain (Eysenck & Keane,
1991). This process was introduced informally when considering Figure 1. More specifically, in
problem solving the target domain is taken to constitute a problem, and information mapped from the
source domain to the target is constitutive of a solution to the target problem. The process of analogical

mapping consists of two basic operations, matching and transferring.

Matching: This involves identifying similarities between known elements in both the source and target
domain, and then matching them. That is, holding them in correspondence.

Transferring: This process typically involves relations that obtain between the elements in the source
domain being transferred to the target domain. This process occurs in the absence of matching, i.e. it

completes the areas of missing information in the target domain.

It is worth recording two additional features of analogical mapping: firstly, that information transferred
tends to be in the form of coherent units which constitute an integrated relational structure rather than
in fragmentary pieces; secondly, sometimes the information transferred is done so because it is treated
as being pragmatically important, or goal relevant in some way. In Table 1.1.1, the problem is how to
structure subatomic elements in some coherent way. In the example the items held in correspondence

are placed opposite each other, while the information generated as a result of transference is italicised.
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