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ABSTRACT

The thesis explored choice behaviour of rats under punishment by a loud
auditory tone. Eight experiments in the first half of the thesis found and proved
that the loud auditory stimulus can be used as a positive punisher in an operant
experiment using rats as subjects. These experiments also found that the leaner
reinforcement schedule or the shorter length of tone employed, the greater the
suppressive effect of the tone obtained. It was discussed that these effects may be
more easily detected using a single-subject or within-subjects design than
employing a between-subjects design. The second half investigated effects of two
factors on choice behaviour; deprivation level and type of economy. Deprivation
level did not clearly affect behaviour suppression or preference shift caused by the
addition of tone-punishment schedule over a reinforcement-only condition. The
type of economy, a closed economy and an open economy, generated critical
differences in choice behaviour in three aspects. First, a closed economy attenuated
the suppressive effect of tone-punishment. Second, a closed economy generated the
higher sensitivity to reinforcer allocation for both response and time allocations than
an open economy did. Third, under an open economy, the sensitivity to reinforcer
allocation for time allocation was higher than that for response allocation; on the
contrary, under a closed economy, the sensitivity to reinforcer allocation for
response allocation was higher than that for time allocation . Regardless the type
of economy, tone-punishment produced the preference shift towards overmatching.

Considering a mathematical solution for a parameter of the two models of



punishment, it was argued that the additive model of punishment predicts and
describes choice behaviour more appropriately than the subtractive model of
punishment. It was also discussed that time allocation may be the more

fundamental process of choice behaviour than response allocation.
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Preface

As Mozart's ideas indelibly changed the world of music, so have Skinner's ideas affected
psychology. Both music and psychology are dynamic activities that are shaped by the people and
ideas that define them. Continued change is certain in both, but the change will be built on the
foundations provided by the likes of Mozart and Skinner.

Kennon A Lattal (1992).

Instead of puzzle solving like combining words to fill a plausible, intervening
gap between a stimulus and a response, I wonder what we can do as psychologists
for the people in the world, where another tragedy such as battle, combat, murder,
hostility, abuse, suicide, and so on, is reported almost every single day. We should
explore the most important relationship between a response and an environment,
which generates the response, and is changed by the response. I wish that this
thesis would contribute to understand human beings, and to solve such problems
in this way, even though what this thesis can do must be nothing more than making
a small single step forward. I believe that, however, the accumulation of such a
small step, which might place another piece of paper on the stack whose foundation
Skinner provided and our colleagues from all over the world have established, will
eventually lead the fully understanding human behaviour, and human beings

themselves.
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CHAPTER 1

Choice behaviour in aversive situations of rats

Three issues occupy a central position in the investigation of choice in
aversive situations. First is the comparison of the effects of two types of economy
on choice behaviour in a concurrent (conc) schedule, an open economy and a closed
economy (Baum, 1972; 1974b; Davison & McCarthy, 1988), along with the effects of
motivational level on choice under an open economy (Davison & McCarthy, 1988;
McSweeny, 1975). The second is the exploration of two behavioural measures to
determine which can be considered as more fundamental as an index of choice
behaviour: response allocation or time allocation (Baum & Rachlin, 1969; Davison,
1991b; Davison & McCarthy, 1988; Hunter & Davison, 1982). The last issue concerns
which model of punishment more accurately describes and predicts behaviour in

aversive choice situations: the additive model (Deluty, 1976; Deluty & Church,
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1978), or the subtractive model (de Villiers, 1980; Farley & Fantino, 1978). In order
to conduct experiments using an aversive stimulus, a number of issues connected
with the ethics of animal experimentation are thrown up. To overcome possible
objections concerned with the use of electric shock, the possible substitutability of
a loud auditory stimulus for an electric shock, which is usually used as a negative

reinforcer or a positive punisher, will be addressed.

1. Behaviour analysis and its limitation

1.1 Basic assumptions of behaviour analysis

Behaviour analysis emphasises the three-term contingency as a basic strategy
to consider an organism's behaviour (Catania, 1984; Johnston & Pennypacker, 1993;
Pierce & Epling, 1995). In any particular circumstance, a response emitted by an
organism causes a certain consequence. A response, which causes the same
consequence, is termed 'an operant', the consequence 'a reinforcer', and the
circumstance or antecedent situation under which the operant produces the
reinforcer is called 'a discriminative stimulus'.

An 'operant' is defined by a class of responses which have a particular
functional relationship with a class of common environmental consequences’
(Johnston & Pennypacker, 1993). This means that an operant can be defined by

neither topography nor physiological category. Instead, it emphasises the
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functional relationship between a class of responses (an operant) and a class of
common results. As "responses operate on the environment to produce an effect,
this kind of behavioural regulation is called 'operant conditioning' "(Pierce &
Epling, 1995, p. 5).

Consequences may be either an occurrence of a particular stimulus or an
event, or a termination of a stimulus or an event. According to the behavioural
change caused by these processes, either an increment or a decrement in the
frequency of the operant,, operant conditioning can be categorised into four classes:
positive/ negative reinforcement and positive/ negative punishment.
Reinforcement refers to a process leading to an increment in the frequency of the
operant, whereas punishment refers to a decrement in the operant frequency. The
terms 'positive’ or 'megative' refer the environmental change produced by the
operant. When some stimulus or event is produced by the operant, the operation
is termed 'positive’. On the contrary, when some stimulus or event is terminated by
the operant, it is termed 'negative’.

The stimulus or event that produces the change in frequency of an operant
is called 'a reinforcer' or 'a punisher'. When the occurrence of a stimulus causes an
increment in the frequency of the operant, it is called 'a positive reinforcer’;
whereas, when it causes a decrement in the operant frequency, it is called 'a
positive punisher'. When the withdrawal of a stimulus causes an increment in the
frequency of the operant, it is 'a negative reinforcer’; whereas, when it causes a
decrement in the operant frequency, it is 'a negative punisher'. The positive

reinforcer, or the negative punisher may be called considered to have an appetitive
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property and the positive punisher or the negative reinforcer to be an aversive or
noxious stimulus. However, it is not experimentally confirmed if the positive
reinforcer could be a negative punisher, and if the negative reinforcer could be a
positive punisher (e.g., Catania, 1991, G.30, G.32). Catania (1991) argued that a
positive reinforcer or a negative reinforcer, and a positive punisher or a negative
punisher should be defined independently to each other.

A discriminative stimulus is defined as a stimulus that has acquired the
function of setting the occasion for a response to occur; that is, behaviour is more
likely to occur in the presence of a discriminative stimulus than in its absence
(Johnston & Pennypacker, 1993). In a typical experimental setting, an auditory or
a visual stimulus is used as a discriminative stimulus. When the cue is present an
operant will produce a certain outcome; when it is absent the operant does not
produce the outcome. Such discriminative stimuli are recognised as neutral
stimuli which, in themselves, do not affect the probability of occurrence of an
operant. In fact, at first, a discriminative stimulus does not control the probability
of an operant occurring, but it is the contingency between the operant and its
consequence that makes the discriminative stimulus effective (e.g., Pierce & Epling,
1995).

It is very important in behaviour analysis that these terms can be defined
operationally. For example, even a stimulus, such as food or water that may be
considered to have appetitive properties, cannot be called 'a positive reinforcer'
unless it actually functions to reinforce the operant which produced the stimulus.
This point introduces a methodological issue between behaviour analysis and so-

called 'methodological Behaviourism', which will be discussed in Chapter 5.
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The primary aim of the experimental analysis of behaviour is to show that
certain behavioural contingencies directly and lawfully control an organism's
behaviour. Such control is summarised in terms of the effects on behaviour of
schedules of reinforcement (Ferster & Skinner, 1957). Ferster and Skinner (1957)
reported these effects through many cumulative records of behaviour using many
schedules and a few rats and pigeons as subjects. They assumed that behavioural
patterns can be controlled by schedules of reinforcement, and that no critical
differences between these patterns would be found across species. These
assumptions were not limited to cross-species comparisons, but also were applied
to different types of responses, or different reinforcing stimuli selected for
experimental settings: thus, arbitrariness of species, responses and stimuli were all

assumed.

1.2 The improvement and limitation of behaviour analysis

Under these assumptions, behaviour analysis has accumulated experimental
facts not only using rats or pigeons, but also using primates including humans.
Such research has found that the above assumptions may not necessarily be the
case. The assumptions of arbitrariness of species, or responses and stimuli have
been questioned mainly by biological constraints.

For example, restrictions of species-specific response may cause instinctive
drift during a conditioning process. Breland and Breland (1961) showed that a

sequence of responses, which was shaped and maintained by a three-term
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reinforcement contingency, was replaced with species-specific appetitive
responses. Bolles (1969) also demonstrated that it was easier to shape running of
rats as an avoidance response to an electric shock than to shape rearing or turning.
This is explained because running is one of the species-specific defence reactions
in rats, but rearing or turning are not.

The assumption of arbitrariness of stimulus has also been questioned.
Garcia and Koelling (1966) showed differences in the difficulties of associating two
stimuli through respondent conditioning. A compound stimulus of a noise and a
light easily becomes associated with shock, however, it does not easily become
associated with illness, even though every aspect of experimental procedure was
identical to the case using shock. On the contrary, when the taste of water was
used as a conditioned stimulus, the stimulus was easily associated with illness, but
it was not with shock. These results have been explained by a biological constraint.

These questions of the general process assumptions may not necessarily
deny the basic strategy of behaviour analysis. It may be that these assumptions are
not completely solid, however, these examples could be considered as showing
only some exceptions to, or the limitation of the behaviour analytic view, without
denying the fundamental validity of the approaches, which are based on the data

from both the experimental and applied settings.
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2. The Strict Matching Law (SML) as a foundation of the quantitative analysis

of behaviour

Based on the above basic framework, the quantitative analysis of behaviour
investigates ~ the  relationship = between  reinforcement/punishment
magnitudes/rates and response magnitudes/rates. Herrnstein (1958) first tried to
describe such a relationship, and reported a linear relationship between reinforcer
rate and response rate in pigeons. On the basis of such findings, Herrnstein (1961)
proposed the Matching Law, which has formed the foundation of the quantitative

analysis of behaviour.

2.1 The Strict Matching Law in a concurrent VI VI schedule

Herrnstein (1961) used pigeons as subjects to investigate the relationship
between reinforcement rate and response rate under concurrent (conc)
Variable-Interval (VI) VI schedules, in which a response to either of two keys could
be reinforced by 2-s of mixed grain presentation according to an independent VI
schedule. Herrnstein (1961) reported that the relative response rate to each
alternative was dependent on the relative reinforcement rate to the alternatives.
These results were formulated into the Strict Matching Law (SML) as written
below.

At first, Herrnstein (1961) assumed Equation 1 because each function

obtained in these experiments was linear with an intercept of zero:
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p-ke, 1

where p refers to the absolute rate of key pecks (per hour), e refers to the absolute
rate of eating (per hour), that is, the rate of reinforcement, and k refers to a constant
for each subject.

Herrnstein (1961) also obtained Equation 2 as a result of a manipulation

involving the application of Equation 1 to two alternatives:

i ke,
Pi+ Py k(el+62)

(2)

This Equation 2 is the original form of the Matching Law, and its transformed
version is known as the Strict Matching Law (e.g., Davison & McCarthy, 1988)
which is given by Equation 3:

B, R
BfBz R‘l*Rz

(3)

where B1 and B2 denote numbers of responses, or amount of time spent responding
(Baum & Rachlin, 1969; Brownstein & Pliskoff, 1968), to each alternative, and R1
and Rz denote the number of reinforcers obtained for each alternative.

Equation 3 suggests that relative response rate (response allocation) or time
spent responding to each alternative (time allocation) matches the relative
reinforcement rate (reinforcer allocation). In other words, in settings containing
two alternatives response allocation or time allocation are described as a function

of reinforcer allocation between these alternatives. When experimental data fit

27



well to this theoretical function, it is said that matching has been obtained.
However, later research has revealed that this equation 3, and its
fundamental assumptions, cannot deal easily with several problems. These
problems include the effect of change over delays (COD) between reinforcement
alternatives (Baum & Rachlin, 1969; Catania, 1963; 1966, Catania & Cutts, 1963;
Dreyfus, DePorto-Callan, & Pesillo, 1993; Shull & Pliskoff, 1967), types of
schedules (Davison & McCarthy, 1988 for review), validity over different
behavioural measures, response allocation or time allocation (Baum, 1979; Baum
& Rachlin, 1969; Brownstein & Pliskoff, 1968; Davison, 1991b; Davison &
McCarthy, 1988; Elliffe & Alsop, 1996; Hunter & Davison, 1982; Taylor & Davison,
1983), and deviations from the strict matching (Baum, 1974a; 1979; Elliffe & Alsop,
1996, Myers & Myers, 1977; Robinson, 1992). Nevertheless, it is clear that The
Matching Law made a start in the quantitative analysis of behaviour, and allowed
the development of models which explain behaviour in choice situations more

accurately, especially under conc VI VI reinforcement schedules.

2.2 The Strict Matching Law in situations with other than two alternatives

The Matching Law is applicable to various situations: when there is only
one alternative (e.g., a single lever or a single key), and when there are two
alternatives or more (Herrnstein, 1970; 1974). The original setting for research on
choice included two alternatives. However, the two-choice situation may be no

more than one out of a number of possible choice situations.
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For a single VI schedule, Equation 4, known as Herrnstein's hyperbola, can be
obtained where Re refers to rate of reinforcers from sources other than that
arranged by an experimenter (R1), and k is constant for a particular subject and a
particular response type. This equation means that a single alternative situation
may be considered as a choice situation, that is, whether the organism will respond
or not. The assumption underlying this suggestion is that every response may be
reinforced by some source. That is to say, every response, other than the response
which causes the delivery of the reinforcer arranged by the experimenter, may also
produce some reinforcement. There is no doubt that Herrnstein's hyperbola (1970)
fits the available data well, not only in reinforcement-only situations, but also in
situations in which punishment or aversive stimuli are contingent on a response.
This appears true regardless of the species of subject studied (e.g., Bradshaw,
Szabadi, & Bevan, 1976; 1977; 1978; 1979; de Villiers & Herrnstein, 1976; de Villiers,
1977).

Applying Herrnstein's hyperbola makes it possible to explain behaviour in
situations with any number of alternatives. When Equation 4 for one alternative
(B1) is combined with another Equation 4 for another alternative (B2), Equation 3
(SML) is obtained by arithmetic manipulation. This arithmetic manipulation can
be applied not only for two alternatives, but also for more than two alternatives.
This statement can also be supported empirically, because several studies have

supported this manipulation and equations (Davison & Hunter, 1976; Elsmore &
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McBride, 1994; Miller & Loveland, 1974; Pliskoff & Brown, 1976).

3. The Generalised Matching Law (GML)

3.1 Generalisation of the Strict Matching Law

As noted above, the SML sometimes fails to explain the relationship
between relative response rate and relative reinforcement rate (Lobb & Davison,
1975; Myers & Myers, 1977). For instance, Lobb and Davison (1975) noted that
some studies reported a deviation from the SML when response allocation was the
dependent variable. Myers and Myers (1977) used orthogonal- polynomial
analyses and classified these deviations into three types: strict matching (linear
function), cubic deviation, and quadratic deviation.

Based on Equation 5, which was proposed by Baum and Rachlin (1969),

B
BZ

, (5)

|

Baum (1974a) introduced two parameters suggested by Baum and Rachlin (1969),

and proposed Equation 6, which explains the deviations discussed above within

)

one equation:
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where a and c refer to parameters obtained from the data collected in each
particular experiment to which the equation is to be applied. Baum (1974a)

applied logarithmic transformation to both sides of Equation 6, and obtained

B
log{ —1) =a log( ﬁ) + loge, (7)
B, R,

Equation 7 can be considered as a linear function, with a slope value 2 and an

Equation 7.

intercept log c.

Equations 6 or 7 are considered as the Generalised Matching Law (Baum,
1974a; Davison & McCarthy, 1988; Mazur, 1991). Introducing the two parameters,
a and ¢, makes Equation 6 or 7 more powerful than Equation 3 or 5 in describing
several sets of experimental data. In fact, Baum (1974a) showed that the
Generalised Matching Law can describe all types of data, and categorised these
sets of data as falling into three patterns on the basis of the value of 2. When a
value of a is larger than 1, that is, response allocation is more extreme than
reinforcer allocation, overmatching occurs. When a is equal to 1, that is, response
allocation is the same as reinforcer allocation, matching or strict matching occurs.
When 4 is lower than 1, that is, response allocation is less extreme than reinforcer
allocation, undermatching occurs. The Strict Matching Law (Equation 3 or 5) can
be considered as one specific example of The GML (Baum, 1974a; Allen, 1981;
Prelec, 1984).

Some researchers have proposed that parameter 2 may be used to refer to

the organism's sensitivity to reinforcer allocation (e.g., Lobb & Davison, 1975;
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Nevin, 1984). The bigger the slope value (i.e. the greater the value of a), the higher
is the subject's sensitivity to reinforcer allocation. The slope value defined by
parameter a is considered as the operational definition of 'sensitivity of reinforcer
allocation'. For example, when it is said that a slope value for time allocation is
higher than that for response allocation, it means that time allocation is more
sensitive to reinforcer allocation than is response allocation (e.g., Baum, 1979).

Baum (1979) summarised 103 sets of data, obtained from 23 experiments,
and commented on two aspects of this parameter. First, it was reported that many
experiments showed undermatching (i.e. a less than 1). That is, most subjects
showed less extreme responding than reinforcer allocation. Second, differences
between the results obtained with two behavioural measures, response allocation
and time allocation, were obtained. Most data showed that a slope value for time
allocation was higher (i.e. 2 was higher in value) than that for response allocation.
This will be discussed in more detail later.

The other variable ¢ may be called 'response bias'. This parameter refers to
sources, which affect behavioural allocation but which do not come from reinforcer
allocation. Baum (1974a) summarised these sources into four categories: response
bias, differences between scheduled reinforcer rates and obtained reinforcer rates,
qualitative differences in the reinforcers for the alternatives, and differences in the

type of schedules between the alternatives.
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3.2 Comparisons of two behavioural measures

As mentioned above, the Generalised Matching Law can be applied not only
the relative response rate, but also relative time spent responding. For example,
Brownstein and Pliskoff (1968) demonstrated strict matching for time allocation
data of pigeons' performance under a several conc Variable-Time (VT) VT
schedules of reinforcement. Baum and Rachlin (1969) also found that time staying
either of two parts of an experimental chamber for pigeons was described as a
function of reinforcer allocation under conc VT VT schedules.

The question of which of these two behavioural measures is a more
appropriate measure of choice behaviour, or which is the fundamental process of
choice behaviour, is still unresolved. Comparisons of the sensitivity of the two
behavioural allocation measures have usually found that the sensitivity for time
allocation is higher than that for response allocation (Baum, 1979; Baum & Rachlin,
1969; Brownstein & Pliskoff, 1968; Elliffe & Alsop, 1996; Stubb & Pliskoff, 1969;
Taylor & Davison, 1983; Wald & Cheney, 1975; Wearden & Burgess, 1982). For
example, in both of the studies mentioned above (Baum & Rachlin, 1969;
Brownstein & Pliskoff, 1968) strict time-allocation matching was noted. Dreyfus
(1991) manipulated the relative reinforcement ratio within sessions, and
demonstrated that time allocation followed more closely the changes in reinforcer
allocation within session than response allocation. Furthermore, Wald and Cheney
(1975) also manipulated reinforcer allocation within sessions, and demonstrated
that time allocation varied less than response allocation according to the reinforcer

allocation. On the basis of these findings, it could be claimed that time allocation

33



may be the fundamental process of choice behaviour.

On the contrary, some others have argued that response allocation is the
basic process of choice behaviour. For example, Davison (1991b) employed time-
and response-allocation constraints, where pigeons’ behavioural allocation was
restricted within a programmed range. It was found that the response-allocation
constraints strictly determined the range of time allocation, but the time-allocation
constrains did not determine response allocation.

Some other researchers have claimed that the two measures may reflect
different aspects of choice behaviour (Beautrais & Davison, 1977). Beautrais and
Davison (1977) trained pigeon's key peck under conc VI VI schedules in which the
required response was the completion of a fixed number of key pecks. Several
manipulations of the number of key pecks required, and the reinforcement
schedule for the two alternatives, generated a preference for the schedule with the
smaller peck requirement for response allocation, but a preference for that with the
larger peck requirement for time allocation. These findings suggested that the two
behavioural allocations may not necessarily be equivalent in terms of a behavioural
measure of choice. Furthermore, others have discussed whether time or response
allocation is the fundamental process under different circumstances, such as the
type of reinforcement schedule, or the method of collecting time allocation data
(Aldiss & Davison, 1985; Taylor & Davison, 1983; Wearden & Burgess, 1982). In
fact, Aldiss and Davison (1985) demonstrated that the sensitivity to reinforcer
allocation for time allocation was higher than that for response allocation, however,
these two behavioural allocations were almost equal to each other when time spent

emitting other behaviour than key pecking was excluded from the total time spent
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responding (accumulated inter-changeover intervals).

In summary, although it cannot be established with certainty whether
response or time allocation is the proper measure, or the more fundamental process
in a choice situation, an attempt to exclude time for other behaviour than the

operant should be conducted to compare these two behavioural measures.

4. The effect of punishment on choice behaviour

This section will discuss the effect of punishment on choice behaviour under
conc VI VI schedules, which has been explored, especially, in two aspects. That is,
whether punishment suppresses responding as it does the punished response
under a single reinforcement schedule, and whether punishment generates some
different preference among the alternatives from that under a reinforcement-only
situation. The latter issue is based on the two models of punishment in terms of

the GML, and also concerns two theories of punishment.

4.1 The effect of punishment on choice behaviour

The addition of a concurrent punishment schedule to a choice situation
under a concurrent reinforcement schedule generally has two effects (de Villiers,
1980; Farley, 1980; Yoshino, 1986). One is an overall suppressive effect on response

rates, similar to the suppressive effect that occurs on a single operant schedule.
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The amount of responding emitted with the addition of a punisher is lower than
that in a situation without punishment. This is considered as a sufficient condition
for an experiment concerning punishment, because punishment is defined by "the
response-produced presentation of positive punishers or termination of negative
punishers (or, the decrement or suppression of responding that results from this
operation)" (Catania, 1991, p. G30), and a positive punisher or an aversive stimulus
is defined by "a stimulus effective as a negative reinforcer or as a punisher, or that
suppresses positively reinforced operant behaviour in the presence of another
stimulus that precedes it" (p. G4). According to these definitions, punishment
must reduce the rate of responding upon which a punisher is contingent.

Another effect of the addition of punishment is an enhancing effect on the
sensitivity to reinforcement allocations. A preference shift towards the richer
alternative (i.e. overmatching) is usually observed when a concurrent punishment
schedule is superimposed over a choice situation (de Villiers, 1980; Farley, 1980;
Yoshino, 1986). More responses are emitted to the alternative with the richer
schedule of reinforcement under the punishment than under the reinforcement-
only situation. In terms of the GML, the slope value of the linear regression line
during a punishing situation is higher than it is during a situation without
punishment. That is, during punishing situations, the sensitivity to reinforcement
allocation is higher than that during reinforcement-only situations.

De Villiers (1980) used three pigeons, and investigated the change of relative
response rates and time allocation maintained during a reinforcement-only
condition (conc VI 180-s VI 60-s, or conc VI 60-s VI 180-s) compared to those noted

during a punishment condition in which a single VI 30-s schedule of an electric
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shock was added to each component of the concurrent reinforcement schedule.
The effect of the intensities of an electric shock (3.0, 4.5, or 6.0 ma) was also
investigated. All birds showed a preference shift towards overmatching during
the punishment conditions compared to the reinforcement-only condition, and it
was found that the higher the intensity of the electric shock, the greater was the
preference shift obtained.

Farley (1980) reported three experiments, in which pigeons also showed the
preference shift towards overmatching after the superimposition of a punishment
schedule over conc reinforcement schedules. In the first experiment, the relative
punishment rate between alternatives was kept at 0.5, and the relative
reinforcement rate was manipulated across five levels. In the second experiment,
the effect of the absolute rate of punishment was investigated when the relative
rate of punishment was kept constant. These two experiments found the
preference shift towards overmatching during punishment compared to the
reinforcement- only situations. In the third experiment, the effect of the absolute
rate of reinforcement on matching behaviour was explored while the relative
reinforcement rate and the punishment schedule were kept constant. It was found
that the sensitivity to reinforcer allocation decreased as a function of the increase
of absolute reinforcement rate.  This preference shift toward overmatching has
been found not only in pigeons but also in rats. Yoshino (1986) replicated the first
experiment of Farley (1980)'s using rats as subjects and found a preference shift
towards overmatching in all four rats along with a clear response suppression
during the punishment conditions. It is noted that this preference shift was found

not only for response allocation but also for time allocation.
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4.2 Two models of punishment

There are two major models of punishment that describe and predict
concurrent performance in punishing situations: the additive model of punishment
(Deluty, 1976; Deluty & Church, 1978), and the subtractive model of punishment
(Farley & Fantino, 1978). The former is theoretically derived from the competing
response theory (Deluty, 1976; Deluty & Church, 1978; Dinsmoor, 1954; 1977;
Fowler & Miller, 1963) and the latter the symmetrical law of effect (de Villiers,
1980; 1982; Farley, 1980; Farley & Fantino, 1978; Herrnstein, 1970).

The additive model of punishment (Equation 8) was proposed by Deluty
(1976), and was based on an experiment by Holz (1968). The model can be

represented by the following equation,

B, ) R,+p,
B;+B, R;+p,+R,+p,

(8)

where Bi, B2, R1 and Rz are the same as in Equation 3, and p1 and p2 denote
punishment rates in each alternative. In this equation, the numerator of the right
hand side is described by the summation of the reinforcer frequency for alternative
1 and the punisher frequency for alternative 2. That is, factors which affect the
behaviour directed to each alternative include the reinforcement rate for that
alternative, and the punishment rate for other alternative.

The original subtractive model of punishment was proposed by Farley and

Fantino (1978). The model is given by Equation 9:
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In Equation 9, the numerator of the right hand side is described by the difference
between the punisher frequency for alternative 1 and the reinforcer frequency for
the same alternative. That is, factors which affect behaviour to each alternative
include the reinforcement rate and the punishment rate on that alternative.

These two models are closely related to two dominant theories of
punishment. The additive model can be considered as a transcription of the
competing response theory of punishment (Fowler & Miller, 1963; Dinsmoor, 1954;
1977). This theory explains response suppression due to punishment as the result
of the indirect facilitative effect on non-punished responses. That is, response rate
for the targeted operant is driven down by competing responses. In Equation 8,
factors which facilitate responses to each alternative include reinforcement rates
for that alternative, and also the punishment rate in the other alternative. Thus,
this punishment rate can be considered to have an indirect facilitative effect on
non-punished responses. That is, the addition of p2 to R1 in the numerator of
Equation 8 is an arithmetical description of the competing response theory.

On the other hand, the subtractive model can be considered as a
transcription of the symmetrical law of effect (de Villiers, 1980; 1982; Farley, 1980;
Herrnstein, 1970). This theory assumes that punishment has a direct suppressive
effect on the punished response. As described in the numerator of Equation 9,
factors which affect the level of responding are the reinforcement rate and the

punishment rate for that response. The difference between these two values is
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considered to be the genuine reinforcement value available for that alternative.
Although Equations 8 and 9 refer to the function or the direction in which
punishment works in a punishment situation, the strengths of reinforcement and
punishment affecting the response are not necessarily equal to each other. To
accommodate the possible difference of the strength between the two, Farley and
Fantino (1976) introduced a parameter of punishment to the equations. Equations
10 and 11 in a logarithmic form, and Equations 12 and 13, in a relative frequency
form, are considered as the formal expression of the additive and subtractive

models, respectively.

B + 0
log] Y alog] R er, +logec, (10)
B, Ry ep,
B - o
logl —| - alod Ren +loge, 11
B, R,-ap,
B1 ) R1+ op, ’ 12)
Bi+B, Rjrap,+Ryrap,
B, ) R)-oap, ‘ (13)
B,+B, R-ap+R,-ap,

The parameter o is considered to denote a scale which estimates "the effect of a
constant-intensity punisher to the effect of a constant-value positive reinforcer"
(Davison & McCarthy, 1988, p. 130) or 'negative food unit' (Farley & Fantino, 1978).
However, this has not been necessarily accepted by all researchers, since very few
empirical studies employed this parameter to describe their results. This issue will
be discussed later in the next section in a companion of these two models of

punishment.
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4.3 Comparing the two models of punishment

The above two models have been compared with each other in several
experiments (de Villiers, 1980; Farley, 1980; Yoshino, 1986; Yoshino & Kimura,
1991).

Both de Villiers (1980) and Farley (1980) suggested that their results,
summarised in the previous section, were more supportive the subtractive model.
In their discussions, the preference shift was considered to be the important aspect
of performance to be examined.

An assumption from the first experiment by Farley (1980) will be shown as
an example of the prediction and description using relative response rates, on
which this conclusion was based (Equations 12 and 13, shown above). In the
prediction for his first experiment, Farley (1980) compared the right hand sides of
these equations during no punishment (p1 = p2 = 0), and when there were equal
rates of punishment on each alternative (p1 = p2 = p). When no punishment is
programmed, both Equations 12 and 13 become equal to Equation 3. Whereas,
when the same rates of punishment are added to each alternative, Equations 12

and 13 become

B, ) Ri+ap 19
B+B, R;+R+2ap

B -

I Wl (15)
B,+B, R;+R,-2ap

A comparison of Equation 3 with Equation 14, for the additive model, predicts that

relative response rates will fall when Ri is greater than R2. On the contrary, the
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relative response rate will increase when Ri is smaller than R2. This can be seen in
Equation 16, which refers to the difference in the relative response rates between
the two situations. The difference is given by the subtraction of the right hand side

of Equation 14 from that of Equation 3,

R1+ap ) R’l ) “P(RZ‘RQ
R;-Ry-2ap R;*R, (R+R)R.-R,-20p)

(16)

As Ri, R, and p can be assumed to be positive, the sign of Equation 16 will be
determined by the relative value of R1 and R2. When Ri is greater than Rz (R1is a
richer alternative than Rz), then Equation 16 is negative; whereas, when R is
smaller than Rz (R1 is a leaner alternative than Rz), then Equation 16 is positive.
These predictions imply that the choice between these two alternatives will be less
extreme than the reinforcer allocation during punishment compared to that during
reinforcement-only. Therefore, a preference shift towards undermatching is
predicted by this consideration.

A comparison Equation 3 with Equation 15, from the subtractive model,
predicts just the opposite to the above. That is, relative response rates will rise
when R1 is greater than R2 during punishment; whereas, it will fall when R1 is
smaller than R2. This can be seen in Equation 17, which refers to the difference in
the relative response rates between the two situations based on Equations 3 and 15.
The difference is given by the subtraction of the right hand side of Equation 14

from that of Equation 3,

Reap R ap(RiR)
R R, 2ap R+, ([®+R)[®;+R, 2ap)

(17)
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The sign of Equation 17 is determined by the relative value of R1 and R2. When R1
is greater than R2 (R1 is a richer alternative than Rz2), Equation 17 will be positive;
whereas, when R1 is smaller than Rz (R1 is a leaner alternative than Rz), Equation
17 will be negative. This means that the relative response rate will be more
extreme than the relative reinforcer rate during punishment than during
reinforcement-only. In other words, the subtractive model predicts a preference
shift towards overmatching when a punishment schedule is added to the
reinforcement-only choice situation.

Given that the subtractive model predicts overmatching, whereas the
additive model predicts undermatching, the data from the first experiment of
Farley (1980) support the subtractive model of punishment. The predictions for the
other two experiments of Farley (1980) and all the experiments reported by de
Villiers (1980) were based on the above analysis, and were supported by the
experimental data.

However, another comparison of the two models by Yoshino and Kimura
(1991) did not support the claim that the subtractive model is a better explanation
of choice behaviour in all punishing situations. Yoshino and Kimura (1991)
employed a conc VI Extinction (EXT) schedule instead of a conc VI VI schedule for
both of reinforcement and punishment. That is, one of two levers was kept in
extinction throughout the experiment. The intensity of an electric shock was also
manipulated in this study.

Yoshino and Kimura (1991) predicted different results from the two models
as below. Suppose alternative 1 is an extinction lever, Equation 18 refers to

absolute response rates for the additive model:
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B k(R-1+ “Pz)
B, - : (18)
R+ ap,+ Ry~ ap;+ R,

When Ri1 and p1 are equal to zero because of extinction, this equation becomes the

equation 19 below,

kop, '
By - ot (19)
1
R’Z * (ZP2+ Re
This equation shows that some responses should occur to the extinction lever.
On the other hand, if the subtractive model were true, then no responses to
the extinction lever would be obtained. That is shown by Equations 20 and 21.
Equation 20 refers to absolute response rates for the subtractive model.
k (R1 - “Pl)

B, - - (20)
! R;- ap;+Ry)- ap,+ R,

When Ri and p1 are equal to zero here because of extinction, the numerator

becomes zero as shown in Equation 21,

0
B = ot (21)

! R‘Z_ N Re‘
This equation predicts that no responses should occur to the extinction lever.
To account for the results from their experiment, Yoshino and Kimura (1991)
suggested the possibility that the additive and subtractive models describe

different aspects of the effect of punishment. They found that for the initial
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sessions after introducing a punishment schedule, or after the intensity of an
electric shock was increased, rats responded to the extinction lever, and that the
level of responding to the extinction lever in the punishing condition was much
higher than that in the reinforcement-only condition. However, responding to the
extinction lever was not maintained as long as it would have been if it was
maintained by a reinforcement schedule.

From these results, Yoshino and Kimura (1991) concluded that the additive
model may be suéported by the data showing responding to the extinction lever
for some sessions after introducing punishment schedule, because this model best
predicted the response acquisition to the extinction lever during a punishment
condition. However, after these initial periods the subtractive model was best
supported by the data in terms of the stable stage of punishment. This discussion
implies that both models may be appropriate to explain different aspects of the
effects of punishment. This discussion also suggests the need to conduct empirical
studies which explore the effect of punishment not only during stable state, but

also during acquisition.

5. Problems remaining

Prior to any conclusions about the two models of punishment, there are
three critical problems that need to be addressed: failure to describe some
empirical data (Davison & McCarthy, 1988; Yoshino, 1986); inconsistencies in

prediction and description (Yoshino, 1986); and contradictory data (Bradshaw et
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al., 1979; Holz, 1968).

5.1 Failure to describe data

Davison and McCarthy (1988) suggested that the subtractive model may be
more appropriate than the additive model. However, they also criticised the
subtractive model because it appeared that the ratio in its right hand side
(Equations 9 and 11) can become negative if the magnitude of punishment is
greater than that of the reinforcement on a schedule. 'This, however, is unlikely
because as shock effects become great, both shock frequencies and reinforcer
frequencies will decrease until no responses are emitted and no shocks and
reinforcer are obtained' (Davison & McCarthy, 1988, p. 132). When the rate of
punishment is greater than the rate of reinforcement on alternative 1, the
numerator of the right hand side of Equation 13 becomes less than zero (i.e.
negative). This implies that no response would be emitted to that alternative,
which has not been supported empirically. For example, Yoshino (1986) reported
that responses to such an alternative were observed even when the denominator
for that alternative was negative. The subtractive model apparently fails to predict
and describe responses in this case. When Yoshino (1986) used Equations 11 and
12, (the logarithmic forms of the models) to describe the results, with an estimation
of parameter & using the obtained suppression ratio, the subtractive model could
not applied for some sets of data since the value of, Ri - ap1 or R2 - ap2, was

negative. On the other hand, the additive model has no such cases.
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5.2 Inconsistency of prediction and description

Yoshino (1986) criticised the discussions by Farley (1980) and de Villiers
(1980) on the grounds that they included inconsistencies between the prediction
and the description of data. In fact, neither Farley (1980) nor de Villiers (1980)
used either of the two models of punishment to describe the experimental data by
linear regressions. Instead, they used the GML without punishment parameters
(Equation 7) to describe their sets of data. Although they used the two models in
case of predictions, their conclusions supporting the subtractive model were based
not on the model itself, but on the GML.

There are two ways of interpreting what the right hand side of the relative
frequency form of the two models (Equations 12 and 13) refers to. First, as
suggested by the predictions made by de Villiers (1980) and Farley (1980), the right
hand side can be considered as an expression of behaviour allocation. As shown
in the previous section, they predicted behavioural changes based on the right
hand side of Equations 3, 12, and 13, (the relative frequency forms of the GML, the
additive model, and the subtractive model, respectively). Given these hypotheses,
their predictions describe overmatching for the subtractive model, and
undermatching for the additive model. These descriptions may be depicted by the
upper panels of Figure 1.1 The upper panels of Figure 1.1 show a set of
hypothetical data, predictive behavioural changes during punishment,
hypothetical regression lines based on the two models, and the direction of
preference shift given by these predictions in each reinforcement schedule shown

by an arrow. It should be noted that a set of data on the y-axis, the relative
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