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Abstract

Sea surface temperature (SST) is a critical parameter for climate research, and needs to
be measured with an absolute accuracy of ~0.3 K (average over ~100 km scale on a
weekly to monthly time scale) and with a long term stability of 0.1 K per decade. These
stringent requirements present a formidable challenge to satellite based SST
measurement. The most promising satellite radiometer is the ATSR (and successors), but
bias and spurious trends have arisen in the ATSR SST retrieval process. Eliminating such

retrieval bias is the focus of this thesis.

SSTs derived from the ATSR using the prelaunch retrieval scheme are biased by up to
-1.5 K by stratospheric aerosol from the eruption of Mount Pinatubo shortly before
launch. An “aerosol-robust” retrieval scheme is derived which has no detectable aerosol-
related bias. Another bias of up to 0.5 K arising from a deficiency of the radiative
transfer model used to develop the prelaunch retrieval scheme is resolved by

implementing an updated parameterisation of water vapour continuum absorption.

The new SSTs are shown to have an accuracy better than 0.3 K (error in a single retrieval
over a ~20 km spatial scale) and to be robust to aerosol effects, by a validation exercise
against buoys measuring SST in situ. The validation data consist of 620 satellite-buoy
coincidences in the tropical Pacific between September 1991 and May 1992, a region and
period associated with high loadings of stratospheric aerosol and tropospheric water
vapour. This is the first validation exercise to correct for the effects of the difference
between bulk SSTs (measured by buoys) and skin SSTs (measured radiometrically). The
factor now limiting accuracy is residual cloud contamination. The new retrieval scheme

has been adopted for the reprocessing of all archived ATSR data to SST.
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Chapter 1 Introduction: Retrieval of sea surface
temperature from satellite observations

1.1 Scope and structure of thesis

This thesis describes research into the retrieval of sea surface temperature (SST) from
satellite observations. In July 1991, an instrument designed to retrieve SST called the
Along Track Scanning Radiometer (ATSR) was launched on the ERS-1 satellite. The
ATSR was specified to allow the retrieval of SST with an accuracy significantly better
than previous instruments, and early validation of ATSR SSTs (Mutlow et al., 1994)
demonstrated that a global accuracy of 0.5 K was achieved. As will be explained,
however, this falls short of what was expected for various reasons. These reasons include
(i) the injection shortly before launch of a signficant loading of aerosol into the
stratosphere by the eruption of Mt Pinatubo, (ii) the failure of ATSR's most sensitive
infra-red channel within the first year of the mission, and (iii) the use in deriving the
original ATSR SST retrieval scheme of data on the spectroscopic properties of
atmospheric water vapour which has since been revised. The research presented in this
thesis successfully resolves these problems, and demonstrates that yet better accuracy is
indeed attainable.

In this chapter, I present background information needed to understand the research and
its context, with an account of the importance of SST in climate physics, a general
introduction to satellite infrared measurement of SST, and a brief description of the
ATSR.

Chapter 2 describes the physical modelling of satellite-observed brightness temperatures
which underpins the SST retrieval scheme developed in this thesis, and describes the
improvements in radiative transfer modelling I have implemented. The largest single
deficiency in the original retrieval scheme is its failure to cope with the effects on ATSR
observations of stratospheric aerosol. In Chapter 3, I derive the mathematical theory
allowing design of a retrieval scheme which is robust to the presence of such aerosol.
The next most important deficiency relates to the radiative transfer modelling of water
vapour, and this is addressed in Chapter 4. My new scheme correcting these deficiencies
is developed in Chapter 5, and its performance assessed in simulation. Chapter 6 assesses
the global performance of the new scheme by checking for consistency between different
types of retrieval. Chapter 7 describes a stringent validation of the new scheme against in
situ data from the tropical Pacific ocean. The final chapter summarizes and discusses the

performance of the new scheme, and highlights areas requiring further investigation.
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1.2 The importance of sea surface temperature
1.2.1 General

The temperature of the sea surface is a basic geophysical quantity in the scientific
disciplines of oceanography (description of the oceans), meteorology (study of the
weather) and climatology (study of climate). These disciplines, which are of course
inter-related, have wide importance to human society. Oceanography matters to shipping,
fisheries and extractive industries, and, like meteorology, yields data which may be of
strategic military importance. Tourism, farming, transport, leisure, energy, water and
many other business sectors are profoundly affected by the weather and are interested in
the predictive skill of meteorology. Concern on the part of scientists, policy makers and
the public about the threat of relatively rapid and damaging climate change has
motivated intense efforts to understand and model the climate system, to help society and
governments respond appropriately. The requirements of accuracy, coverage and
frequency of observation of sea surface temperature (SST) vary between different
applications and areas of research. In this thesis, the concern is with SST in the context

of climatology.

1.2.2 SST and climate

The temperature of the sea surface is part of the response of the climate system of the
Earth to the energy input from the Sun. Energy from the Sun is received in the form of

radiation, largely at wavelengths between 0.2 and 4 pm. The annual average solar flux
absorbed by the atmosphere and surface of Earth varies from 275 W m2 in tropical

regions to 50 W m™2 at the poles (Gill, 1982). Of this absorbed energy, about 70% is
absorbed by the surface and the rest by dust, cloud and molecules in the atmosphere
(Harrison, et al., 1993). Since 71% of the surface is ocean and the albedo of ocean is less
than that of most land surface (Briegleb et al., 1986), over half of the total absorbed
energy is absorbed by the ocean. Nearly all absorption of solar radiation by the ocean
occurs within 100 m of the surface, and ~75% within the top 10 m (Kraus and Businger,
1994). This surface heating of the ocean causes the thermocline—a sharp decrease in
temperature at a depth of order 100 m (Pickard and Emery, 1990). The water above the
thermocline forms a layer of relatively uniform temperature, mixed by turbulence, and

- partially isolated from the water below. (Whilst this simple picture describes much of the
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ocean surface much of the time, there are exceptions. First, the temperature of the top
few metres under conditions of strong insolation and low winds can rise during the
course of the day by ~1 K [e.g., Clayson and Curry, 1996]. The waters above and below
this diurnal thermocline mix during the late afternoon and evening. Secondly, at mid and
high latitudes, the warm mixed layer established over the summer months tends/deepen,

cool and disappear in winter when insolation is low [e.g., Niiler, 1992].)

The ocean mixed layer acts as an important heat reservoir in the climate system over
seasonal time scales (e.g., Webster, 1994), with the heat content at a given time being
measured by the mixed layer temperature—in effect, by the SST. The SST is maintained
by a balance between the energy flux absorbed from the Sun in the mixed layer, and the
fluxes of heat out of the mixed layer to the deep ocean below and to the atmosphere
above. A change in the SST of a given mixed-layer water mass reflects an imbalance

between the incoming and outgoing heat fluxes.

Not only is SST the medium of energy storage of the mixed layer, it is also a governing
factor in the energy flux from ocean to atmosphere through the air-sea interface shown in

Fig. 1.1.

Thermal emission is the radiative flux emitted by the sea surface by virtue of its

temperature. Letting the SST be T, the thermal emission is approximately:

Qr = eoTs (1.1)

where the emissivity, € = 0.98, accounts for the sea not being perfectly black at infra-red

wavelengths, and ¢ = 5.67 X 10_8 W m2K* (the Stefan-Boltzmann constant). For a

typical tropical SST of 300 K, (1.1) equals 450 W m™2. (Example calculations of the

various heat fluxes will be given in terms of a hypothetical tropical situation.)

(2897.8 pm K)
T ’

The wavelength at which thermally emitted radiation peaks is given by

(“Wien’s Law’), which is about 10 pm across the range of typical SSTs.
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[using the recommended formula of Alduchov and Eskridge (1996) and a factor of 0.98

to account for the suppression of saturation vapour pressure by salinity (Kraus and

Businger, 1994)]. Thus, the efflux is ~4 kg sI m2. The observed net flux from the ocean
is typically seven orders of magnitude smaller than this, hence this efflux must be
balanced by an influx of molecules, implying that the air immediately above the interface
is almost saturated. The air more than a few millimetres above the interface, however, is
generally not saturated. The net rate of evaporation is determined, therefore, by (i) the
difference in specific humidity between the interface and near-surface air, and (ii) the
efficiency of transport of water vapour in the vertical direction, which turns out broadly
to be proportional to wind speed. This reasoning justifies the “bulk aerodynamic

formula” commonly used for calculation of evaporation rate, J:

J = CppUyp(q4(Ts) —gq10) (1.3)

where p is the air density (~1.2 kg m™), U is the wind speed at the conventional
measurement height of 10 m, and g, is the specific humidity at 10 m. The measurement

height is arbitrary, so long as it is within the turbulent lower boundary of the atmosphere
(i.e., between ~1 cm and ~100 m above the air-sea interface); different choices of

measurement height change the value of the transfer coefficient Cg. Cg is not quite a

constant [although the major dependencies are made explicit in (1.3)] since the stability

of the atmosphere also affects the vertical transport. Smith (1988) reviewed empirical

determinations of the transfer coefficient to conclude that for4 m sl < U 10<14m 1,

Cg = 0.0012. Fairall et al. (1996b) found from measurements in the tropical Pacific that

Cg =0.0011 was appropriate for neutral conditions.

The latent heat flux, Q; 4, associated with the mass flux comes from multiplying (1.3) by

the latent heat of evaporation, L = 2.5 X 10° J kgl. Thus:

Q1 = LCppUy(q4(Tg) = q40) (1.4)

This heat is released to the atmosphere upon condensation of the water vapour to cloud

droplets. With U, =6 m sl and q,— g0 = 0.006 (a typical tropical value; Zhang and

McPhaden, 1995), Q, ;; equals 160 W m™,
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If there is an air-sea temperature difference, there is also a flux of sensible heat across the
interface. The form of the bulk formula for sensible heat flux is analogous to that for

latent heat flux;

Osy = ¢,CypUp(Ts—Oy) (1.5)

where ¢, is the specific heat of dry air (at constant pressure), equal to 1005 J kg 11,

and ©,y = T, +0.098 K is the temperature air at 10 m would attain if moved

adiabatically to the surface—i.e., is a potential temperature (Fairall ez al., 1996b). The

transfer coefficient for sensible heat, Cy, is found to be 0.0012 for neutral conditions
(Kraus and Businger, 1994). Taking T¢—©,, as 1.0Kand U;, =6 m s'1, the sensible

heat flux equals only 10 W m™2. Other minor heat flux terms are discussed by Fairall et
al. (1996b), but are negligible for the purposes of this discussion.

(The total upward heat flux in this hypothetical example Qy;p = Qr + Oy + Osp

amounts to 620 W m™2. This is considerably greater than the 275 W m™? downward flux
of solar radiation in the tropics mentioned above. The reason is that there is a substantial
downwelling radiation flux at infrared wavelengths from the thermal emission of the

atmosphere [water vapour, carbon dioxide, clouds, dust, etc.]; in this case the annual
average downwelling infrared flux required for no net flux would 345 W m™2. The net

infrared flux would then be 450 - 345 =105 W m'2.)

All of the upward heat fluxes have been shown, then, to depend on SST, or more
precisely, on the temperature of the laminar layer of water within ~Imm of the air-sea
interface (Hasse, 1971). This temperature is here referred to as the “skin SST”. Skin SST
is temperature relevant to thermal emission because infrared radiation is attenuated in
water with a length scale of tens of micrometres; conversely, the emitted radiation must
emanate from the water within tens of micrometres of the surface (Friedmann, 1969;
Schluessel et al., 1990). Skin SST governs the latent heat flux because the evaporating
molecules must come from a depth of no more than an order of magnitude greater than
the mean molecule separation (~1 nm), and it governs the sensible heat flux because it is

the temperature with which the air above the interface can reach thermal equilibrium.
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The skin SST is generally cooler than the “bulk SST” which characterises the mixed
layer (or the layer of the diurnal thermocline if present) (Hasse, 1971, and references
therein). Bulk SST can be thought of as the temperature measured in situ at a depth of a
few centimetres to a few metres. The skin-bulk temperature difference arises because
some of the heat input to the mixed layer (the near infrared and visible insolation) is
distributed over depths of centimetres to tens of metres, whereas all of the upward
surface fluxes remove heat from the surface skin. There must therefore be a temperature
difference to permit heat to move from the mixed layer to the surface skin. This
difference will tend to be greater the greater the total upward heat flux across the air-sea
interface (Wick et al., 1996). The other determinant of the temperature difference is the
degree of turbulence below the water surface (Liu et al., 1979). Turbulent transport of
heat (in eddies) is much more efficient than diffusive transport (conduction). Since the
turbulence below the water surface increases with strengthening surface winds, one may
expect the skin-bulk difference required to maintain a given upward surface flux to
decrease in windy conditions. However, since the surface fluxes themselves depend on

wind speed, the dependence of skin-bulk difference on wind speed is complicated. Grassl

(1976) concluded that the skin-bulk difference would peak at a wind speed of 4 m 57!
The results of Wick et al. (1996) suggest that, for a given net surface heat flux, the skin-

bulk difference peaks between wind speeds of 2 and 3 m s, Hepplewhite (1989), from
measurements made on a cruise from the UK to Antarctica, found that (i) at night-time
the skin effect is typically ~0.2 K (bulk warmer than skin), with ~0.5 K being more
representative of the day-time skin effect, (ii) bulk temperatures are rarely warmer than
skin, and (iii) the skin effect is less variable in tropical regions than at mid and high
latitudes. Wick (1995), from measurements from a variety of cruises, reached similar
conclusions on the size of the night-time skin effect (0.1 to 0.3 K), but in contrast found

that the day-time skin effect is also of this magnitude.

A consensus statement on the importance of distinguishing between skin and bulk SST
has been arrived at by a workshop of CASOTS (Combined Action for Study of the
Ocean Thermal Skin, 1997):

There is clear evidence ... that there is a significant difference
between the radiometrically measured skin temperature of the
ocean (SSST) and the bulk sea surface temperature (BSST) as
measured typically from ships and buoys... SSST and BSST
should be treated as two distinct variables. For many purposes,
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SSST is the most useful and appropriate indicator. It represents a
physically definable property. It is the temperature which drives
most of the air-sea interaction processes. It is also the variable
which is directly measured by earth orbiting satellites.

The distinction between skin and bulk SST will be preserved in this thesis where

applicable.

1.2.3 Requirements for SST observations

The spatial coverage, temporal coverage and accuracy of SST observations required to

study a given ocean process depends on the spatial scale, temporal scale and temperature

signature of that process. The World Climate Research Programme (WCRP, 1981)

considered the geophysical processes for which SST is an important factor, defined their

temporal and spatial scales, and suggested accuracy requirements. These can be

formulated as follows:

Large scale processes

Example:

Spatial scale of process:

Time scale of process:
Amplitude of process:

Required spatial scale of SST:
Required time scale of SST:

Required absolute SST accuracy:

Middle scale processes

Example:

Spatial scale of process:
Time scale of process:
Amplitude of process:

Required spatial scale of SST:
Required time scale of SST:

Required absolute SST accuracy:

interannual anomalies such as El Nifio.

10° latitude, 20° longitude (i.e., ~1000 km)
several months to a few years
~2K

200 to 300 km average
20 to 40 days average
02K

boundary current meanders

~100 km
~month
~1K

~10 km average
~4 days average
1K
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Small scale processes

Example: oceanic fronts
Spatial scale of process: ~1to 10 km
Amplitude of process: ~2K
Required spatial scale of SST: ~1 km
Required time scale of SST: instantaneous snapshot
Required absolute SST accuracy: 2 K
Required horizontal SST
gradient accuracy: 0.5 K km'!

In each case, the requirements have been framed by the need to resolve unambiguously
the phenomena—thus the time and space resolution and temperature accuracy
requirements are set to be an order of magnitude smaller than the time and space scales
and temperature amplitudes of the process. Whilst this correctly assesses the
requirements for tracking and describing the phenomena, such requirements may not be
adequate to understand the phenomena fully. An example would be a large-scale process
in which surface heat fluxes played an important role in modulating the SST over time.
Knowledge of the monthly mean SST on a spatial scale of a few degrees, even to the high
accuracy of 0.2 K, would not permit the role of the heat fluxes to be fully assessed and
modelled. This is because SST appears in equations (1.1) and (1.4) non-linearly: their
use with an averaged SST does not give the same result as averaging the result of using
them with individual SST data (e.g., Gulek, 1997), although in some circumstances it is a
reasonable approximation to do so (e.g., for latent heat flux in tropical regions, Zhang,
1997).

Another statement of requirements for SST comes from the Tropical Ocean and Global
Atmosphere (TOGA) programme. Based on the objective of better understanding the
coupled ocean-atmosphere system, the TOGA requirements were as follows (WCRP,
1985):
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Global

Spatial resolution: 5° box

Temporal averaging: 30 days

SST accuracy: 05K

Tropical

Spatial resolution: 2° box

Temporal averaging: 15 days

SST accuracy: 0.5 K (for SST <28° C)

0.3 K (for SST 228° C)

The requirements proposed for tropical regions are more stringent. In regions of very
warm water, the SST accuracy requirement is tighter (0.3 K) because of the greater
sensitivity of precipitation to SST in such regions. In order to study transient SST

anomalies...

... there is a need for better time resolution than monthly mean
values: the 15 day averaging period represents a trade-off
between resolution and accuracy. (WCRP, 1985, p90)

This suggests that if time resolution better than 15 days could be achieved without a

reduction in accuracy, this would be advantageous.

A statement about the required stability of a global SST measuring system in the context

of climate change detection can be inferred from the article of Allen et al. (1994):

namely, that drift in the detection system must be <0.1 K decade™l. Their argument runs

as follows. Suppose we want to be likely to be able to detect a warming trend of

0.25 K decade™ (the mid-range prediction of Mitchell et al., 1992). Allen et al. show that
the probability of doing so using a global monthly mean SST time series of 15 years’

duration is ~0.9, if there is no drift in the observing system. If the observing system can
only be guaranteed drift free to 0.15 K decade’!, the probability of detection drops to

~0.5. The <0.1 K decade! requirement thus ensures that detection of such a trend is

more likely than not.

Lastly, the Ocean Observing System Development Panel (OOSDP, 1995) concluded that:
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... for detection of climate-related signals, biases must be less
than 0.1°C, and random error and spatial coverage should be
such that monthly [SST] averages over 5°x5° and 2°x2°

areas should achieve accuracy close to 0.1° C. (OOSDP, section
IV.A.3, 1995)

This objective applies equally to all latitudes. The OOSDP carefully noted the
importance of avoiding the aliasing of measurements with the strong diurnal, synoptic,
semi-annual and annual SST variations, suggesting, for example, that diurnal aliasing be
avoided by including SSTs sampled only at local night time. Depending on the
variability of SST within a particular area on daily to monthly time scales, achieving a
random error of order 0.1° C was estimated to require up to 400 observations in the area

in a month, a requirement unlikely to be met by ir sifu observations in many regions of

the ocean.

Having set out a variety of criteria for the quality of SST measurements for climate

research and monitoring, I turn to considering how SST measurements are made.

1.3 The measurement of sea surface temperature
1.3.1 Traditional measurements

Measurements of the temperature of the sea have been collected by merchant and
military vessels for over a hundred years. Ship logs and have been analysed into
consistent data sets such as the Comprehensive Ocean-Atmosphere Data Set (COADS;
see Woodruff, 1987), the United Kingdom Meteorological Office Historical Sea Surface
Temperature data set (Parker, 1987; Parker et al., 1995), and the Global sea-Ice and Sea
Surface Temperature data set (Rayner et al., 1996). Such measurements are the essential

historical data on SST on which much oceanographic understanding rests.

Ships measurements are of bulk SST, being the temperature of the engine intake (most
common since ~1950) or of water collected in a bucket (which may or may not have
been insulated) lowered over the side of the ship. In recent decades, buoys, drifting and
moored, which record and relay regular measurements have added to the in situ
observations. Two issues of concern related to such data sets are accuracy and coverage.
Saur (1963) recognised the bias present in engine intake temperatures (~0.7 K warm)

relative to weather-station bucket temperatures, and the potential for a spurious trend in
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SSTs as a result of the changing mix of sources of data. In their review of the
uncertainties in global ocean surface heat flux climatologies derived from ship
observations, Gleckler and Weare (1997) conclude that the random error in a single ship

SST determination is ~1 K, and the systematic uncertainty ~0.5 K. (Their distinction is

that for a sample of n observations, the random error reduces by Jn , whereas, the

systematic error is unaffected.) They also highlight the unevenness of coverage of ship

and buoy SST measurements. In 30 years of observations from 1950 contributing to
COADS, many 2° x 2° regions in the north Atlantic and Pacific oceans were sampled

over 2500 times, whereas some similar regions in the Southern ocean were sampled

fewer than 20 times.

1.3.2 Satellite “measurements”

The main advantages of satellite “measurements” of SST over traditional measurements

are temporal and spatial coverage.

The synoptic view from space allows SST to be mapped globally
in regions where ships and in situ measuring devices are sparse
or nonexistent. Furthermore, the coverage can be complete and
frequent, enabling the motion of current eddies and meanders to
be studied in detail. (Njoku et al., 1985)

The main disadvantages are the indirectness of the measurement, and (in terms of
climate research) the short time satellite SSTs of scientifically useful accuracy (say
~0.5 K, on the basis of the various criteria in Section 1.2.3) have been available. The
polar orbiting satellite launched by the US National Oceanic and Atmospheric
Administration in June 1981, NOAA-7, was the first to carry an infrared radiometer
capable of 0.5 K accuracy (Llewellyn-Jones et al., 1984; McClain, et al., 1985). This was
the Advanced Very High Resolution Radiometer (AVHRR), which had channels at 3.7,
11 and 12 pm (in common with most of the AVHRRs on NOAA-n satellites since).

The process of inference of SST from satellite radiance measurements is an example of
“retrieval” of a geophysical quantity from remote observations. Satellite radiometers do
not measure SST in the same sense that buoy thermistors do: there is no one-to-one
correspondence between SST and radiance in the way that there is (or should be)
between SST and thermistor voltage. Instead, there are many variables that affect the

satellite radiance, such as atmospheric variables. The retrieved SST should be an
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estimate of the most likely SST given: (i) our a priori knowledge (about such things as
realistic distributions of SST, atmospheric variables, the physical dependence of the
observations on such variables, and instrumental noise); and (ii) the observations. [See
Rodgers (1997) for a fuller discussion of this Bayesian point of view of retrieval.] The
most appropriate algorithm (in the sense of mathematical procedure) by which this
estimate can be made depends on the degree of non-linearity of the problem (Rodgers,
1976). The computational simplicity of a linear algorithm makes it the first choice if it is
adequate to the task.

The simple trick of expressing radiometer measurements as brightness temperatures

allows SST to be obtained by the linear algorithm:

SSTretrieved = a0+ 2 a; Ti (1'6)

channels

that is, the retrieved SST is formed from a weighted sum of brightness temperatures T},

where the index i differentiates channels at different wavelengths (and, in the case of
ATSR, different look directions). Various “physical justifications” for this form exist in
the published literature (e.g., McMillin, 1975; Deschamps and Phulpin, 1980; McClain
etal., 1985). All of them take the non-linear equation of radiative transfer and
approximate it (at different stages in the derivation) by a first-order Taylor expansion.
The linear outcome should therefore be no surprise! The important point is that (1.6)

works in simulation and in practice over the range of temperatures encountered.

The coefﬁcients (agp, etc.) in (1.6) are found by reg;cssion of brightness temperatures and

corresponding SSTs [using equations derived in Chapter 3: (3.7) and (3.8)]. The data
used in the regression can be viewed as defining an a priori estimate (the mean SST)
with an error variance (the variance of the SST). These data consist either of observed
brightness temperatures and matched in sitie SST measurements (e.g., McClain et al.,
1985, for AVHRR) or brightness temperatures calculated for a variety of sea surface
temperatures and atmospheric states using a forward model (e.g., Zavody et al., 1995, for
ATSR). The relative merits of these approaches are discussed in Minnett (1990). His

discussion plus some additional points can be summarised as follows overleaf:
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Empirical data

Advantages: Real data
Takes account of instrument calibration automatically
Embodies true effects of atmosphere

Disadvantages: Satellite is sensitive to skin SST, but regressed to bulk (usually)
Spatial and temporal variability imply errors in matched data
Possibly limited number of matches available
Undetected cloud may cause error in coefficients
Calibration errors in in situ carried into retrievals
Unknown systematic errors in regions without in situ data
No insight into how retrievals can be improved

Modelled data
Advantages: Avoids all the disadvantages of using empirical data
Disadvantages: Requires accurate forward model (e.g., spectroscopic data)

Requires detailed instrument characteristics and calibration
Requires climatological data (model inputs)

Modelling, calibration and climatology errors affect retrievals
Skin (radiometric) SST retrievals difficult to validate

The fundamental disadvantage of the empirical approach is that it is difficult to assess
and unclear how to reduce retrieval errors. The first three disadvantages of the approach
based on physical modelling describe the greater effort involved in obtaining retrieval
coefficients this way. The modelling approach was adopted for ATSR by Zavody et al.
(1995), and a large part of this thesis is dedicated to removing the residual errors which
adversely affected the SSTs retrieved by ATSR using their original retrieval coefficients.
This thesis also includes the first application of a new approach to skin SST validation.
Thus, I tackle all the major challenges of the modelling approach.

For convenience, I will use in this thesis vector-matrix notation as follows: all vectors

will be column vectors, and appear as lower case bold type; all matrices appear as upper

case bold; and the transpose operator is | . Designating the estimate of SST as %, (1.6)

A I ] 7

where the inner vector product of the weighting coefficients, a, and the brightness

temperatures, y, achieves the summation written explicitly in (1.6). The symbol y is



26

chosen for the satellite observations for consistency with the retrieval literature, such as
Rodgers (1976 and 1990). At first it may seem counter to convention to put an ‘x’ on the
left hand side and a ‘y’ on the right hand side, but this practice has the merit of reminding
us that retrieval is an inverse problem—functionally, the observations, y, depend on the

geophysical parameters, x, of which SST is one element:

y = F(x,b) +¢ (1.8)

Here, F is the function which maps the geophysical parameters to the observations. F is
commonly called the “forward model”, and may be a numerical model or an analytical
representation of the relevant physical processes. The forward model usually
incorporates some model parameters, b (such as spectral line data or instrument
calibration parameters), as (1.8) makes explicit. The error € may include measurement
noise, the effect of errors in x and b propagated through F, and the effect of error in the

formulation of F.

One very simple, but useful, expression derived from (1.7) relates changes in y to
corresponding changes in retrieved SST. y — y + Ay implies a change in retrieved SST
of:

A% = a"Ay (1.9)

To evaluate the bias in SST retrievals caused by a change in a geophysical parameter x,,

oF
ox

one can use (1.9) with Ay = Ax, . This would apply, for example, to a study of the

n

effect on retrievals of a change in the concentration, x,,, of a radiatively active gas. To

evaluate the bias from mis-speciﬁcatior%a model parameter, b,, one can similarly use

oF
5-Abn-

n

(1.9) with Ay =
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14 The Along Track Scanning Radiometer on ERS-1

The ATSR is an imaging infrared radiometer designed to meet the following SST
retrieval objectives (Delderfield et al., 1986; Mason, 1991):

* retrieval of instantaneous SST, averaged over a 50 km square, to an absolute accuracy

of better than 0.25 K (16) with up to 80% cloud cover

* produce SST images with a pixel size of order 1 km, swath width of order 500 km,

and relative pixel-to-pixel accuracy of 0.25 K (1)

An instrument meeting these requirements would largely meet the accuracy and spatial
and temporal scale requirements of WCRP (1981) and TOGA (WCRP, 1985) mentioned
in Section 1.2.3. Assuming retrieval bias to be <0.1 K and night-time repeat coverage
every 3 days, the accuracy specified by OOSDP (1995) would also be met (Section
1.2.3).

The ATSR was launched on 17th July 1991, on the European Space Agency’s first
remote sensing satellite, ERS-1. ATSR has thermal infrared channels centred near
wavelengths of 3.7, 11 and 12 pm. The unprecedented design retrieval accuracy of ATSR
is achieved by three technical advances.

First, each location in the ATSR swath is viewed twice: first at ~55° to the vertical
(referred to as the forward view), and then about two minutes later at ~0° (the nadir
view). This capability improves correction for atmospheric absorption and emission of
thermal radiation. Dual angle viewing is achieved by a conical scanning mechanism. The
scan cone half angle is approximately 23.5°, and the cone axis is tilted from the vertical

at the same angle, so that the forward view is 47° from nadir along the sub-satellite

track. This corresponds to a zenith angle of ~55° for the forward-view pixels because of
the curvature of the Earth. The conical scanning is actually achieved by rotating an
inclined plane mirror, radiation from which is reflected onto an off-axis paraboloid
mirror, which focuses the radiation for the focal plane assembly. The field of view (FOV)
for nadir centre-swath pixels is 1 km by 1 km, but for forward centre-swath pixels is

1.6 km along-track by 2.8 km across-track (Mason, 1991).

Second, two on-board black-body targets provide calibration of the radiometer to a 36
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accuracy of 0.1 K throughout the mission lifetime, an exceptional radiometric accuracy
(Mason et al., 1996). These are both viewed in every scan, with no additional optical
components required, so that the whole optical chain is calibrated. In operation, the cold
black-body target has a temperature ~266 K (the temperature of the fore-optics
enclosure) and the hot, ~306 K (the temperature reached from constant heating). Thus
the range of clear-sky brightness temperatures likely to be observed is bracketed,
minimising the effect of detector non-linearity. The temperature of each target is
measured by six platinum resistance thermometers (PRTs), which should be accurate to
30 mK throughout the mission lifetime. A black-body target consists of an aluminium
cylinder with a conical base, all treated to have a surface emissivity very close to 1.0 at
the relevant infrared wavelengths. The emissivity of the targets has been both measured

and calculated (Mason, 1989), and the results are in Table 1.1.

Table 1.1: On-board calibration black-body emissivities

Channel / pm Emissivity

3.1 0.9985 £ 0.0010
11 0.9995 + 0.0003
12 0.9994 + 0.0003

Third, the focal plane assembly and detectors are cooled by an active Stirling cycle
cooler. Detector temperatures around ~90 K were achieved during the early years of the
mission. Consequently, the noise equivalent differential temperatures for 3.7, 11 and

12 um channels were approximately 0.04, 0.05 and 0.07 K (Zavody A. M., personal

communication, 1996).

ERS-1 is in a polar orbit of inclination 81.45° and altitude ~785 km. The exact orbit can

be arranged to repeat every 3, 35 or 176 days (with a 3 day sub-cycle).

Lastly, a note on terminology. The types of SST retrieval that feature most in this thesis
use the brightness temperatures observed in both forward and nadir looks—i.e., they are
“dual-view” retrievals. They may either use two or three spectral channels. Dual-view
two-channel retrievals are referred to as “dual-2” retrievals, and similarly, dual-view

three-channel retrievals are referred to as “dual-3" retrievals.
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Chapter 2 Physical modelling of brightness
temperatures

2.1 Requirement for physical modelling

A satellite-borne radiometer observing the Earth is sensitive to radiance which may
emanate from both the surface and the atmosphere. Usually, a radiometer observation is
expressed as a “brightness temperature” in kelvin. Were the sea surface a perfectly black
body viewed by the radiometer through a perfectly transparent atmosphere, the
brightness temperature would equal the sea surface temperature (SST). No wavelength
exists where such ideal conditions hold, so in practice satellite measurements of SST are
made using regions of the electromagnetic spectrum where the sea surface emissivity is
nearly unity (>0.95) and the atmosphere is relatively transparent (50 to 90% transmission
of surface emission to the top of atmosphere [TOA]). The inference of SST from
brightness temperatures observed by the along-track scanning radiometer (ATSR) is the
“retrieval” process which is the subject of this thesis. The approach adopted involves
physical modelling of the response of the ATSR to the radiation leaving the TOA, using a
radiative transfer model (RTM) and knowledge of the instrumental characteristics. In this
chapter I describe the RTM, highlighting the contributions I have made to its

development.

It is useful, first, to illustrate what is required of the RTM. The fractions of surface-
emitted radiation absorbed in a dry midlatitude and wet tropical atmosphere are plotted
between 3 and 15 um in Fig. 2.1. “Window” regions of relatively low absorption are
obvious around 3.7 pm and between 10 and 13 pm. In these window regions, the
atmosphere typically depresses the clear-sky brightness temperature by 1 to 20 K
compared to than the underlying SST (Harries et al., 1983). This temperature deficit is
wavelength dependent because the transmission from the surface to the satellite varies
with wavelength. It is this that allows correction of the effect of the atmosphere using
multi-wavelength observations (e.g., Deschamps and Phulpin, 1980). For a particular
wavelength the deficit depends on the vertical distribution of water vapour and aerosol,
and the profiles of pressure and temperature in the atmosphere—that is, on the
atmospheric state. For example, Fig. 2.1 shows that humid atmospheres are more
absorbing. The other factor which makes the observed brightness temperature lower than

the true SST is the non-unity emissivity of the sea surface. Sea surface emissivity, and
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comparing ATSR observations with RTM calculations using in situ measurements of the
surface and atmospheric state. However, errors in the measurement of the state would
dominate RTM errors and would limit the usefulness of any such exercise. Another
approach is comparison with other RTMs. However, the RTM used in this work is based
on the same spectroscopic data as other widely used RTMs [such as “GENLN2”,
Edwards (1992)], so this approach would also yield limited information about the RTM’s
true accuracy. I describe in Section 2.3.4 an exercise in which I updated all the spectral

line data used within the RTM. Calculated brightness temperatures changed by less than
+0.07 K for every channel, look and atmospheric state tested, and in most cases changes

were of order 0.01 K or less. This increases confidence in the RTM, but doesn’t really

allow one to assess forward model error.

Given the above, a pragmatic approach is simply to ensure that all the elements in the
RTM are based on the best current knowledge and practice. In this spirit, I have made a
number of improvements to the ATSR-specific RTM “inherited” at the start of this
research. These are described in Sections 2.3.1 to 2.3.3, after a introduction to the RTM
and radiative transfer in general in Section 2.2. The other aspect of the modelling of
brightness temperatures is the selection of surface and atmospheric states to which the

RTM is to be applied. This is described in Section 2.4.

2.2 RAL radiative transfer model

The RTM, developed at the Rutherford Appleton Laboratory, was used in defining the
original ATSR SST retrieval scheme and is described in Zavody et al. (1995). It performs

radiative transfer calculations at spectral intervals of 0.04 cm! and integrates the
absorption and emission in the atmosphere using intervals of about 10 hPa (the exact
value depends on the surface pressure). The usual simplifying assumptions are made:

(1) The atmospheric state varies with height, but not horizontally. (ii) Local
thermodynamic equilibrium is assumed, allowing use of the Planck function to calculate
the thermal emission of atmospheric gases. (iii) There is no downwelling radiance at the

top of the atmosphere (solar radiation is not modelled).

Consider the interactions of a slither of atmosphere with radiation of one wavelength as

illustrated in Fig. 2.2.
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I(z+dz) = I(z)(1-o.secO0dz) + B(T(z))o secb dz

/[ .

: T(z)

Fig. 2.2 Effect of slither of atmosphere on radiance upwelling at zenith angle 6.
Slither is at height z, has thickness dz, is at temperature T(z) and has a fractional

absorption per unit distance QL.

Assume the sky is free of clouds and neglect scattering processes. The atmospheric gases
and water vapour in this slither have a fractional absorption per unit distance of o. This is

the total absorption of all species in the slither, that is:

o = 2 o,p; (2.1)

absorbers
where o; is the mass absorption coefficient for the i species, and p ; is its density. (In
the case of water vapour, the density is also referred to as the absolute humidity.) The
distance travelled through the slither at angle to the vertical 0 is sec0.dz, and so the
radiance absorbed is o..sec8.dz. For a gas or vapour, the absorption and emission
coefficients are equal, so the thermal emission of the slither is B(7(z)).0..sec9.dz. B is the
Planck function:

(he)/(KAT) _

B(T) = 2hc* A7 (e )" 2.2)

with the units W m! sr’l.

The change in radiance across the layer is:

dl = -Iasec0dz + B(T(z))o.sec0dz (2.3)
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as can be seen from Fig. 2.2. By rearranging we recognise (2.3) as a first-order non-

homogeneous linear differential equation:

Z—i+lasece = BosecH (2.4)

which has the general solution (e.g., Kreysig, 1983):

1(z) = e"’(Z)Qe"@B(g)a(g)secedg +k)

h(z) = ja(C)sechC (2.5)
0

where { and § are auxiliary variables for integration, and the lower limits of integration
are arbitrary (different choices change the constant of integration, k). The boundary

condition required is that at the surface, chosen to be z=0, the radiance is 1. Putting

1(0)=I, in (2.5) fixes the constant of integration k=1, .

It is useful to introduce the transmission between any two points on the path, namely:

b
1(a, b) = exp(—jasec@dz] (2.6)

a

since this allows (2.5) to be expressed as:
Z
I(2) = 1,7(0,2) + j BE) o) sec01(&, z)dt 2.7
0

This is the expression evaluated in the RTM. The integration with respect to height is

approximated by a summation over ~100 levels, chosen such that the mass between each
level is equal (that is, they correspond to equal pressure decrements). First the absorption
o is calculated at each level by interpolation of precalculated values. (The look up tables
of absorption precalculated at reference values of temperature and pressure are discussed

in Section 2.3.4.) The transmission from each level to space and to ground follows by a
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numerical evaluation of (2.6). The Planck function for emission is found from (2.2) for

the temperature relevant to each level. The integral in (2.7) then follows.

The radiance at the surface, I, is comprised of the thermal emission at the sea surface

temperature plus any reflected downwelling radiance. The incident downwelling
radiance at the angle 0 is found in a similar manner to the upwelling atmospheric
radiance (the integral in (2.7), but from the TQA: to the surface). The thermal emission is
the product of the emissivity and the Planck function at the SST. My modifications to the
treatment of emissivity and reflection, based on work by Watts et al. (1996), are
described in Sections 2.3.1 and 2.3.2.

The TOA radiance is calculated at several thousand wavenumbers for each channel at

0.04 cm! spectral intervals. These are integrated across each channel using the
instrumental response characteristics illustrated for ATSR in Fig. 2.1. Finally, the

channel-weighted radiance is inverted to brightness temperature.

This brief description of the theory of radiative transfer and its embodiment in the RTM
has assumed a non-scattering atmosphere. Since retrievals are made for measurements

judged to be cloud free, scattering by cloud has been neglected. The real atmosphere also
contains tropospheric and stratospheric aerosols, which do scatter and are accounted for
in the RTM. My modifications to the RTM treatment of aerosol scattering are described

in Section 2.3.3.

23 Improvements to RTM

The most significant improvement to the RTM I have introduced relates to modelling the
absorption by atmospheric water vapour. This will be described in full in Chapter 4. This

section addresses other improvements.

2.3.1 Emissivity of the sea surface

The thermal emission of the sea surface is Bg, the product of the Planck function at the
SST with the emissivity, at a given wavelength. Emissivity in the RTM was previously
based on data for sea water from Masuda et al. (1988). More recently, Watts et al. (1996)

designed a parameterisation specifically for ATSR thermal channels. The two
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representations are contrasted in Table 2.1 and Fig. 2.3.

Table 2.1: Nadir sea surface emissivity and effect on brightness temperature

Thermal channel (m)

3.7 11 12
New emissivity: Watts et al. (1996) 0.9746 0.9927 0.9863
Original emissivity in RTM 0.9745 0.9920 0.9889
Effect of change: |AT| /K <0.01 <0.02 <0.05

The nadir sea surface emissivities tabulated in Table 2.1 agree closely, the largest
difference being the emissivity for the 12 pum channel, where the value given by Watts et
al. is 0.0026 lower. We can make a first order calculation of the effect this has on

brightness temperature by evaluating:

Ag\ 2\ k
AT = 'c(?)T e (2.8)

-1
This is derived from AT = Ae%(—aaLT) with %% found from (2.7) with Be substituted

for I, and %IT by differentiating the Planck function (2.2). Taking the values 1=0.5,

T=295 K, A=12 pum, €=0.9889 and Ae=-0.0026, the change in brightness temperature
comes to -0.09 K. This is a worst case value in that, firstly, I have chosen T to be near the
top of the observed range, and, secondly, the increase in reflected downwelling radiance
associated with a reduction in emissivity has been neglected. Inclusion of this latter
would almost halve the effect of the change in emissivity on the 12 pm brightness
temperature, hence the value of <0.05 K quoted in the bottom line of Table 2.1. The
effect of the change in emissivity parameterisation is therefore small for nadir brightness
temperatures in all channels. It is of greater importance in the forward view at high wind

speeds.
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Fig. 2.3 Original and updated (Watts et al., 1996) emissivity for ATSR radiative
transfer model, at 55° zenith angle against 10-m wind speed. The updated emissivity
is an effective emissivity for rough sea which includes radiation emitted and

subsequently reflected by another facet of the sea surface into the forward look

direction.

Emissivity of a plane water surface diminishes with increasing incidence angle. The
reduction is slow at angles less than 50° (1 to 2%), but becomes faster between 50° and

60° (4 to 7% at 60°). [Data from Bramson (1968).] The sea surface, however, is not
plane: the presence of waves means that the local normal to the surface is distributed
around the vertical. Cox and Munk (1954) found this distribution to be nearly Gaussian,
with a variance proportional to wind speed. The forward look angle (~55°) is at the
kneepoint of the curve of emissivity against angle —that is, the second derivative of
emissivity with respect to angle is significant and negative. Thus, the spread of angles
between the view-direction and the local normal characterising a rough sea reduces the
overall emissivity. As the spread of angles widens with wind speed, the emissivity
reduces further. This was the conclusion of Masuda et al. (1988), and is seen in the

original RTM emissivities plotted in Fig. 2.3. Watts et al. (1996) reached a similar
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conclusion, but took account of a further effect. The rough sea allows for emitted
radiation to be reflected by other facets of the surface into the view direction. Thus, the

effective emission is increased compared to what would be expected from the direct

emission alone. At wind speeds greater than 10 m s™!, the additional reflected radiation
more than compensates for the decrease in direct emission, which is the reason for the up

1

turn in the Watts parameterisation plotted in Fig. 2.3. At wind speeds of 15 m s™, the

difference in emissivity between the parameterisations is ~0.01 in all channels, and could

change calculated forward view brightness temperatures by a few tenths of kelvin.

Harris et al. (1994) investigated the effect of wind speed on sea surface temperature
retrieval under the assumption that the fall-off of emissivity based on Masuda et al.
(1988) is correct. They found that errors of up to 0.4 K could arise if wind speed were
not accounted for, and proposed to correct ATSR SSTs using a wind speed estimate from
the radar altimeter flying on the same satellite. The smaller variations in emissivity with
wind speed determined by Watts ez al. (1996) suggests this is unnecessary. An

| experimental test of Watts’ parameterisation is desirable, but I have not pursued the

question of sea surface emissivity any further in this thesis.

232 Reflection of downwelling radiance

The RTM originally adopted the usual assumption of specular reflection of downwelling
radiance at the sea surface. This is particularly convenient for radiative transfer
calculations, since quantities arising in the calculation of upwelling atmospheric
radiance can be reused in calculating the downwelling radiance (because the atmosphere
is assumed plane parallel). Specular reflection is appropriate where the sea surface is
nearly plane, that is, low wind conditions. With a roughened sea surface, the
downwelling radiance at the specular angle is reflected into a distribution of directions,
and likewise, downwelling radiance at other zenith angles is reflected into the view
angle. Since the sky radiance increases towards the horizon, the net effect can be an
-increase in radiance reflected into the view direction. The degree of this increase depends
on the roughness of the surface, the angular dependence of sky radiance and the view
angle itself. Watts et al. (1996) preserve the convenience of the specular assumption by
parameterising the deviations from specular reflection as an ‘enhancement factor’ which
multiplies the reflected radiance calculated under the specular assumption. This
enhancement factor is parameterised in terms of wind speed (to account for surface
roughness) and the surface to space atmospheric transmittance for the ATSR channel

(which is correlated with the angular dependence of sky radiance around the forward
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combustion or abrasion). Sea salt is the dominant constituent of marine tropospheric
aerosol, although Saharan dust can be carried many hundreds of kilometres across the
Atlantic Ocean and near populated landmasses anthropogenic aerosol can be significant.
As will be discussed in Chapter 3, gas-to-particle conversion in the stratosphere can lead
to an aerosol of sulphuric acid droplets following major volcanic eruptions. For a more
detailed review refer to Hobbs (1993) or d’ Almeida et al. (1991). The optical depths of
tropospheric and stratospheric aerosols at infrared wavelengths relevant to SST retrieval
tend to be less than 0.05. Optical depth, §, due to aerosol along the atmospheric path a to
b is defined as:

b
8 = [o,dz (2.9)

where o, is an “extinction coefficient” which accounts for scattering out of the path

direction and absorption by aerosol. The extinction coefficient plays a similar role to the
gas absorption coefficient, o in (2.6), in calculating transmission. With aerosol present,

(2.6) becomes:

b
(a, b) = exp[—j(a + ce)secedz} (2.10)

a

Since ¢, accounts for absorption and scattering, it can be written as a sum of absorption

and scattering coefficients with an obvious notation:

G, = 0,+0; (2.11)

Thermal emission of the aerosol along the path is accounted for by replacing o with

o+o, in (2.7).

Eq. (2.10) accounts for scattering of radiation out of the satellite view direction by
aerosol, but takes no account of the radiation upwelling in other directions which is
scattered in to that direction. A full treatment of scattering would involve calculation of
the angular distribution of radiation at all heights and integration over the function

describing the strength of scattering through different angles (the “phase function’). This
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would be an unwelcome and excessive computational expense. To avoid this, the RTM
originally neglected scattering into the look direction and used (2.10) as given above,
thereby underestimating the radiance observed at the satellite. I have incorporated
scattering into the look direction by a very simple means, the idea for which arose out of
discussions with P. D. Watts. The idea uses the “asymmetry parameter”, g, which is
commonly tabulated along with extinction and absorption coefficients (e.g., Shettle and
Fenn, 1979). The asymmetry parameter is related to the scattering phase function, and is
1 in the hypothetical case of scattering being perfectly forward, is O if scattering is

isotropic, and is -1 if scattering is perfectly backward.

The argument runs as follows. First, consider hypothetical aerosol which scatters
radiation exactly backwards: g=-1. The only scattering into the satellite look direction is
backscattered downwelling radiation. In the stratosphere, downwelling radiance is
completely negligible, and the original RTM assumption is fully justified. In the lower
troposphere, downwelling radiance is typically 5 to 40% of upwelling radiance at
infrared window wavelengths. Thus, only a small fraction of the attenuation of upwelling
radiance by the tropospheric aerosol is balanced by backscattering of downwelling
radiance. The original RTM assumption remains reasonable, though not exact. Second,
consider the other extreme of g=1, scattering perfectly forward. Scattering then has no
effect on the radiance. The original RTM assumption is then inappropriate: instead of

(2.10), the correct assumption would be:

b
(a, b) = exp(— j (o + ca)secedzj (2.12)

a

since only the absorption behaviour of the aerosol matters. These extreme cases make

plausible the use of the following formulation:

Opet = O¢— gizl—)(ce = Ga)
b
T(a, b) = exp (—J.((x +0,,,)sec de] (2.13)

a

which gives the original assumption (2.10) in the case of g=-1, and (2.12) when g=1, as
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required. This is now incorporated in the RTM. This approximation is as accurate as the
“two stream” approximation (Liou, 1992) for 8 << 0. 1 (comparing the results of the
modified RTM with full and two stream calculations of P. D. Watts, personal
communication, 1998). For stratospheric and maritime tropospheric aerosols, the typical
range of asymmetry is 0.1 < g < 0.7. Use of the new formulation makes a significant

difference to the effect on brightness temperature of stratospheric aerosols.

2.34 Updated spectral line parameters

The opportunity to update the spectral line parameters used in the RTM came too late for
the development of the retrieval scheme. However, as described below, it is found that

the update makes negligible difference to calculated brightness temperatures.

Zavody et al. (1995) originally obtained parameters for spectral line strength,
temperature dependence and pressure-broadening from the HITRAN database of
Rothman et al. (1987). These were used to create look-up tables of absorption at certain

reference values of temperature and pressure at every wavenumber required to span the

ATSR channels at 0.04 cm’! intervals. The RTM interpolates these look-up tables as
required, which is considerably faster than performing full line-by-line calculations. One
look-up table was created for water vapour and another for all other gases considered:
carbon dioxide, nitrogen, ozone, nitric acid, ammonia, carbonil sulphide, nitrous oxide,
methane, trichlorofluoromethane and dichlorodifluoromethane. [Saunders and Edwards
(1989) describe the relevance of these and other gases to atmospheric absorption in the
window regions.] Creating the latter “mixed gases” table involved making assumptions
about the mixing ratio of each gas at each reference pressure. The mixing ratios were
based on data from a variety of sources from the 1970s and 1980s. See Zavody et al.
(1995) for details.

I created an updated pair of look up tables that are different in two ways. First, they are
based on the 1996 update to the HITRAN database (HITRAN96, see http://
www.hitran.com:80/), thus incorporating recent improvements in spectroscopic
knowledge. (Paul Morris of the University of Oxford converted the HITRAN96 spectral
line parameters into absorptivities at the relevant pressures, temperatures and
wavenumbers for each gas, using the Reference Forward Model being developed there.)

Second, the mixed gas look up table is based on 1991 values of trace gas concentration
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and includes additional gases: hydrochloric acid, ethane and carbonic acid. The largest
differences in tabulated absorption between the original and updated mixed gas table
arose from the revised concentrations of carbon dioxide (355 instead of 330 ppmv,
Watson et al., 1992), methane (1.7 instead of 1.6 ppmv, Dlugokencky et al., 1994) and
CFCs (data obtained from http://cdiac.esd.ornl.gov/trends/trends.htm), and from changes
to the spectroscopy of the nitrogen continuum near 3.7 pm (noted by inspection of the

results).

Comparisons of the brightness temperatures calculated by the RTM using original and
updated look up tables shows only negligible differences. The update to the water vapour
table affects 3.7 pim brightness temperatures most, with a maximum change of +19 mK
for an extremely wet atmosphere in the forward look direction. The 3.7 pm brightness
temperatures were also those most affected by the update to the mixed gas table, with an
average change of -32 mK in nadir view (-66 mK in forward view). Using (1.9), the
calculated differences in brightness temperature would affect retrieved SSTs by 0.03 K

or less.

24 Surface and atmospheric data

The RTM simulates ATSR brightness temperatures for a particular state of the sea
surface and atmosphere. Adopting the nomenclature of Rodgers (1990), the RTM
performs the forward calculation y=F(x, b), where x is a vector of variables describing
the sea surface and atmosphere, b contains all other parameters in the model (such as
instrument characteristics or absorption coefficients), and y is the calculated (noise-free)
vector of brightness temperatures. The function F represents the output of the RTM

given x and b. The vector x is referred to as the “state”.

The work described in later chapters focuses on how best one particular element of the
state, the SST, may be deduced from observations. The retrieval scheme is developed
using a set of states and associated brightness temperatures. An appropriate choice of
states is required for the retrieval scheme to be successful. This section describes the

choice made.

Two sources of atmospheric state data are available: soundings (i situ radiosonde

measurements of pressure, temperature and humidity at a range of heights) and re-
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Fig. 2.5 shows the geographical distribution of the soundings to be unsatisfactory. Most
soundings are in coastal regions, and there is a glaring absence of data in the Pacific.
Whilst more soundings from island locations in the Pacific could in principle have been

obtained, the coastal bias would remain.

The use of global re-analysis products overcomes the problem of geographical
distribution. In addition, surface variables are associated with the atmospheric profiles
for each gridpoint and time, avoiding the need to make assumptions about air-sea
temperature difference and wind speed. I obtained European Centre for Medium-range
Weather Forecasting Re-Analysis (ERA) data from the British Atmospheric Data Centre
(BADC). (See, for example, Gibson et al., 1996, for an account of the ERA project.) In
addition to sounding data, the re-analysis assimilates weather station reports, satellite
radiances and cloud-winds, ship and buoy observations, and aircraft data. Much effort

has been made at ECMWEF to correct biases in data, including radiosonde data. The
model has a horizontal resolution of about 2° (depending which aspect is considered),

has 31 vertical atmospheric levels, and an analysis time step of six hours.

To form a set of states, I select gridded initialised ERA products for four months
(October 1991, January 1992, April 1992 and August 1992) for each of four dates and
times (the 1st at 0000 h, 7th at 1200 h, 15th at 0600 h and 23rd at 1800 h). These
products come on a 2.5° grid at 16 pressure levels and 6 hour intervals. At each point on
the latitude-longitude grid, I specify the state using the skin temperature, sea level
pressure, 10-m wind speed, 2-m air temperature and dew-point, and profile of
temperature and relative humidity at each of the 16 pressure levels between 1000 and
10 hPa. Only points over ocean are used. The ERA 2.5° grid is further sub-sampled to a
basic interval of 15°, but using greater intervals of longitude at high latitudes to give
approximate equal area weighting. Since ATSR measures SST under clear skies only, I
attempt to exclude states which are predominantly cloudy by requiring that the relative
humidity be <95% for all levels. States are also excluded if the skin temperature is less
than 271.35 K, representing ice cover on the sea surface. In addition, I observed that in
regions of strong horizontal advection, relative humidity for some levels in the
troposphere is occasionally given as 0%; such cases I also exclude as unrealistic. The
resulting data set consists of 1358 atmospheric states. All oceanic regions, seasons, and

synoptic times are represented, with the associated variations in all variables, including
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Hoyler, 1993). Zavody et al. included ASTDs of £2.0 and +4.0 K at all latitudes,
although such extremes would be unlikely in many regions, particularly away from
coasts. An advantage of using ERA data is that ASTDs appropriate to each region are
used. The difference between the clear-sky brightness temperature and SST for a
particular channel and state varies principally with the amount of water vapour present
and the difference in temperature between the sea surface and the absorbing constituents
in the atmosphere. This is illustrated in Fig. 2.7d, where the 11 pm nadir temperature
deficits calculated for the data set are plotted as functions of ASTD and TPW. (The data

points shown are average deficits for profiles falling into bins 10 kg m2 and 1 K wide.
The average deficit was only calculated for bins with more than 30 associated profiles.)
Increased water vapour in the atmosphere increases the deficit of the brightness
temperature below the SST because of increased absorption. Cooler atmospheres
(relative to the SST) are associated with increased temperature deficits because their
atmospheric thermal emission is smaller. [May and Hoyler (1993), argue for a strong

correlation of surface air mean tropospheric temperature.]

The assumptions made about the profile of tropospheric aerosols in the radiative transfer
calculations are described in Chapter 5. The need to account for stratospheric aerosol and
the means by which its effects on SST retrievals can be minimised are the subject of
Chapter 3.
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Fig. 2.7 Characteristics of data set of surface and atmospheric states and calculated

brightness temperatures.
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Chapter 3 Aerosol robust retrievals of sea surface
temperature

31 Effect of stratospheric aerosols on brightness temperatures

Major volcanic eruptions can increase the stratospheric aerosol mass loading by tenfold
or more over background levels, the three most recent events of this magnitude being the
eruptions of Agung in 1963, El Chichon in 1982 and Pinatubo in 1991 (McCormick et
al., 1993). Lesser eruptions can increase the mass loading less dramatically, but still
significantly. After injection into the stratosphere, the volcanic matter chemically
evolves, is dispersed zonally and meridionally, and undergoes sedimentation.
McCormick and Veiga (1992) found that within three weeks of the Pinatubo eruption the
plume had encircled the earth, most of the mass being in the band between 10°S and
30°N and at heights of 20 to 25 km. At this stage, the “fresh” plume consisted of sulphur
dioxide gas, crustal particles and the first droplets produced by conversion of sulphur
dioxide to sulphuric acid, which occurred with a characteristic time scale of ~35 days
(Bluth et al., 1992). The stratospheric aerosol dispersed poleward over a time scale of a
few months to 1 year (Trepte et al., 1993), with the total stratospheric aerosol mass
loading decreasing by sedimentation from a maximum in September 1991 to pre-
eruption levels by October 1993 (Baran and Foot, 1994). A “background” sulphuric acid

aerosol may persist in the stratosphere without volcanic input (Hamill et al., 1997).

Thus, we may characterise stratospheric aerosols as broadly of three types: “fresh
volcanic”, typical of the plume shortly after the eruption, with a lifetime of order one
month and whose distribution is relatively localised; “aged volcanic aerosol”, which may
disperse round the globe and has a lifetime of order one year; and “background aerosol”,
present several years after any major eruptions. Differences in chemical composition and
particle size distribution between these types give rise to distinct infrared radiative

characteristics.

Stratospheric aerosol interacts with upwelling terrestrial infrared radiation by absorption
and scattering, and also emits its own thermal radiation. The stratospheric aerosol layer
is optically thin: Baran and Foot (1994) calculated that the transmission through a layer
of stratospheric aerosol representing the fresh Pinatubo plume to be 0.99 at 12 um,
corresponding to an optical thickness of 0.01, and Lambert et al. (1993) estimated from
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infrared limb-sounding measurements that in November 1991 the global mean optical
thickness at 12.1 pm was 0.0055. Consequently, there is a near-linear relationship
between the optical depth of stratospheric aerosol and the depression of brightness
temperature observed by ATSR. This is illustrated in Fig. 3.1(a) for “aged volcanic”
aerosols and calculated brightness temperature deficit in the 3.7 um channel, nadir view.
The ordinate of each point corresponds to the difference between brightness
temperatures calculated with and without stratospheric aerosol present for a single
atmospheric and surface state. Differing of stratospheric aerosol loads are randomly

allocated to the states, and give rise to the optical thickness in the 12 pwm channel nadir

view, T;,, plotted on the abscissa. The radiance absorbed and scattered by the aerosol is

proportional to both the amount of aerosol and the upwelling radiance. The latter is
largely determined by the surface temperature and contributes to the scatter of points.
Similar effects are apparent in Fig. 3.1(b) and (c), where the temperature deficit for the
11 pm channel (nadir view) and 12 pm channel (forward view) respectively are plotted.
Variations in surface temperature affect the radiance in all channels, so when the
temperature deficits are plotted against the 12 pm (nadir) temperature deficit [Fig. 3.1(d)
to ()], the points lie more tightly on a straight line. The residual scatter around the best
fit straight line through the points in Fig. 3.1(d) is 8%, and is less than 1% for (e) and (f).
The residual is greatest for the 3.7 um channel because of the considerably steeper
Planck function dependence of radiance on temperature at this wavelength. Most of the
8% scatter in Fig. 3.1(d) is associated with high latitude states with low SSTs; for states
with SSTs greater than 285 K, the corresponding scatter is 3%. Similar results apply for
the channels and views not shown, and for fresh volcanic and background aerosols. The
technique I develop later in this Chapter for finding aerosol-robust SST coefficients is
based on this nearly proportional relationship between temperature deficits in different

channels.
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y—oy+cdk 3.1

Here the vector k represents the mode of variation for the aerosol type in question, 0 is
the aerosol optical depth (capturing the principal dependence of the temperature deficits)

and c is nearly constant (it depends weakly on the upwelling radiance). Table 1 gives the

global average values of k and c.

Table 3.1: Descriptors of the effect of stratospheric aerosol on brightness

temperatures
Fresh volcanic Aged volcanic Background
Centre of swath
-186 -166 -329
k 37n 0.091 0.091 0.343
37f 0.159 0.158 0.592
I1n 0.403 0.392 0.337
11f 0.689 0.669 0.573
12n 0.291 0.307 0.153
12 f 0.495 0.521 0.259
Edge of swath
-182 -162 -322
k 37n 0.100 0.100 0.376
371 0.153 0.152 0.570
11n 0.442 0.430 0.370
11f 0.664 0.645 0.553
12n 0.319 0.337 0.167
12 f 0.478 0.503 0.250

For the meaning of ¢ and k see main body of text. ‘3.7 n’ indicates the term in k
corresponding to the 3.7 pm channel nadir view, ‘3.7 f* to 3.7 um channel forward
view, etc.
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3.2 Effect of stratospheric aerosol on SST retrieval
The mathematics derived in the rest of this chapter is a specific application of textbook
linear algebra (matrix calculus, regression, and constrained regression), and in that sense
is not original. Nonetheless, I have drawn together the various mathematical elements
from disparate sources into a coherent analysis, and derived for myself many of the

relationships, although no doubt these existed long before in other contexts somewhere

in the scientific and mathematical literature.

3.2.1 Preliminaries

As introduced in Chapter 1 (1.7), sea surface temperature is retrieved from ATSR

brightness temperatures using a linear equation of the form:
A T
X =ay+ay (3.2)

It is useful at this stage to derive general expressions for the bias and variance of
retrievals using an arbitrary set of coefficients (ap,a). Bias is the expectation of (% —x),

i.e., is the difference between the retrieval and truth.
(2-x) = (a0+aTy—x) = a0+aTS'—i: (3.3)

where (Q) represents the expectation of Q, and an overbar indicates a population mean
(or estimate of population mean from a sample). The error variance is the expectation of

the square of the difference between retrieval and truth having subtracted bias:

((B-x= (2= (3.4)

2
By substituting (3.2) and (3.3) into (3.4), and noting that (uTv) = uTvau , this can be

expanded as follows:
N N - T2
(3-x-(2-2)")= (@' y-x+%a'y))

2 T_.T T T 2 T T _

=(X+ayya+ayy a+x —2a yx+2a yx
T T. - T T

—2a yx+2a yx—2xx-2a yy a)
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2 2 T, T __T T,— __
=(x"-X)+a (yy -¥y¥ )a—-2a (yx-yx)

This can be rewritten using covariances, defined as:

2 2
S = (x7=X7)

Syy = (¥ -57) (3.5)
in its final form:

0'§ = ((A-x- (i—x))z) = sxx+aTSyya—2aTsxy (3.6)
where G, is the retrieval error standard deviation.

Equations (3.3) and (3.6) apply for arbitrary coefficients. The first use to which I will put
them is the derivation of zero-bias, minimum-variance coefficients, given a set of SSTs
and corresponding observations with covariances characterized by (3.5). Note that at this
stage, I assume that the observations (whether real or simulated) are for the case of no
stratospheric aerosol present. The minimum-variance solution for a is found by

differentiating (3.6) with respect to a and setting equal to zero:

%(sxx +a'S,a-2a's,)) = 25, a-2s, =0 3.7)
=a = S)8,, (3.8)

and the requirement for zero bias is

ay = i—aTy 3.9)

The retrieval variance using these minimum-variance coefficients is found by

substituting for a in (3.6):
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2 To-1

% = Syx—Spy SyySey (3.10)
These are, of course, the familiar ordinary least squares formulae. Eq. (3.10) illustrates
the Bayesian view of the linear retrieval process. Before the observations are made, the a

priori knowledge of the SST (as embodied in the regression data) has variance s,,. Given

the observations (by applying the retrieval coefficients), the variance of the estimate of

SST is reduced by the subtraction of s xyTS;;s xy to the a posteriori value.

Formulae similar to (3.7) and (3.9) were used to derive coefficients for SST retrieval
from ATSR prior to launch by Zavody et al. (1995), using ‘observations’, y, from
radiative transfer modelling. The only difference was the recognition that real
observations are in fact subject to random noise (e.g., from thermal noise in detectors and
digitization errors) not present in the modelled observations. Such noise can be

accounted for by replacing y with y+e in (3.5), where y is the error-free observation, and

e is a vector of random errors (of the same rank as y and with (e) = 0). Then:

. T T T
Syy = ((y+e)(y+e) —§¥ ) = Sy, +ee (3.11)

and Syy' is substituted for Syy in (3.6) and (3.7). Zavody et al. assumed that the random

noise was uncorrelated between channels, so that eeT was diagonal. For simplicity, the
distinction between use of S,.' and S, will not be maintained in equations developed

hereafter; adaptation of an equation to include the effect of observation noise will always

simply be a matter of the substitution of the former for the latter.

Having derived in a general way the equations used to choose the prelaunch retrieval
coefficients, I turn now to the effect of the stratospheric aerosol from the Pinatubo

eruption on retrievals using those coefficients.

3.2.2 Predicted effects of Pinatubo aerosol

Radiative transfer calculations described in Zavody et al. (1995) were carried out to
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derive the prelaunch retrieval coefficients assuming that the aerosol loading in the
stratosphere was negligible. This assumption was rendered false by the eruption of
Pinatubo shortly before launch. The mean bias arising from the presence of the

stratospheric aerosol can be found from (3.1) and (3.3), and is
A T—== - T _ = T
A% = ay+a (y+cOk)-X—(ap+a §-X) = cda k (3.12)

This could also be seen immediately by applying (3.1) to (1.9). Likewise, the retrieval

error variance is increased, by an amount [using (3.6)]:

2

T, «aerosol T T T
Aoy = sxx+al (Syy )a-2a sxy—(sxx+a Syya—2a Sry)
T ,qaeroso
=a(Syy  -Sya

aerosol
S

vy represents the fact that stratospheric aerosol may affect the covariance of

aerosol

observations when present. To evaluate Syy , use (3.5) with y + ¢k substituted

fory:

S;‘;"’s"l = ((y + c8k)(y + c8k) T ~ (y + cOk)(y + CSR)T)
= 8, +c’kk (8"~ §")

= S, +c’kk g5 (3.13)

This assumes that the observations that would pertain in the absence of aerosol are

uncorrelated with aerosol optical depth. It shows that a uniform layer of stratospheric

aerosol (for which sg5 = 0) would have no effect on the covariance of the observations.
Variations in the optical depth of aerosol, on the other hand, add a term which is
analogous to the noise in (3.11); the covariance structure of this aerosol “noise” between

channels is represented by kk" (which will not be diagonal), and the amplitude of this

: 2 . : : : :
“noise” by c¢”sg5. The expression for the increase in retrieval error variance finally

becomes:

2 2 T -1 To-1
Aci =cC Ssssxysyykk Syysxy

2
= c’s55(a'k) (3.14)
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From (3.12) and (3.14) we see that the sensitivity of retrievals using coefficients a—in

terms of both bias and retrieval error—is determined by a'k . Evaluation of c8a "k fora

given aerosol optical depth for different retrieval coefficients and aerosol types permits

the sensitivities to be compared. If aTk is small, the coefficients are described as

“aerosol robust”. Table 3.2 list values of cda"k for the prelaunch retrieval coefficients of
Zavody et al. (1995), for 8=0.01 in the 12 pm channel (a typical value for the
stratospheric aerosol optical depth in the months after a major eruption, but an order of

magnitude greater than the background value).

Table 3.2: Robustness of pre-launch average SST coefficients

SST deficit (for optical depth =0.01) / K

Algorithm Fresh volcanic .  Aged volcanic Background

Global Dual3  -0.19 -0.15 -0.45
Dual2  -045 -0.38 -0.77

High Dual3  -0.01 -0.01 -0.04
Dual2  -0.22 -0.19 -0.40

Mid Dual3  -0.19 -0.15 -0.40
Dual2  -048 -0.40 -0.79

Tropical Dual 3 -0.15 -0.11 -0.29
Dual2  -0.99 -0.82 -1.73

Results are given for centre swath coefficients. ‘Dual 3’ indicates a dual-look 3-channe]
algorithm, ‘Dual 2’ a dual-look 2-channel algorithm. ‘High’ indicates coefficients

designed for use in high latitudes (>50° N or S), ‘Mid’ indicates mid latitudes (25 to
50°N or S) and ‘Tropical’ indicates latitudes less than 25°.

Of the prelaunch coefficients, those that give the greatest degree of robustness to any
given type of aerosol are for dual-3 retrieval of SST. All the coefficients give retrievals

which are biased negative by the presence of stratospheric aerosol to different degrees,
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depending on their robustness. Worth highlighting are the values of ¢da"k for the
tropical coefficients and aged volcanic aerosol. Routine data collection by ATSR
commenced about 3 months after the Pinatubo eruption. At this stage, the stratospheric
aerosol was still largely confined to the equatorial regions, and the type of aerosol would
best be described as “aged volcanic”. The data in Table 3.2 suggest that under those
circumstances, we might expect significant negative bias in dual-2 SSTs, and bias about
seven times smaller in dual-3 SSTs. Thus, we expect both an absolute bias (in either
dual-2 or dual-3 SSTs compared to truth), and a relative bias (between the SSTs from
dual-3 and dual-2 coefficients when applied to night time data [the comparison cannot be
done for day time data because of solar contamination of the 3.7 um channel]). Both

these expectations turn out to be correct.

3.2.3 Observed effects of Pinatubo aerosol

Evidence for absolute bias in SST retrieval from the Pinatubo aerosol is shown in the
colour Plate 1. This shows the time series of the difference between the ATSR dual-2
SSTs and the SSTs from the NOAA operational analysis (OA) (Reynolds, 1998). The
OA SSTs are derived on a monthly basis from a blend of satellite and in situ
measurements, and are accurate to 0.5 K in regions within 20° latitude of the equator.
Clearly visible above this noise is a bias of order -1.5 to -2.0 K in tropical regions in
1991 and 1992. If caused solely by aged volcanic stratospheric aerosol, this would be
consistent with 12 um optical depth ~0.02.

Plate 2 (top) demonstrates the existence of relative bias between ATSR dual-3 and dual-2
SSTs for the first 35 days’ routine data. A band of bias straddles the equator, with dual-2
SSTs being of order 1.5 K cooler than dual-3 SSTs, as expected given the apparent

12 pm optical depth of order 0.02. Although the sensitivity of dual-3 retrievals is much
less than that of dual-2 retrievals, (3.12) predicts that dual-3 SST's are nonetheless
absolutely biased by about 0.2 K. In Plate 2 (bottom), the relative bias is less negative at
the equator, but has spread poleward. This image uses data obtained 7 months later than
the top image, and the changes in relative bias reflect the changes in the optical depth and
geographical distribution of stratospheric aerosol over that time. It is also possible that
changes in the size distribution and composition of the aerosol over this time will have
begun to make the aerosol effects on ATSR brightness temperatures less like the

modelled “aged volcanic” mode and more like the “background” mode described in
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Table 3.1. The extent to which such a change has occurred cannot be deduced from the

distribution of bias.

Observations such as these demonstrate that SSTs derived with the prelaunch retrieval
scheme were failing to match the ATSR design accuracy. The errors from aerosol were
smallest for dual-3 SSTs, but the sudden failure of the 3.7 pm channel on the 27th May
1991 precludes the use of these coefficients thereafter. Thus, ATSR SST records based
on the prelaunch retrieval scheme not only display a spurious warming trend in global
SST (of several tenths of a degree kelvin per year) as the stratospheric aerosol loading
diminishes, but display a discontinuity in global SST at the time of the 3.7 pm channel
failure (since thereafter both night and day SSTs use dual-2 coefficients). These

deficiencies seriously compromise use of the ATSR SST record in climate research.

3.3 Aerosol robust coefficients of Brown et al. (1997)

Brown et al. (1997) developed dual-look ATSR SST coefficients which they assessed to
be robust to the effects of stratospheric aerosol to within +0.08 K under a wide range of
aerosol loadings. The purpose of this section is to review and understand how they
achieved this, and to highlight the points at which their approach has been superseded by
the theory developed in Section 3.4.

The approach taken by Brown et al. (1997) to deriving their SST coefficients differs in
one respect from the method by which Zavody et al. (1995) derived the prelaunch SST
coefficients. Whereas the latter assumed the stratosphere to be aerosol free, Brown et al.
assumed a range of stratospheric aerosol optical depths. For each surface and
atmospheric state, they calculated brightness temperatures for a 12 pm optical depth of
0.0, 0.005 and 0.01. All these brightness temperatures were then included in a linear
regression of the form given by (3.7) and (3.9) (the same as that used by Zavody et al.).

The reduction in sensitivity of retrieved SST's to aerosol this gave is evident in Table 3.3

compared to Table 3.2: |c83Tk| for 8=0.01 of aged volcanic aerosol is less than or equal
to 0.03 K for all sets of coefficients, an order of magnitude decrease from the sensitivity
of the prelaunch coefficients. The sensitivity with respect to fresh volcanic aerosol is

similar (because the corresponding effect of brightness temperatures is similar). The

sensitivity with respect to background aerosol is less good, with |c8aTk| for 6=0.01 up
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to 0.17 K. 8=0.01 is probably unrealistically large for background aerosol, but this
sensitivity is still undesirable given that it is not known at what age (and therefore, at
what optical depth) the assumption of background aerosol becomes more realistic than
the assumption of aged aerosol. The coefficients of Brown et al. (1997) do represent a
considerable improvement over Zavody et al. (1995), and, %sgards aerosol-related
effects, would suffice for nearly every oceanographic purpose: the aerosol-related

residual bias is unacceptable only in the context of climate change detection in that it

could be associated with an artefactual trend in SST retrieval greater than 0.1 K decade™l.

Table 3.3: Robustness of Brown coefficients

SST deficit (for optical thickness =0.01) / K

Algorithm Fresh volcanic Aged volcanic Background
High Dual3  -0.01 -0.01 -0.02
Dual2  -0.01 -0.01 0.00
Mid Dual3  -0.04 -0.03 -0.02
Dual 2 0.03 0.01 0.17
Tropical Dual3  -0.04 -0.02 -0.07
Dual 2 0.01 -0.02 0.13

Results are given for centre swath algorithms. ‘Dual 3’ indicates a dual-look 3-channel
algorithm, etc. ‘High” indicates an algorithm designed for use in high latitudes, etc.

Brown et al. (1997) derived their aerosol robust coefficients by treating stratospheric
aerosol as just another variable atmospheric absorber. Whilst this is a reasonable
approaéh which has given good results, it has various methodological shortcomings.
First, there is no means of knowing or controlling a priori what degree of robustness will
be achieved. (If, for a given assumed range of aerosol, the coefficients turn out to be
insufficiently robust, one can extend the range of aerosol modelled arbitrarily in the hope
that the next set of coefficients will be acceptable.) Second, the method introduces a bias
in SSTs obtained in the absence of aerosol (demonstrated below). Third, the amount of

radiative transfer calculation required can quickly become excessive if a range of aerosol
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loadings and types are to be included (since brightness temperatures are calculated for
every combination). Fourth, the approach is opaque; it gives no insight into how aerosol
robustness has been achieved. All of these points stem from the fact that Brown et al. did
not pursue the analysis of the effect stratospheric aerosols have on brightness
temperatures (observations) before considering the effect they have on SSTs (retrievals).
The validity of the linear approximation [equation (3.1)] was missed, and the quantitative

insight into the aerosol biases given in Section 3.2.2 was therefore not developed.

The approach of Brown et al. (1997), in which a selection of aerosol optical depths are

included in the regression data, is equivalent to replacing (3.7) and (3.9) with:

-1
a = (S5 s,y (3.15)
a, = X-a' (y + cdk) (3.16)
where S;;m“’l =8, + czkkTsss , and the values of optical depth used give

555 = 0.00652 and & = 0.005. Thus, the no-aerosol bias mentioned above (the second

shortcoming) equals cSaTk. This turns out to be negligible at -0.01 K. But this might

not have been the case, and it is only with this analysis that it has been quantified.

34 New method for deriving aerosol robust coefficients

Having expressed the aerosol bias as (3.12), the requirement for a strictly robust set of

retrieval coefficients becomes plain:
ak=0 3.17)

This must hold for each mode, k, for which strict robustness is required. Putting the

required modes into a matrix of column vectors, K, (3.17) becomes:
Ka=0 (3.18)

where the ordering is chosen such that the zero vector, 0, is a column vector according to

the chosen convention. (3.18) expresses the constraint(s) required to be placed on the
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retrieval coefficients. Coefficients satisfying these constraints can be chosen by solving
the minimisation on the left hand side of (3.7) simultaneously with the constraint
equation. This must be achieved by the textbook method of Lagrange multipliers (e.g.,
Menke, 1989), since (3.18) cannot be rearranged to give an explicit expression for a.
Briefly, to minimise a function E with respect to the variables in vector v subject to the

constraint implicit in the function @, the Lagrange method is to solve:

9 _
a—v-(E+7ch) =0

¢=0 (3.19)
In this case, this corresponds to:
2 (Fot+ A& ) = 0 (3.20)
da\2 *
KTa =0

since the function required to be minimised is the retrieval variance. The pre-multiplying

constant of % is arbitrary and chosen for convenience. A is a vector of Lagrange

multipliers, one element for each constraint. Using (3.6) and (3.7) this becomes:

Sy%a—sxy+KA =0 (3.21)
Ka=20

Pre-multiplying the first line by KTs;;, and substituting the second line gives:

T-1 Ta—1 _ 3.22
-K'S;,s,, +K' S KA =0 (3.22)

Ta-1yr"1, To-1
=>A=(K Sny) K Syysxy

Substituting this value of A into (3.21) finally yields:
-1 Ta-14-\"14 To-1
a =S, [1-K(K'S, /K) KS,Is,, (3.23)

which, with (3.8), defines coefficients which are orthogonal to the specified aerosol

modes—i.e., are fully aerosol robust in a mathematical sense to all the types of aerosol
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incorporated into the matrix K.

aevvsol modes
This benefit of full orthogonality to the required[comes at a cost: the SST retrieval error

variance under aerosol-free conditions is increased compared to that obtained by non-
robust coefficients based on the same data [given by (3.9)]. The retrieval error variance

for robust coefficients is, by substitution of (3.23) into (3.6):

Ll ]

To-1 Ta-14-v 1y, To-1
= Sy —Syy Sy [1-K(K'S, K) K'S. Is,, (3.24)
and thus the retrieval error variance has been increased by an amount:

2 — T -1 -1 -1
Acy = (K'S,s,,) (K'S;,K) (K'S,s,,) (3.25)

The usefulness of aerosol-robust coefficients depends on Acé being acceptably small.

2 . . . . ..
In general, Ao} increases (i) as the number of aerosol modes in K increases, and (ii)

the more similar the aerosol modes are to a—y—that is, to the mode of variation

dox

associated with changes in true SST. These statements are evident in the evaluations of
(3.25) in Table 3.4. I have not been able to find a proof of the first of these statements,
although it seems unlikely to be wrong. The second can be easily shown in the case of

one aerosol mode by rewriting (3.23) as:

To-1
_ k'S,.s
a = Sy;[sxy—k—Ty_yTxZ:l (3.26)
k'S, k

IfFk—s y (to within a constant factor), then a — 0. This means the aerosol and SST

cannot be distinguished and the ‘retrieval’ reduces to ag % ,/s., . i.., just the implicit a

priori estimate.

Two degrees of freedom are needed to retrieve SST in the absence of significant aerosol

with a reasonable degree of atmospheric correction — this is the basis of the split
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Table 3.4: Increase in no-aerosol retrieval error variance / K2

Type of algorithm:
Robust against aerosol type(s): Dual-3 Dual-2 Nadir-3
Fresh, aged and background 0.052 3.52 —
Aged and background 0.042 0.092 1.52
Background only 0.032 0.082 0.472
Aged only 0.022 0.082 0.122

Examople: if the retrieval error is 0.1 K for non-robust coefficients and the tabulated
increase in retrieval error variance is 0.04% Kz, then the resultant error for robust

coefficients will be 'JO.12 + 0.042 ~0.11 K.

window algorithm. Therefore, dual 2 retrieval (using four brightness temperatures) with
coefficients robust to all three aerosol types suffers an unacceptable increase in retrieval
error variance. Such an algorithm can, however, be robust to one or two aerosol modes
with only a modest increase in retrieval variance. Similarly, a nadir (single view) 3-
channel retrieval can be robust only to one type of aerosol without an unacceptable
increase in variance. A nadir-3 algorithm robust to aged volcanic aerosol carries less of a

penalty than one robust to background aerosol, because the mode of the latter type is

more similar to 32-: either an increase in background aerosol loading or a decrease in
x

SST reduces the brightness temperature most in the 3.7 pm nadir, and least in 12 pm
nadir. Only dual-3 SST retrievals can be made robust to all three aerosol types without an

excessive increase in retrieval error variance.

These considerations guide my choice of how to develop dual-view retrieval schemes,
for two and three channels, which are robust to stratospheric aerosol. The fresh volcanic
aerosol mode can be neglected, firstly, because it describes the aerosol present before
ATSR commenced routine operation, and secondly, because the modes of variation
associated with aged and fresh aerosol are similar. [This was also noted in Brown et al.
(1997). The bias introduced by 0.01 optical depth of fresh volcanic aerosol into SSTs
derived from coefficients robust to aged and background aerosol turns out to be

<0.01 K.] Meanwhile, the increases in retrieval error variance from choosing coefficients
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to be simultaneously robust to aged and background aerosol are acceptable. It is
advantageous to choose coefficients to be robust to more than one aerosol type. A
scheme which is simultaneously robust to two aerosol modes is also robust to any linear
combination of those modes. Thus, choosing coefficients to be robust to two aerosol
modes can help make them less sensitive to errors in the specification of those modes. In
fact, for the case of dual-2 coefficients, this argument can be taken further. The ratio of
aerosol temperature deficit between forward and nadir views is approximately equal for
all channels and modes (Fig. 3.2). It follows that the dual-2 scheme should be nearly
robust for any stratospheric aerosol, since all will have an effect that can be
approximately expressed as a linear combination of the aged and background modes.
This is important given that volcanic aerosol is persistent for a few years, evolving from

the aged to the background aerosol mode over this time scale.

In summary, then, I have derived an equation (3.23) for choosing coefficients which are
formally fully robust to stratospheric aerosol(s). This equation uses brightness
temperatures modelled wholly in the absence of stratospheric aerosol together with
calculated aerosol modes. More than one type of aerosol can be accounted for, but there
is a penalty in terms of increased retrieval error when such coefficients are applied in the
absence of aerosol. I have derived another expression to assess this penalty, (3.25), and
applied it as shown in Table 3.4. My conclusion is that the best approach is to derive

coefficients robust to both aged and background aerosols.

That is the main point of this chapter. There follows an Section in which deeper
connections are derived between the method of Brown et al. (1997), my proposed

method, and a method framed in terms of a cost function.
3.5 Connections between methods for aerosol-robustness

Since we want to discourage the elements of K'a from being large, an obvious
alternative to my “hard constraint” approach is the “cost function” approach, in which

we choose the a which minimises the retrieval error plus an aerosol penalty term:

e 12 Ty T
Minimise: 50* +va KK a (3.27)
X

Differentiating with respect to a using (3.7):
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(S,,+7KKa-s,, = 0 (3.28)
T.-1
=a = (S;, +YKK") s,,
With the appropriate choice of v, this is the generalisation to more than one aerosol mode
of the equation (3.15) describing the method of Brown et al. (1997). Thus, Brown et al.
implicitly adopted a cost function approach without realising it. The only difference is
that in calculating the offset coefficient a, Brown et al. inadvertently introduce a no-
aerosol residual bias (because their brightness temperatures include aerosol), whereas
the cost function approach would avoid this (since the brightness temperatures in the

regression are all aerosol-free, the robustness information coming only through K).

Now, consider the matrix identity (e.g., Menke, 1989):
S. +7KK")" = s _s'K (74 KS'K ) 'Ks:! (3.29)
(Syy +7 = Syy ~Syy™ ¥ yy yy )

Making this substitution into (3.28) and comparing with (3.23) demonstrates that the cost

function approach is equivalent to my “hard constraint” approach when y — e,

Lastly, I note that with independent knowledge of the stratospheric aerosol optical depth
(mean and standard deviation) for a particular scene, it is possible to define adaptive
coefficients which are formally fully robust and of minimum variance. This is described
in Merchant and Saunders (1998). The improvement in variance compared to the
approach I have adopted in this thesis is, however, small for the algorithms and aerosol
modes selected in Section 3.4, and not worth the added complexity of bringing in

external data, even if such data were available.
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Chapter 4 Radiative transfer modelling of water
vapour continuum absorption

4.1 Water vapour continuum absorption

Of the radiatively active gases in the atmosphere, absorption by water vapour dominates
wide regions of the infrared and microwave spectrum. As discussed in Chapter 2, this
constrains the infrared wavelengths used for viewing the Earth’s surface to atmospheric
window regions where water vapour absorption is weaker— roughly 3.5 to 4, 8 to

13 pm. (There is strong absorption at around 9.5 pm by ozone, splitting the latter
window; see Fig. 2.1.) At wavelengths between 13 pm and about 25 pm, there is
absorption by carbon dioxide; but beyond 25 pm, absorption is dominated by the
rotational spectrum of water vapour until low microwave frequencies (~10 GHz). The
region between 4 and 8 um is dominated by water vapour absorption since the lowest
frequency water vapour vibration-rotation band is at 6.3 pm, and other vibration-rotation
bands overlap at wavelengths beyond 4 pum. These points are illustrated in Fig. 4.1. Each
band consists of many strong absorption lines, which are not resolved in the figure. In the
‘window’ regions, there are still absorption lines, but these are four orders of magnitude

weaker.

Fig. 4.1 also depicts continuum absorption, a feature which dominates the absorption of

water vapour between lines in the window regions. This is illustrated more clearly in Fig.

4.2 for a sample region of the 10 to 13 pm window region (namely 810 to 830 cm’!) for

example conditions (atmospheric temperature and pressure 285 K and 1000 mb

respectively, water vapour density 8 g m™3). I derive the spectral lines in this figure from

the data in the RTM look up tables described in Chapter 2. The attenuation by

atmospheric absorbers is given in db km’!, and is broken down into the contributions
from water vapour and all other modelled absorbers (see caption). The water vapour

attenuation is dominant; this is typical of this window region (Saunders and Edwards,

1989). The water vapour lines are spaced at intervals ~5 cm! and have widths ~0.2 cm™!.

The water vapour absorption more than ~1 cm’! from the line centres is, however,

observed to be much greater than would be expected on the basis of the lines alone.
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This extra absorption between the water vapour lines is called the water vapour
continuum, because it has a slow spectral dependence. Penner and Varanasi (1967)
suggested the continuum was caused by absorption by dimers (pairings of water vapour
molecules), but the current consensus (e.g., Clough et al., 1989; Ma and Tipping, 1992;
Kyle, 1991) is that most, perhaps all, of the continuum absorption is the cumulative
effect of the far wings of many distant lines (in the rotation and rotation-vibration bands).
Current theories of line shape are not applicable many hundreds of line-widths away
from the line centre [although Ma and Tipping (1992), attempt to re-construct the

continuum by far-wing calculations from first principles, with qualitative success].

There is no theory to tell what the shape of water lines should be
hundreds of Lorentz widths from line center and so no way to tell
which bands are causing the absorption ... Using the term
continuum makes it sound as if something special were
happening, [but] nothing special is happening. (Kyle, 1991)

Fig. 4.2 shows the importance of accounting for the continuum absorption in radiative
transfer modelling, and also in climate modelling: it accounts for a significant fraction
(~10%) of the natural greenhouse c:f'fect in tropical atmospheres (Sinha and Harries,
1995). However, in the 8 to 13 um window region, systematic uncertainty in the strength
of continuum absorption is ~30% at 300 K (Grant, 1990). Tropospheric temperatures
range from ~200 K to ~300 K, but the temperature dependence of continuum absorption
below 300 K is also greatly uncertain (Barton, 1991).

4.2 Updated continuum for radiative transfer model

The RTM of Zéavody et al. (1995) represented the water vapour continuum absorption
using the semi-empirical formulation due to Clough et al. (1989), referred to as
‘CKD_O’. In this formulation, the continuum is considered to be an effect of the far
wings of spectral lines broadened by both water-water and water-air collisions, giving
rise to a ‘self’ and a ‘foreign’ component respectively. The former is the more important
in the atmospheric window regions. Standard values of self continuum absorption cross
section tabulated in wavelength are provided at two reference temperatures (260 K and
296 K), for interpolation / extrapolation to other temperatures. Measurements on which
the parameterisation is based were made at and above the upper of these two
temperatures. The cross sections at 260 K were inferred by extrapolation. The

philosophy of the parameterisation is to apply one common (semi-empirical) line-shape
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More recently, Han et al. (1997) have reported an updated formulation, CKD_2.2, with
new scaling factors. These were derived from measurements of the downwelling thermal
radiance measured by a Fourier transform spectroradiometer. The new scaling factors are
also presented in Fig. 4.3. There is reasonable agreement between the CKD_2.2
continuum and the assumption of Zavody e al. for the 11 pm channel, but the absorption

in the 12 um channel assuming CKD_2.2 is about 15% less.

This difference in 12 um channel absorption between the two formulations allows testing
of which is more consistent with observations. There is more absorption by water vapour
(lower brightness temperatures) in the 12 pm channel than in the 11 pm channel. The
difference in brightness temperature between the 11 and 12 pm nadir channels will be
smaller in the case of relatively less absorption in the 12 pum nadir channel—that is, in
the case of CKD_2.2 being a truer formulation than CKD_0 x 1.3. I take four orbits of
10-arcminute brightness temperature product from ATSR-2 observations (June 1997,
when the stratospheric aerosol loading had returned to background levels). Two of the
orbits include tracks over the warm pool region around Indonesia, where total column
water vapour is greatest. I choose ATSR-2 observations to avoid the period of significant
stratospheric aerosol loading earlier in the decade, since the relative effect of the aerosol

on the channels at any given time is uncertain.

I compare the distribution of 11 and 12 um nadir differences in the real data with those
predicted by radiative transfer modelling using the CKD_0 X 1.3 and CKD_2.2
formulations in Fig. 4.4. (I incorporated the CKD_2.2 factors into the RTM discussed in
Chapter 2, and used the spectral response functions appropriate to ATSR-2 and an

appropriate CO, concentration of 363 ppmv.) Brightness temperatures were calculated

for the 1358 states at the view angles corresponding to the centre and the edge of the
swath, thereby defining a locus of points for comparison with the distribution of
observations (at all view angles). Neither locus matches the observations precisely.
Nonetheless, there are few observed 11 pm nadir -12 pm nadir differences greater than
about 3.6 K. This feature is more consistent with CKD_2.2, suggesting that it may give
better results at high water vapour loadings than CKD_0 x 1.3.
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respectively). Dual-3 retrievals are fairly robust against errors in modelling the
continuum absorption in the 11 and 12 um channels, with the modelled biases from use
of CKD_0 X 1.3 less than or of order -0.1 K. Dual-2 retrievals are wholly dependent on
the 11 and 12 pm channels, and tend to have numerically larger coefficients, so the
modelled biases are larger, ranging from -0.1 to -0.8 K. Modelled biases are greater for
the coefficients of Zavody et al. (1995) than those of Brown et al. (1997). This is a by-

product of improved aerosol-robustness of the latter.

Table 4.1: Ay and corresponding bias, from d\an\?ed continuum parameterisation

11 um 12 pm Bias/ K
TPW / o ... 795 795 B9T BYI
kg m? Nadir  Frd — Nadir = Frd 413 dual2 dual3  dual2
30 007 009 -022 027 -005 -033 -003 -0.12
50 015 -0.19 -048 -057 0.1 -079 -005 -0.33

I have shown in this chapter that the details of the radiative transfer model used to
describe water vapour continuum absorption can have an impact of the order of a few
tenths of kelvin on ATSR SST retrieval bias in tropical regions. The updated continuum
absorption parameterisation, CKD_2.2, incorporated into the RTM, does appear to be an
improvement on the parameterisation available at the time of development of the original
ATSR retrieval coefficients (Fig. 4.4, and also see Fig. 7.7). However, the issue of the
temperature dependence of the continuum absorption is unresolved (Barton, 1991), and

further refinement of the parameterisation may be needed.
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Chapter 5 SST retrieval coefficients: Part I —
derivation and simulation

5.1 Derivation of SST retrieval coefficients

To obtain a regression data set of sea surface temperatures (SSTs)and corresponding
ATSR brightness temperatures (BTs), I run the radiative transfer model (RTM), modified
as described in Chapters 2 and 4, on the global set of 1358 sea surface and atmospheric
states (Section 2.4). The RTM parameters describing tropospheric aerosol remain to be
defined. I assume the aerosol to be “maritime”, and use the appropriate extinction,
absorption and asymmetry parameters from Shettle and Fenn (1979). I take a typical
surface meteorological visibility of 27 km, and this is used in the RTM define the surface
number density of aerosol particles. The assumed number density decreases
exponentially with a scale height of 1 km and is set to zero above 2 km (d’ Almeida et al.,
1991).

BTs are calculated for all channels and views at the centre and edge of the ATSR swath.
Retrieval coefficients are calculated for use at the centre and edge of the swath. To

retrieve an SST at some other across-track distance, d:

I(d)-1(d,) T I(d,) - I(d)
(l(d) I(d, ))( 0¥ y“(m)( 0c+2c ) 5.1)

where /(d) is the atmospheric path length given d, and the subscripts ¢ and e stand for
centre and edge of swath. Thus the coefficients are interpolated in atmospheric path
length. This works because the variations in zenith angle within the swath are sufficiently
small. A choice has to be made whether' l(d) should be based on the nadir or forward
views. Interpolation in atmospheric path length was first applied by Harris and Saunders
(1996), who selected the nadir view and demonstrated that the choice makes negligible
difference to retrievals. I follow suit. Zavody et al. (1995) and Brown et al. (1997)
adopted the approach of using 50 km bands of across track distance. That this is a less
good approach is illustrated in Fig. 5.1. The discontinuities from use of banding
simulated in Fig. 5.1 are seen in Fig. 5.2 to occur in practice in retrievals using the
scheme of Zavody et al. (1995).
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Although an explicit form for aerosol-robust coefficients is derived in Chapter 3 [eq.

(3.23)], it is in fact more numerically stable to solve the implicit Lagrange multiplier

form of (3.23) together with (3.9) as a set of simultaneous equations, using a standard

back substitution routine (Visual Numerics, 1993). This implicit form is:

Sy OK|[a] s

g 10||%| =

X
K 00/[A 0

(5.2)

where the notation is as in Chapter 3. The aerosol modes included in K are for aged and

background volcanic aerosol.

Lastly, there is the question of the appropriate level of random error to assume in the

averaged BTs (ABTs) to which the coefficients are applied. I choose 0.01 K, which

accords with the findings of Brown et al. (1997). Taking the pixel noise to be ~0.05 K,

and noting that under 90% cloud cover a 10-arcminute cell will include about 25 nadir

pixels that pass the cloud clearing tests (Bailey, 1995), the maximum noise in the ABT is

0.05

then —= = 0.01, which justifies this choice. Nonetheless, the noise characteristics of

25

ABTSs are not really known, but further investigation using validation data (Chapter 7)

also implies that 0.01 K is a good assumption. Note that non-random errors, e.g. from

undetected cloud contamination, may be considerably larger; the implications of this are

also discussed in Chapter 7.

The resulting coefficients are in Table 5.1.

Table 5.1: New dual-view retrieval coefficients

ap 37n 37f¢ 11n 11f 12n 12 f
Dual-2 centre  6.81 6.591440 -3.894586 -4.293767  2.571025
Dual-2 edge  7.55 8.052138 -5.394398 -5.09726  3.523585
Dual-3 centre  0.40 2726875 -1.607942 0.264178 -0.096494 -0.548045  0.259539
Dual-3edge  0.99 3.206553 -2.142815 0710740 -0.420274 -0.907585 -0.907585

‘3.7 n’ denotes the coefficient multiplying the 3.7 um nadir BT, ‘3.7 f*, the 3.7 pm forward BT, etc.
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5.2 Application of coefficients to simulated data

To simulate the performance of the retrieval coefficients, I obtained another set of ERA
data to define surface and atmospheric states. This test data consists of re-analyses for
1990, with similar temporal sampling within the year to the previous set, but finer spatial
sampling (5° basic sampling interval). There are 4528 states in this test set. Centre-
swath BTs are calculated for each of these with no stratospheric aerosol. Uncorrelated
pseudo-Gaussian noise of 0.01 K standard deviation is added to these BT’ to simulate
the assumed ABT noise characteristics, and simulated SST retrievals are obtained by

application of the dual-2 and dual-3 retrieval centre-swath coefficients.

The mean and standard deviation of the difference between the simulated dual-2
retrievals and the “in situ” SSTs are 0.01 K and 0.19 K respectively. Since the “in situ”
SST is specified and known exactly, these differences are simulated retrieval errors due
only to the effects of the Gaussian ABT noise and the approximation implicit in using a
linear retrieval algorithm. (Real validation data have other effects which add to the
differences: instrumental buoy error, effects of temporal and spatial mismatch, and
effects of any failure of cloud clearing to pass only clear sky pixels.) The global
distribution of retrieval errors is plotted in Fig. 5.3. It is well described by a Gaussian

distribution, including the wings.

0.19

4528

mean difference is more than four standard errors from zero (to 3 significant figures the

The standard error on the mean difference is

= 0.003 , which means that the

mean difference in 0.014 K). The mean difference is therefore “real”—i.e., statistically
unlikely to represent a random excursion. This implies that the test sample of ERA states
differs systematically from the sample used to derive the coefficients, possibly reflecting
real inter-annual variability such as the mild El Nifio conditions in 1992. The size of the
bias, of order centikelvin, is entirely negligible for most purposes, but an interannual
variability of bias of this size could be relevant in the context of climate change detection

(see Chapter 1).
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Fig. 5.3 Simulated distribution of global retrieval errors, from dual-2 coefficients
applied to BTs calculated from 1990 ERA data. Bin size = 0.05 K. Dashed line is

Gaussian distribution with same mean and standard deviation.

The standard deviation, 0.19 K, indicates the basic limit to accuracy achievable from a
dual-2 linear retrieval algorithm for ATSR. It also suggests that non-systematic retrieval
errors of >0.8 K are extremely unlikely to arise when the retrieval coefficients are
applied to real clear-sky ABTs; any such outlier could be caused only by other effects,

such as uncleared residual cloud contamination.

Can the standard deviation be further improved by using latitude-dependent coefficients
(as done by Zavody et al., 1995, and Brown et al., 1997)7 I test this by deriving
“tropical” retrieval coefficients, using only the regression data between 15°N and 15°S
inclusive, and applying them to the test BTs for the same zone. The resulting retrieval
error is 0.175 K, little different to the error of 0.177 K from using the global coefficients
on the same BTs. However, a zonal bias of -0.06 K exists using the global coefficients,
which is reduced by an order of magnitude when the tropical coefficients are used. The
zonal bias from use of global coefficients is illustrated for all latitudes in Fig. 5.4. The
global standard deviation of retrievals could be reduced below 0.19 K by introducing a

latitude-dependence into the retrieval offset term, ag, to adjust for the zonal biases in Fig.































































































































































