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ABSTRACT

Learning and memory within the brain are thought to be based on long lasting changes in synaptic efficacy. Purkinje neurones, which focus their output on descending projection pathways and constitute the sole inhibitory output from the cerebellum, display two forms of synaptic plasticity termed ‘depolarisation-induced suppression of inhibition’ (DSI) and ‘rebound potentiation’ (RP). Purkinje neurone depolarisation induces a rapid rise in \([\text{Ca}^{2+}]_i\), triggering both the release of a retrograde transmitter and activation of a variety of protein kinases. The phenomena of DSI underlies a transient (lasting <60s) decrease in the mean frequency of mIPSCs, occurring immediately after stimulus cessation, while RP manifests itself as a robust increase in the mean amplitude of spontaneous and miniature inhibitory postsynaptic currents (IPSCs).

The present study examined the relationship between pre- and postsynaptic plasticity during the induction phase of DSI and rebound potentiation in cultured cerebellar Purkinje neurones. Depolarisation caused an immediate decrease in the frequency of mIPSCs (lasting ~40s), followed by a transient increase in mIPSC frequency lasting approximately 5 minutes before recovering. A robust potentiation of the mean mIPSC amplitude was observed throughout all experiments and persisted for the duration of recording. The initial frequency decrease (DSI), was abolished by a specific group II mGluR antagonist, LY 341495, while the subsequent transient frequency potentiation was abolished by the specific N-methyl-D-aspartate receptor (NMDAR) antagonist, d-APV. Removal of extracellular sodium, the main current carrying ion through NMDARs, mimicked the application of d-APV by abolishing the frequency potentiation while having no effect on the induction of DSI. Immunocytochemical staining of mixed cerebellar preparations identified cerebellar basket/stellate cells as displaying immunoreactivity for NMDAR NR1 subunits but not mGluR2/3 at putative presynaptic release sites.

These results provide the first evidence for, 1) the involvement of presynaptic NMDARs in the transient enhancement of GABA release during rebound potentiation and 2) the possibility that a novel group II mGluR splice variant/subtype underlies the induction of cerebellar DSI. A model is proposed to explain the relationship between DSI and rebound potentiation.
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Chapter 1
INTRODUCTION

The Cerebellum

The cerebellum (Latin, little or lesser brain) is a highly ordered region of the brain, involved in the regulation of movement and posture. Inputs to the cerebellum derive from many areas of the neuraxis and result in indirect regulation of movement and posture by adjusting the output of the major descending motor pathways. The cerebellum receives inputs concerning the initiation of movement and information about motor performance during muscle activity. These two types of feedback information processing termed internal and external feedback, respectively, allow the cerebellum to assess central information and compare between intended goal and actual motor response. Output from the cerebellum, as a result of information processing, will manifest itself as ‘sculpted’ coordinated movements of limbs and correct posture. Damage, resulting in lesions within one or more of these pathways, causes disruption of limb and eye movements, impaired balance, decrease muscle tone and jerky undershoot movements (dysmetria) (Kandel et al. 1991). However, complete removal of the cerebellum does not impair either sensory perception or muscle strength indicating that the cerebellum plays a central role in modulating the output of downstream motor centres without itself being directly involved in muscle stimulation.

The cerebellum receives input from the periphery and all levels of the central nervous system via three symmetrical pairs of peduncles termed inferior cerebellar peduncle, middle cerebellar peduncle (branchium pontis) and superior cerebellar peduncle (brachium conjunctivum). The surface of the cerebellum contains many parallel transverse convolutions subdivided by deep transverse fissures to create both a posterior and an anterior lobe. Shallower fissures subdivide the aforementioned lobes to create lobules containing a multitude of small offshoots termed folia (Latin, leaves). A simplified schematic diagram of the circuitry and morphology of the cerebellum can be seen in Fig. 1.1. and Fig. 1.2.
Fig. 1.1. Schematic diagram of excitatory and inhibitory inputs in the cerebellum.

Fig. 1.2. Section through the cerebellum identifying (1) arbor vitae, (2) cerebellar cortex, (3) folia and (4) medullary centre. The cerebellar cortex consists of the three cellular layers: granular, Purkinje and molecular (England & Wakely, 1991).
The cerebellar cortex

Each folium consists of a cell rich layer, the cerebellar cortex, and a core of myelinated fibres projecting to (afferent) and from (efferent) the overlying cortex. The cerebellar cortex is a simplistic structure consisting of 3 highly organised layers possessing only five different types of neurones: stellate; basket; Purkinje; Golgi and granule cells (Fig. 1.3.).

Purkinje cell layer

The Purkinje cell layer possesses the large (20-60μm) cell bodies of the Purkinje neurones arranged in a single, juxtaposed, uniform layer. Each Purkinje neurone projects an extensive, wide branching dendritic tree deep into the relatively cell-sparse molecular layer, located superior to the Purkinje cell layer. The ‘trunk’ of the dendrite is a large, flat structure bifurcating to produce secondary and tertiary branchlets. Branchlets developmentally form spines as both excitatory (parallel and climbing fibres) and inhibitory (stellate and basket cell) inputs form synapses with the Purkinje neurone dendrites during synaptogenesis. Purkinje neurones form the sole (inhibitory) output of the cerebellum, their axons arise from the basal aspect of the soma and project through the granular (granule cell) layer, subcortical white matter and finally terminate in either the cerebellar or vestibular nuclei. Purkinje neurone axons release the inhibitory neurotransmitter γ-aminobutyric acid (GABA) resulting in the overall ‘dampening’ of the excitability of the downstream cerebellar or vestibular nuclei.

Granular layer

This densely packed region of the cerebellum contains an abundance of small (5-8μm) granule cells, their axons ascend deep into the molecular layer where upon they bifurcate producing parallel fibres (PFs). PFs run parallel to the long axis of the folium and pass through the dense dendritic arbour of the Purkinje neurone, forming synapses with spiny branchlets on secondary and tertiary dendrites. An example of PF-Purkinje neurone synapse is displayed in Fig. 1.4. Granule cells release excitatory neurotransmitter (glutamate/aspartate) from axon terminals resulting in the overall excitation of the Purkinje neurone. A secondary cell type present in the granular layer is
Fig. 1.3. Cross-section through the cerebellar cortex (modified from Kandel et al., 1991).

ML – molecular layer
PNL – Purkinje neurones layer
GL – granular layer
PN – Purkinje neurone
c – stellate cell
bc – basket cell
CF – climbing fibre
PF – parallel fibre
MF – mossy fibre
Gc – Golgi cell
gc – granule cell
Fig. 1.4. Diagram of climbing and parallel fibre synaptic connections with spiny branchlets of mature Purkinje neurone dendrites. Climbing fibres induce fast depolarisation of the Purkinje neurone by releasing aspartate/glutamate while parallel fibres release glutamate to activate downstream signalling cascades after the initial depolarisation (Haines et al., 1997).
a somewhat larger cell (18-25μm) than the granule cells, termed Golgi cells. They are positioned juxtaposed to the Purkinje cells bodies with dendrites extending primarily into the molecular layer without regard to plane of orientation. Axons of Golgi cells extend back into the granular layer in order to synapse with granule cell dendrites, releasing the neurotransmitter GABA and thus constituting the second GABAergic inhibitory interneurone of the cerebellum.

**Molecular layer**

The molecular layer contains relatively fewer cell bodies compared to the granular layer but does possess considerably more cell processes. These include parallel fibres (bifurcating from granule cells). Purkinje cell dendrites, Golgi cell dendrites, climbing fibres and processes of cells intrinsic to the molecular layer. The intrinsic cell types of the molecular layer are the remaining interneurones of the cerebellum, stellate and basket cells. Stellate cells are located in outer regions of the molecular layer and are frequently referred to as superficial or outer stellate cells. The extent of dendritic and axonal fields of the stellate cells is limited compared to basket cells, therefore influencing a more compact section of Purkinje neurones in the sagittal plane. As inhibitory interneurones, stellate cells release GABA onto proximal and distal dendrites of the Purkinje neurone directly modulating the excitability of the cell. Basket cells, their name being derived from the ‘basket-like’ formation of their branched axons round the Purkinje neurone soma, lie directly above the Purkinje cell layer. The axon, from a single basket cell, extends to a multitude of Purkinje neurones causing a far greater area of effect in comparison to the more focal actions of stellate cell stimulation. Therefore, release of GABA from conjunctive activation of both basket and stellate cells induces tight control of the excitability and eventual release of neurotransmitter from the Purkinje neurone, the sole (inhibitory) output of the cerebellum.

**Cerebellar afferent fibres**

The three types of afferent input to the cerebellum arises from mossy fibres, climbing fibres and multilayered (monoaminergic) fibres.

Mossy fibres originate from cell bodies in the cerebellar nuclei (nucleocortical fibres) and a variety of other nuclei in the spinal cord, medulla and pons. Mossy fibres
branch extensively, and their terminals synapse with other cells at irregular intervals (termed the mossy fibre rosette). The rosette, constituting the central component of the cerebellar glomerulus, gives the fibre a mossy appearance. Each individual mossy fibre may form up to 50 rosettes, where each rosette may synapse with 10 to 15 granule cells in a cerebellar glomerulus. An example of the cerebellar glomerulus is displayed in Fig. 1.3, inset.

Inferior olivary nuclei extend their axons deep into the cerebellar cortex as climbing fibres (CFs) terminating in the molecular layer by entwining with the soma and dendritic branches of Purkinje neurones. Each Purkinje cell receives input from a single climbing fibre, but olivocerebellar axons branch to enlist a multitude of Purkinje neurones. The neurotransmitter glutamate/aspartate is released from climbing fibre axon terminals causing an overall excitation of the downstream Purkinje neurones.

Multilayered fibres (monoaminergic or peptidergic) stem from the hypothalamus (some are histaminergic), the raphe nuclei (serotonergic) and the locus ceruleus (noradrenergic). These afferent inputs enter the cerebellum via the cerebellar peduncles, branching extensively throughout the molecular layer influencing the excitability of intrinsic neurones. Modulation of the cerebellar output, via activation of multilayered fibres, is achieved in two ways. Firstly, they modulate the spontaneous discharge rates of the Purkinje neurone. Secondly, they modulate the responsiveness of the Purkinje neurone to the excitatory afferent inputs from both climbing and mossy fibres. Therefore, during the initial stages of postnatal development (P1-7), at a stage where postsynaptic PN GABA\(_A\)Rs are present but minimal GABAergic innervation exists (Woodward et al., 1971; Smart, 1992), multilayered fibres may exert indirect inhibitory control of PN excitability thus controlling cerebellar output.

Therefore, the output from the cerebellar cortex is a complex integration of both excitatory and inhibitory afferent input. Feedforward and feedback mechanisms of synaptic circuitry aid in the control of Purkinje neurone output, culminating to produce controlled, 'sculpted' movements of limbs and the maintenance of correct posture.
Mammalian GABA\textsubscript{A} receptors

\gamma-Aminobutyric acid (GABA) is a major inhibitory neurotransmitter found throughout the mammalian central nervous system (CNS). GABA induced activation of the GABA\textsubscript{A} receptor plays a pivotal role in the regulation of excitability in a wealth of cell types. Cloning studies have identified GABA\textsubscript{A} receptors as members of a channel superfamily that includes nicotinic acetylcholine receptors (AChRs), serotonin-type 3 (5-HT\textsubscript{3}) receptors and glycine receptors (GlyRs) (Barnard \textit{et al.}, 1987; Schofield \textit{et al.}, 1987; Unwin, 1993). Mammalian GABA\textsubscript{A} receptors are formed from different heterooligomeric (pentameric) arrangements of the 16 GABA\textsubscript{A} receptor subunits, each approximately 50,000 Daltons in size ($\alpha_{1-6}$, $\beta_{1-3}$, $\gamma_{1-3}$, $\epsilon$, $\delta$, $\pi$, $\theta$) (Burt and Kamatchi, 1991; Davies \textit{et al.}, 1997; Whiting \textit{et al.}, 1997; Hedblom and Kirkness, 1997; Bonnert \textit{et al.}, 1999). The variation in GABA\textsubscript{A} receptor subunit composition produces a vast array of functional diversity throughout the mammalian CNS, that is contributed to by alternative exon splicing of the pre-mRNA for the $\alpha_6$, $\beta_2$, $\beta_4$, and $\gamma_2$ subunits (Whiting \textit{et al.}, 1995). The GABA\textsubscript{A} receptor topology consists of a large glycosylated N-terminal extracellular domain, four transmembrane domains (TM1-TM4), a large intracellular region spanning TM3-TM4 (site of protein kinase consensus sequences) and a short extracellular carboxy-terminal region (Fig. 1.5.). The GABA\textsubscript{A} receptor is postulated to be a pentameric structure where each TM2 region of the five independent subunits forms part of the ion channel pore through which anions can selectively pass. The existence of channel vestibules in the pore region, with a high positive charge density, is consistent with the theory of an anion-selective channel. In contrast, cation-selective channels have a high negative charge density at the same point on TM2 (Bormann \textit{et al.}, 1987).

To date, controversy still surrounds the actual subunits involved in the preferred pentameric receptor combination. Initial studies identified 2\textalpha{}, 2\gamma{} and 1\beta{} (Backus \textit{et al.}, 1993) or 2\textalpha{}, 2\beta{} and 1\gamma{} (Chang \textit{et al.}, 1996) subunits as the preferred pentameric combination. Recent data has suggested that a total of four alternating $\alpha$ and $\beta$ subunits are linked by a single $\gamma$ subunit in a pentameric GABA\textsubscript{A} receptor assembly (Tretter \textit{et al.}, 1997). The preferred subunit composition of native GABA\textsubscript{A} receptors may vary
between different regions of the mammalian brain but generally the $\alpha_1\beta_2\gamma_2$ combination is thought to be representative of the major GABA$_A$ receptor isoform in the CNS (Whiting et al., 1995).

The binding site for GABA is postulated to be on the N-termini of all receptor isoforms determined from site-directed mutagenesis studies (Amin & Weiss, 1993). Of all the $\alpha\beta\gamma$ subunit combinations forming functional receptors, only $\alpha\beta$, $\alpha\beta\gamma$, $\beta_1\beta_2\gamma$ and $\beta_1\gamma$ allow transmembrane ion flux (Sigel et al., 1990). The $\alpha$ subunit, in conjunction with mediating GABA affinity, also mediates benzodiazepine (BZ) type pharmacology. The $\alpha_1$ subunit has a residue on the N-terminus, glycine at position 201, which confers BZ type I pharmacology while the $\alpha_3$ subunit has a glutamate at the same position, conferring BZ type II pharmacology (Luddens et al., 1995). Differentiation between subunit composition of native GABA$_A$ receptors can be achieved by using subunit-specific benzodiazepines displaying either of the two pharmacologies. The $\beta$ subunit is involved in a variety of effects ranging from efficient assembly of GABA$_A$ receptor complexes to coupling ligand binding to channel activation acting as a target for numerous drugs (Verdoorn et al., 1990; Sigel et al., 1992). Studies, using recombinant receptors, identified the pivotal role played by the $\beta$ subunit in cell surface insertion and channel activation of the GABA$_A$ receptor complex (Connolly et al., 1996; Connolly et al., 1999). While it has been well established that the $\alpha$ subunit confers the BZ pharmacology of the GABA$_A$ receptor, incorporation of the $\gamma$ subunit has an interactive influence on BZ pharmacology and more importantly is required for allosteric modulation of receptor function. GABA$_A$ receptors, containing $\gamma_1$ subunits display atypical BZ responses, while receptors containing $\gamma_2$ subunits display typical native neuronal BZ sensitivity and relative insensitivity to $\mathrm{Zn}^{2+}$ (Draguhn et al., 1990; Smart et al., 1991). Co-expression of a $\gamma$ subunit with $\alpha$ and $\beta$ subunits has the effect of increasing the unitary conductance of the GABA$_A$ receptor channel (Verdoorn et al., 1991). The existence of multiple subunit isoforms, coupled with the heterogeneous subunit composition of GABA$_A$ receptors, provides the mammalian CNS with a vast array of functionally diverse effects upon GABA$_A$ receptor activation, creating a complex but highly co-ordinated inhibitory neural network.
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Fig. 1.5. (above) Transmembrane topology of the mammalian GABA<sub>A</sub> receptor and (below) putative pentameric subunit arrangement. (●) Putative consensus sites for phosphorylation by protein kinases.
GABA<sub>A</sub> receptors in the cerebellum

Work, spanning over quarter of a century, has led to the detailed identification of the GABA<sub>A</sub> receptors and GABAergic networks involved in the control and maintenance of neural networks within the cerebellum (Ito, 1984; Somogyi et al., 1989; Llinas and Walton, 1990). Therefore, this brain structure provides a good model for examining and comparing recombinant receptor combinations with known pharmacological profiles of native GABA<sub>A</sub> receptors. Elucidation of the reasons for differential expression of GABA<sub>A</sub> receptors between different neurones can be attempted due to the relatively simple neuronal network of the cerebellum.

GABA<sub>A</sub> receptor expression in Purkinje neurones has been most extensively studied in the rat. In situ hybridisation studies identified strong expression of α<sub>1</sub>, β<sub>2</sub>, β<sub>3</sub> and γ<sub>2</sub> mRNA, where β<sub>2</sub> mRNA levels were in excess of β<sub>3</sub> (Laurie et al., 1992a; Persohn et al., 1992). In addition, spliced subunit-specific oligonucleotides used during in situ hybridisation identified γ<sub>2L</sub> as the abundant γ<sub>2</sub> gene splice variant (Miralles et al., 1994). Immunocytochemical evidence identified the co-localisation of α<sub>1</sub>, β<sub>2/3</sub> subunits on both the dendritic shafts and spines of Purkinje neurones (Somogyi et al., 1989) and it is suspected that the γ<sub>2L</sub> subunit co-localises with the α, β complex (Benke et al., 1991a; Gutierrez et al., 1994). Fritschy and colleagues (1992) used double and triple immunofluorescence to identify the presence of a second α subunit (α<sub>3</sub>). According to this group the pattern of α subunit expression revealed α<sub>1</sub> solely in the soma and α<sub>3</sub> present on both the soma and dendrites of mature Purkinje neurones. Therefore, the question still remains whether Purkinje neurones express a single type of receptor in the soma (α<sub>1</sub>, β<sub>2/3</sub>, γ<sub>2L</sub>) and dendrites (α<sub>3</sub>, β<sub>2/3</sub>, γ<sub>2L</sub>) or whether the 2α and 2β subunits form heterogeneous GABA<sub>A</sub> receptor complexes. The most compelling evidence still suggests that the abundant GABA<sub>A</sub> receptor subunit composition is α<sub>1</sub>, β<sub>2/3</sub>, γ<sub>2L</sub>. Interestingly, light microscopy studies have displayed little β subunit expression (using BD-17 antibody) on the soma of mature Purkinje neurones (Richards et al., 1987; Somogyi et al., 1989; Benke et al., 1991; Gutierrez et al., 1994). Purkinje cell innervation arises from stellate cell activation of dendritic GABA<sub>A</sub> receptors in conjunction with innervation of somatic GABA<sub>A</sub> receptors by basket cells. Electrophysiological data has identified the occurrence of spontaneously occurring
inhibitory synaptic currents measured after whole-cell patch clamping of the Purkinje neurone soma from slices of juvenile (P11-P17) rat cerebellum (Konnerth et al., 1990). The variability in size and frequency of GABA_A receptor-mediated currents suggests the involvement of an array of basket cells which form a variety of synapses with differing synaptic strengths (Konnerth et al., 1990). Llano and colleagues (1988) and Smart (1992) identified multiple conductance states of GABA_A receptors (28-30pS) by recording from outside-out patches of Purkinje cell soma and these conductance states are comparable to that of recombinant _\alpha_1, _\beta_2, _\gamma_2 channels (Verdoon et al., 1990). The discrepancy between low level _\beta_ subunit immunofluorescence and the definitive electrophysiological data identifying the existence of _\beta_ subunit containing synapses was only resolved at the electron microscopic level. Analysis, at this resolution, identified the existence of _\alpha_1, _\beta_2, _\gamma_2 subunits co-localising at the basket cell-Purkinje soma synapse (Somogyi et al., 1989).

The molecular layer contains a significant number of GABA_A receptors and these are located on both basket and stellate cells. _In situ_ hybridisation has identified that these neurones express _\alpha_1, _\beta_2, _\gamma_2 subunits with equal amounts of _\gamma_2L and _\gamma_2S (Laurie et al., 1992a; Persohn et al., 1992; Miralles et al., 1994). Low level amounts of _\alpha_3 mRNA has been detected in the molecular layer, although the signal is too weak to identify the loci of expression (Laurie et al., 1992a). The possibility remains that stellate and basket cells express _\alpha_3 containing receptors but this signal could be derived from Golgi cells or the dendritic arbour of Purkinje neurones. Llano and Gerschenfeld (1993) determined the single channel conductances of rat stellate cells as 28pS, which is comparable to both Purkinje neurone and recombinant GABA_A receptors which contain _\alpha_1, _\beta_2, _\gamma_2 subunits.

The pharmacological profile of GABA_A receptors in Purkinje neurones and molecular layer interneurones further compounds the evidence for GABA_A receptors containing _\alpha_1, _\beta_2/ _\beta_3, _\gamma_2L subunits. In the rodent, the majority of BZ binding sites in the molecular layer selectively bind _\beta_-carbolines, CL 218 872 and zolpidem and are therefore designated BZ type I (Faull et al., 1987; Niddam et al., 1987; Olsen et al., 1990; Bureau and Olsen, 1993). Electrophysiological data displaying dissociated rat Purkinje neurones as having BZ I type pharmacology concurs with the previous binding
data and reveals an abundance of $\alpha_1$, $\beta_2/\beta_3$, $\gamma_2$ subunit containing GABA$_A$ receptors (Yakushiji et al., 1993). As previously mentioned the inclusion of $\gamma_2$ subunit confers Zn$^{2+}$ relative insensitivity on $\alpha_1$, $\beta$, $\gamma_2$ receptors (Draguhn et al., 1990; Smart et al., 1991). Co-application of 10$\mu$M Zn$^{2+}$ and 1$\mu$M GABA had no effect on the GABA mediated currents recorded from cultured Purkinje neurones (Zempel and Steinbach, 1995). The wealth of evidence surrounding the expression of only $\alpha$, $\beta$, $\gamma_2$ containing GABA$_A$ receptors provides a simplistic inhibitory network in which to evaluate the role of these subunits in neuronal activity.

Interestingly, Purkinje neurones at the point of birth (P0) possess functional GABA$_A$ receptors even though GABAergic innervation does not occur until P7 (Woodward et al., 1971; Smart, 1992). Evidence displaying the presence of $\alpha_1$, $\beta_2$, $\gamma_2$ mRNA in Purkinje neurones at birth concurs with the observations of functional GABA$_A$ receptors being present at this early stage. Subunit mRNA levels accumulate postnatally through the first few weeks reaching an equilibrium at P21 (Zdilat et al., 1991, 1992; Laurie et al., 1992b; Luntz-Leydman et al., 1993). Innervation to the Purkinje neurone, if compromised, does not seem to affect the expression or function of native GABA$_A$ receptors. In the reeler mutant cerebellum, resulting in a defect of cell migration, granule cell and basket cell innervation is lost while Golgi cells and mossy fibres induce heterologous synaptic activation. In this situation the Purkinje neurone GABA$_A$ receptor subunit composition is unperturbed (Frostholm et al., 1991). A mutation causing the failure of granule cells to migrate from the external to internal layers during the early stages of development termed weaver cerebellum, results in a removal of this type of excitatory input. Although this may in fact compromise the development of the mature Purkinje neurone they still express $\alpha_1$, $\beta_2$, $\gamma_2$ subunits ($\beta_3$ subunit levels were not analysed) (Beattie et al., 1995). Therefore, the GABA$_A$ receptor subunit expression seems to be largely “hard wired” into the Purkinje neurone differentiation program irrespective of excitatory or inhibitory synaptic activation (Wisden et al., 1996)

Cerebellar granule cells possess a somewhat more extensive range of GABA$_A$R subunits throughout development when compared to PNs. Initially, granule cells contain an abundance of Bz sensitive GABA$_A$Rs most likely containing $\alpha_1$, $\alpha_2$, $\alpha_3$, $\beta_{2/3}$ and $\gamma_2$
subunits. During development there is a substantial increase in the expression levels of the $\alpha_1$, $\alpha_6$, $\beta_2$, $\beta_3$, $\gamma_2$ and $\delta$ subunits, while the expression levels of $\alpha_2$ and $\alpha_3$ are down-regulated. At this stage GABA$_A$Rs become increasing less sensitive to Bz agonists most likely as a result of the incorporation of $\alpha_6$ into the receptor complexes. As with the subunit gene expression in PNs, granule cells seem to possess an intrinsic “hard wired” subunit gene expression programme, which in the case of cultured granule cells, can be altered to various degrees by environmental influences (Wisden et al., 1996).

**GABA$_A$ receptor subunit phosphorylation**

GABA$_A$ receptor phosphorylation occurs on the large intracellular domains between TM3 and TM4 of both $\beta$ and $\gamma$ subunits as they contain consensus sites for serine (S) / threonine (T) and tyrosine (Y) protein kinases. A summary of subunit consensus sites within the major intracellular domains is displayed in Table 1.1.

Table 1.1. GABA$_A$R subunit protein kinase consensus sites.

<table>
<thead>
<tr>
<th>Subunit</th>
<th>Consensus site</th>
<th>Kinase</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1$</td>
<td>S409</td>
<td>PKA, CaMKII, PKG, PKC</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>S410</td>
<td>PKA, CaMKII, PKG, PKC</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>S408/S409</td>
<td>PKA, CaMKII, PKG, PKC</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>Y372/Y374</td>
<td>PDGF receptor, src</td>
</tr>
<tr>
<td>$\gamma_2L/\gamma_2S$</td>
<td>S327</td>
<td>PKA, PKC, CaMKII</td>
</tr>
<tr>
<td>$\gamma_2L/\gamma_2S$</td>
<td>S343/S349</td>
<td>PKA, PKC, CaMKII, PKG</td>
</tr>
<tr>
<td>$\gamma_2L/\gamma_2S$</td>
<td>Y365/Y367</td>
<td>PDGF receptor, src</td>
</tr>
<tr>
<td>$\gamma_2L$</td>
<td>S353</td>
<td>PKA, PKC, CaMKII</td>
</tr>
<tr>
<td>$\gamma_3$</td>
<td>T333</td>
<td>PKA, PKC, PKG, CaMKII</td>
</tr>
</tbody>
</table>

(modified from Moss & Smart, 1996)

**Functional significance of GABA$_A$ receptor phosphorylation**

As with many of the protein kinases, protein kinase A (PKA) phosphorylation of GABA$_A$ receptors has been extensively studied with contrasting results. Application of vasoactive intestinal peptide (VIP) and noradrenaline (NA) to retinal and cerebellar Purkinje cells respectively, causes an enhancement in GABA$_A$ receptor mediated responses (Veruki and Yeh, 1992, 1994; Parfitt et al., 1990). Therefore, enhancement of
PKA activity leads to the phosphorylation of GABA\(_A\) receptors and an upregulation in GABAergic responses. In contrast, PKA induces GABA\(_A\) receptor desensitisation and decreases receptor activation in cortical and spinal neurones and synaptoneurosomes (Harrison and Lambert, 1989; Heuschneider and Schwartz 1989; Tehrani \textit{et al}., 1989; Porter \textit{et al}., 1990; Schwartz \textit{et al}., 1991; White \textit{et al}., 1992). The contrasting results probably reflect the subunit heterogeneity of GABA\(_A\) receptors differentially regulated by PKA phosphorylation. One major drawback of utilising drugs that stimulate PKA mediated phosphorylation (e.g. forskolin) are that these hydrophobic drugs themselves have direct effects on the GABA\(_A\) receptor which are independent of phosphorylation (Leidenheimer \textit{et al}., 1991). Phosphorylation induced by intracellular dialysis of the catalytic subunit of PKA or with cAMP provides the only strategy to circumvent the inherent problems associated with the use of membrane permeable second messengers. Recombinant receptor studies on receptors composed of \(\alpha_1, \beta_1\) or \(\alpha_1, \beta_1, \gamma_2\), expressed in HEK cells, identified the serine residue at position 409 on the \(\beta_1\) subunits as the phosphorylation site inducing the time-dependent decrease of GABA\(_A\) receptor-mediated currents (Moss \textit{et al}., 1992). Similar studies, using the catalytic subunit of PKA, have demonstrated comparable modulation of the GABA\(_A\) receptor in cultured superior cervical ganglia (SCG), spinal cord neurones and cerebellar granule cells (Porter \textit{et al}., 1990; Moss \textit{et al}., 1992; Robello \textit{et al}., 1993). Interestingly, the effects of PKA phosphorylation can have the opposite effects in neuronal preparations. Application of cAMP analogues can mimic the enhancement of GABA-mediated currents seen with the application of NA and can be completely abolished by the application of the specific PKA inhibitor (PKIP) (Kano and Konnerth, 1992). Depolarisation of the Purkinje neurone after climbing fibre activation, results in a rise in the intracellular calcium concentration inducing a similar enhancement of GABA\(_A\) receptor function (Kano \textit{et al}., 1992). The reasons for differential regulation of GABA\(_A\) receptor function within these different preparations by PKA might be accounted for by the type of \(\beta\) subunit present in the majority of expressed GABA\(_A\) receptors. Recent work by McDonald and colleagues (1998) demonstrated that the function of \(\beta_1\) subunit containing GABA\(_A\) receptors were inhibited; \(\beta_2\) subunit containing receptors were
unaffected and $\beta_3$ subunit containing receptors were enhanced by PKA-induced phosphorylation.

Activation of protein kinase C (PKC) using phorbol esters results in a significant inhibition of GABA-mediated whole-cell currents. Recombinant GABA$_A$ receptors composed of $\alpha_{1-5}$, $\beta_{1-2}$, $\gamma_2$ subunits all display a marked inhibition after phosphorylation by PKC (Sigel et al., 1991; Leidenheimer et al., 1992, 1993) and this inhibition persists irrespective of the presence of $\gamma_{2L}$ or $\gamma_{2S}$ subunits. The residues identified as putative PKC phosphorylation sites are S409 within the $\beta_1$ subunit, S327 in both $\gamma_{2L}/\gamma_{2S}$ subunits and S343 within the $\gamma_{2L}$ subunit (Kellenberger et al., 1992; Krishek et al., 1994). Recent evidence has identified the role of PKC phosphorylation in the inhibition of synaptic GABA$_A$ responses in hippocampal CA1 neurones. Inclusion of PKCI (specific peptide PKC inhibitor) causes a marked enhancement of GABA$_A$-mediated inhibitory postsynaptic potentials (Weiner et al., 1994). Therefore, PKC phosphorylation, unlike the differential effects of PKA, seems to play a predominantly inhibitory role in the mammalian CNS. However there are some reports of PKC induced enhancement in GABA$_A$ receptor function (Lin et al., 1994) although this is difficult to reconcile with the more recent studies demonstrating that PKC can cause GABA$_A$ receptor internalisation (Bueno et al., 1998; Connolly et al., 1999).

Interestingly, the functional effects of the two remaining serine/threonine kinases (cGMP-dependent protein kinase (PKG) and Ca$^{2+}$/calmodulin-dependent protein kinase II (CaMKII)) are poorly understood. GABA$_A$ receptor-mediated currents are inhibited by cGMP in neurones from the nucleus of the tractus solitarius (Glaum and Miller, 1993). Ca$^{2+}$ induced activation of CaMKII has differential effects depending upon the neuronal population being studied (Stelzer, 1992). The induction of rebound potentiation of GABA$_A$-mediated currents in rat cerebellar Purkinje neurones requires the activation of CaMKII during the induction stimulus (Kano et al., 1996). Phosphorylation of GABA$_A$ receptor subunits by CaMKII causes the potentiation of inhibitory synaptic currents but the specific sites of phosphorylation still remain unresolved (Wang et al., 1995).

The role of tyrosine phosphorylation of GABA$_A$ receptors has received an increasing amount of attention in the past decade. Two tyrosine residues on the $\gamma_{2L}$
subunit, Y365 and Y367, have been identified as the major substrates for the tyrosine kinase, src, in GABA_A receptors composed of α₁, β₁, γ₂ subunits. Phosphorylation induces a significant enhancement of GABA-induced currents in HEK cells (Moss et al., 1995; Valenzuela et al., 1995; Wan et al., 1997). Neuronal GABA_A receptors are also modulated by tyrosine phosphorylation. A significant reduction in GABA_A receptor mediated whole-cell currents is observed with the addition of tyrosine kinase inhibitors while enhancements are seen with the addition of tyrosine phosphatase inhibitors (Moss et al., 1995). Increases in mean open time and probability of channel opening are the mechanisms underlying tyrosine kinase induced enhancement of GABA_A receptor function. Recent evidence has suggested a link between the activation of Src via TrkB and mGluR1-mediated pathways in cerebellar Purkinje neurones. Phosphorylation mediated by the non-receptor tyrosine kinase, Src, led to a 39% increase in the mean mIPSC amplitude suggesting a role for tyrosine kinase phosphorylation in the modulation of GABAergic synapses in Purkinje neurones (Boxall, 2000).

The functional significance of GABA_A receptor phosphorylation at the synaptic level still remains to be fully understood. Evaluation of the specific roles played by individual and coincident subunit phosphorylation may aid in the identification of specific protein kinases underlying differential cellular functions such as rebound potentiation.
**Metabotropic glutamate receptors**

**Classification: Structure and function**

Metabotropic glutamate receptors (mGluRs) are G-protein coupled receptors (GPCRs), classified into three different groups depending upon their receptor pharmacology (Schoepp *et al.*, 1990; Nakanishi, 1992; Schoepp & Conn, 1993; Conn & Pin, 1997; Schoepp *et al.*, 1999; Cartmell & Schoepp, 2000). The various mGluR groupings are shown in Fig. 1.6. There is around 70% homology within a group and approximately 30% homology between different groupings. Surprisingly, GluRs show no sequence homology with other GPCRs. All mGluRs possess a large extracellular amino-terminal domain, 7 transmembrane domains which are separated by short intrac- and extracellular loops and a variable length intracellular carboxyl-terminal domain. Nineteen separate cysteine residues, on predicted extracellular domains and loops, are conserved throughout all classifications of mGluRs suggesting a putative role in receptor structure or intramolecular transduction.

Fig. 1.6. Diagram of mGluRs: Classification, homology and major transduction pathways
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<tbody>
<tr>
<td></td>
<td>mGluR1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+PLC*</td>
<td>3,5-DHPG</td>
<td>I</td>
<td></td>
</tr>
<tr>
<td></td>
<td>mGluR5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>mGluR2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-AC+</td>
<td>2R,4R-APCD</td>
<td>II</td>
<td></td>
</tr>
<tr>
<td></td>
<td>mGluR3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
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</tr>
<tr>
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<td>mGluR7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>mGluR4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-AC+</td>
<td>L-AP4</td>
<td>III</td>
<td></td>
</tr>
<tr>
<td></td>
<td>mGluR8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>mGluR6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

PLC* - phospholipase C & AC+ /AC+ - adenylate cyclase
Identification, by O'Hara and co-workers (1993) identified a weak sequence similarity of the extracellular domain of mGluRs with bacterial periplasmic binding proteins (PBP), especially with the leucine, isoleucine, valine binding protein (LIVBP). A model based on previously reported three-dimensional structures of several PBPs was constructed for the agonist-binding region of mGluRs consisting of two globular domains incorporating a hinge region. This model allowed the identification of two residues, S165 and T188, thought to underlie the glutamate binding site. Mutations of these specific residues in mGluR1 resulted in changes in glutamate affinity (O'Hara et al., 1993).

G-protein coupling has been extensively studied for many GPCRs and the N-terminal end of the second intracellular loop (I2) has been identified as playing a pivotal role in G-protein coupling and activation (Savarese and Fraser, 1992; Ostrowski et al., 1992). Specificity of GPCRs for specific G-proteins is conferred by the third intracellular loop, particularly the interaction with the α subunit of the G-protein complex (Liu et al., 1995). Interestingly, the DRY signature is omitted from any of the mGluR intracellular loops whilst the third intracellular loop (I3) is conserved throughout all members of the mGluR family making this site unlikely to play a major role in G-protein selectivity. Studies using chimeras of different mGluRs has identified the second intracellular loop as mediating G-protein selectivity (Pin et al., 1994; Gomeza et al., 1996). Therefore, it seems evident that I2 of mGluRs plays a role comparative to that of I3 in most other GPCRs. The large (300 amino acid) carboxy-terminal domain, proposed to facilitate the coupling of G-proteins to the receptor complex (Pin et al., 1992; Pickering et al., 1993; Gabellini et al., 1993; Prezeau et al., 1996), may have a conjunctive role of targeting the receptor to specific compartments in neurones (Pin and Bockaert, 1995). This domain also contains a multitude of serine and threonine residues that could potentially be sites for interaction with GPCR kinases (GRK) (Alaluf et al., 1995). Phosphorylation at these sites and the various SH3 binding sites could potentially regulate the overall activity of the mGluRs and subsequent activation of downstream signalling cascades.
Purkinje neurone mGluR receptors

Cerebellar Purkinje neurones have been shown to express high levels of mRNA (Fotuhi et al., 1993; Masu et al., 1991) and protein (Baude et al., 1993; Fotuhi et al., 1993; Hampson et al., 1994; Martin et al., 1992; Nusser et al., 1994; Shigemoto et al., 1994) for mGluR_{1a} and mGluR_{1b} (Mateos et al., 2000). Subcellular distributions of both mGluR_{1a} and mGluR_{1b} were reported to be similar each having a predominantly perisynaptic localisation (Mateos et al., 2000). To date, mRNA for other mGluR subtypes (mGluR_{2}, mGluR_{3}, mGluR_{4}, mGluR_{5}, mGluR_{6}, and mGluR_{8}) has not been detected in Purkinje neurones (Abe et al., 1992; Duvoisin et al., 1995; Nakajima et al., 1993; Nakanishi 1992; Ohishi et al., 1993; Tanabe et al., 1993). This group 1 mGluR is coupled to the phospholipase C_{β} pathway via the G-protein, G_{q/11}, and stimulates the hydrolysis of membrane phospholipids into inositol trisphosphate (InsP3) and diacylglycerol (DAG) (Bockaert et al., 1993). InsP3 binds to InsP3 receptors on the endoplasmic reticulum (ER) of Purkinje neurones, causing the ‘all-or-none’ wave release of calcium into the cytoplasm. The consequent rise in intracellular Ca^{2+} ([Ca^{2+}]) has been proposed to be a crucial step in the induction of cerebellar synaptic plasticity such as long-term depression and rebound potentiation (Linden et al., 1991; Shigemoto et al., 1994; Llano et al., 1991; Kano et al., 1992), and may underlie the process of motor learning within the cerebellum. The localisation of postsynaptic mGluR_{1} and mGluR_{5} receptors seems to be under the regulation of a family of “Homer” proteins which contain “postsynaptic density zone-like” protein-interaction domains (Brakeman et al., 1997). The Homer family selectively binds mGluR_{1} and mGluR_{5} regulating the position of these receptor subtypes with respect to their second messenger pathways (InsP3 and DAG) in the postsynaptic neurone (Ciruela et al., 1999; Worley, 1999).

Presynaptic mGluRs: Regulation of neurotransmitter release

Immunoperoxidase localisation studies have aided in the identification of sites of mGluR expression within the mammalian brain. The majority of studies investigating group 1 mGluR expression have identified a postsynaptic locus of expression (Fig. 1.8), where most staining occurs at sites distant from active release zones (Martin et al., 1992; Baude et al., 1993; Nusser et al., 1994; Lujan et al., 1996, 1997). Using similar techniques group II mGluRs have been identified in both presynaptic (Shigemoto et al.,...
1997) and postsynaptic densities (concentrated at the periphery) in the hippocampus
(Petralia et al., 1996). One interesting finding is that, unlike group II mGluRs, group III
mGluRs are located solely at presynaptic sites and are abundant in or close to active
zones (Shigemoto et al., 1997) (Fig. 1.8). Differential expression of group III mGluRs is
displayed within the hippocampus where immunoreactivity for mGluR7 is localised
exclusively at glutamatergic terminals while the splice-variant mGluR4a is located at
both glutamatergic and non-glutamatergic synapses (Bradley et al., 1996). The
differential loci of mGluR subtype expression may underlie the physiological roles
played by each subtype. The comparatively high potency of glutamate (3-40μM) at
mGluR4 receptors identifies a role for this subtype in activation by glutamate spilling
over following release from adjacent glutamatergic synapses. Their perisynaptic
location, coupled with their presence on non-glutamatergic synapses, leads to the
hypothesis that mGluR4 subtypes may form presynaptic heteroreceptors, leading to the
modulation of neurotransmitter release. This hypothesis also applies to presynaptic
group II mGluRs displaying perisynaptic localisation. Glutamate is a highly potent
agonist at group II receptors (displaying EC50 values of 0.3-20μM) but preterminal
localisation of mGluR2 receptors at the hippocampal mossy fibre synapse would predict
that the receptor would only be activated under conditions of high neurotransmitter
release (Yokoi et al., 1996). The distinct lack of mGluR7 receptors on non-
glutamatergic terminals is expected, as it is unlikely that the “spillover” glutamate
concentration would rise to such an extent so as to activate this receptor subtype (EC50
for glutamate >500μM). Therefore, it is possible that perisynaptic mGluR receptors are
inactive under normal physiological conditions only being activated after intense
neurotransmitter release (Scanziani et al., 1997).

A high level of expression of mGluRs has been identified at glutamatergic
synapses throughout the CNS, implying an important role in the modulation of
glutamate release. All three mGluR groups have displayed a negative modulation of
transmitter release at specific synapses. The negative modulatory effect of selective
group II agonist DCG-IV in the medial (Kilbride et al., 1998) and lateral (Bushell et al.,
1996) perforant path of the dentate gyrus, striatum (Lovinger and McCool., 1995),
olfactory bulb (Hayashi et al., 1993), cerebellum (Glitsch et al., 1996) and spinal cord
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Fig. 1.7. Agonist and antagonist structures for mGluR group I, II & III.

**Agonists:**

**Group I**

- **3,5-DHPG**
  - EC₅₀ Values
  - (0.7-60μM)

**Group II**

- **2R,4R-ACPD**
  - EC₅₀ Values
  - (5-1000μM)

**Group III**

- **L-AP4**
  - EC₅₀ Values
  - (0.06-100μM)

**Antagonists:**

- **(s)-MCPPG**
  - IC₅₀ Values
  - (40-500μM)

- **LY 3451495**
  - IC₅₀ Values
  - (0.01-0.03μM)

- **CPPG**
  - IC₅₀ Values
  - (0.02-0.05μM)

Fig. 1.8. Putative localisation of metabotropic glutamate receptors at a theoretical CNS synapse.
motorneurones (Ishida et al., 1993) has been well established. Application of the group III selective agonist, L-AP4, produced similar effects on glutamatergic release in the hippocampal CA1 region (Baskys and Malenka, 1991; Gereau and Conn, 1995), the medial and lateral perforant path of the dentate gyrus (Koerner and Cotman, 1981), striatum (Pisani et al., 1997) and olfactory bulb (Trombley and Westbrook, 1992). Interestingly, electrophysiological studies have identified a negative modulatory role for group I mGluRs in the CA1 region of the hippocampus (Baskys and Malenka, 1991; Gereau and Conn, 1995; Manzoni and Bockaert, 1995). These findings are contrary to the belief that group I mGluRs are located exclusively at postsynaptic sites and may possibly have a role in both positive and negative modulation of glutamate release in the mammalian CNS.

Presynaptic modulation of neurotransmitter release, via mGluRs, is by no means restricted to glutamatergic synapses. Increasing evidence suggests that presynaptic mGluRs have a role in modulating the release of a wealth of different neurotransmitters throughout the brain. Electrophysiological reports suggest that mGluRs regulate the release of GABA from interneurones of the hippocampus, cerebellum, thalamus and olfactory bulb. Initial studies involved the use of the non-specific agonist 1S,3R-ACPD and its ability to reduce the amplitude of GABA-mediated inhibitory postsynaptic currents in the CA1 region of the hippocampus (Liu et al., 1993; Jouvenceau et al., 1995) and in the cerebellum (Llano and Marty, 1995). In the latter case, the application of t-ACPD induced effects was deemed to be due to two independent modes of action. First, t-ACPD altered the intrinsic firing rate of interneurones, presumed to be due to an action on somatic conductance mechanisms. Second, was a decrease in the efficacy of both interneurone-interneurone and interneurone-Purkinje neurone synapses, deemed to be an action on the vesicle release machinery of the GABAergic terminal.

Therefore, further identification of presynaptic mGluR subtypes and their resultant effects on endogenous neurotransmitter release, will aid in the understanding of the role played by mGluRs in maintaining/modulating neurotransmission in the mammalian CNS.
**N-methyl-D-aspartate receptors**

Ionotropic glutamate receptors are ligand-gated ion channels that mediate the vast majority of excitatory neurotransmission in the brain. N-methyl-D-aspartate (NMDA) receptors allow the influx of calcium into neurones, facilitating in the induction of higher order processes such as learning and memory (Asztely and Gustafsson, 1996) and in a variety of neurological disorders including epilepsy and ischaemic brain damage. In recent years, a tentative link between excessive NMDA receptor activation and neurodegenerative disorders such as Parkinson’s and Alzheimer’s diseases, Huntington’s chorea and amyotrophic lateral sclerosis, has been forged (Kornhuber & Weller, 1997; Sonsalla et al., 1998; Loopuijt & Schmidt, 1998).

Sequence similarities within the NMDA receptor family have led to the identification of 3 gene families encoding separate receptor subunits, termed NR1, NR2 and NR3 respectively. The subunit families of NR1, NR2 and NR3 all possess splice variants (Sun et al., 1998; Winkler et al., 1999) The NR1 subunits can form homomeric receptors whereas NR2 subunits cannot, requiring the co-expression with NR1 subunits for the formation of functional receptors (Dingledine et al., 1999).

**Receptor structure, subunit stoichiometry and ligand binding site**

Resolution of the NMDA receptor subunit structure identified a topology somewhat different to GABA\_A and nAChR subunits. Individual subunits possessed only three transmembrane domains (M1, M3 and M4, Fig. 1.9), contrary to the expected topology of four transmembrane domains of nAChR (M1-M4). A re-entrant membrane loop facing the cytoplasm substitutes for the missing M2 transmembrane domain producing the atypical subunit structure. The identification of the re-entrant loop arises from the pattern of accessibility, from both sides of the membrane, of charged sulphydryl reagents to cysteines substituted by mutagenesis for M2 residues (Kuner et al., 1996). Each subunit possesses a large, extracellular N-terminal domain with various glycosylation sites and a shorter intracellular C-terminal tail. The NMDA receptor agonist binding site, typical of glutamate receptors, is composed of a conserved amino acid-binding pocket. This pocket formation consists of two globular domains (S1 and S2, Fig. 1.9) encompassing sequences adjacent to the M1 and the M3-M4 loop.
Fig. 1.9. Putative structure of NMDA receptor subunits. Subunit consists of 3 transmembrane spanning domains (M1, M3 & M4); 1 re-entrant loop (M2) and 2 ligand binding domains (S1 & S2). (●) Putative consensus sites for phosphorylation by protein kinases.

Fig. 1.10. Schematic representation of the NMDA receptor ion channel and ligand binding sites (modified from Wong and Kemp, 1991).
respectively (Stern-Bach et al., 1994; Kuusinen et al., 1995; Arvola and Keinanen, 1996). These and similar findings support the idea that NMDA receptor subunits are modular, consisting of a pore-forming domain and two separate domains that form a single agonist binding site. The N-terminal 400 amino acids seem devoid of function with respect to ligand binding, but may however, play a functional role in NMDA receptor modulation. Speculation as to the induction of channel opening, after agonist binding, has led to the hypothesis that closure of the S1 and S2 lobes may place a torque on the receptor. This conformational change may be transmitted to the channel region, facilitating in the uncovering of the channel pore region itself and propelling the receptor from a ‘closed’ state to that of an ‘open’ state (Dingledine et al., 1999).

In order to attain the full ‘open’ state of the NMDA receptor, binding of glutamate and the co-agonist glycine is required (Johnson & Ascher, 1987). Analysis of NR1 and NR2 mutants has led to the assumption that glutamate binds exclusively to the NR2 subunit while glycine (co-agonist) binds exclusively to NR1 subunits (Kuryatov et al., 1994; Hirai et al., 1996; Laube et al., 1997; Anson et al., 1998). Early work on NMDA receptor stoichiometry favoured a pentameric structure for all glutamate receptors, based on evaluation of the size of cross-linked NMDA receptor protein (Brose et al., 1993) or functional analysis of combinations of native and mutant subunits possessing differential sensitivity to channel blockers (e.g. Ferrer-Monteil and Montal, 1996). Premkumar and Auerbach (1997) used single channel analysis of native and recombinant subunits to infer a pentameric stoichiometry for NMDA receptors, consisting of three NR1 and two NR2 subunits. Previous to these findings Behe and colleagues (1995) concluded that the receptor structure consisted of a more basic tetrameric structure consisting of two NR1 and two NR2. Rosemund and colleagues (1998) and concurrent studies, identifying the similarity of potassium channels (Doyle et al., 1998) or cyclic nucleotide-gated channels (Liu et al., 1996) to the proposed subunit stoichiometry of the NMDA receptor, corroborated these early findings. Therefore, it remains relatively unclear as to the exact subunit composition of native NMDA receptors with a spilt between tetra- and pentameric structure. The advent of physical methods, with which to unequivocally determine the number of subunits in a functional NMDA receptor, will aid in the understanding of NMDA receptor structure and function. Immunoprecipitation studies have aided in the identification of subunits
coexisting in native NMDA receptor complexes. Immunoprecipitation strategies have identified NR1 and NR2B subunits coexisting in mammalian brain extracts (Sheng et al., 1994; Blahos and Wenthold, 1996; Luo et al., 1997; Chazot and Stephenson, 1997) and NR1 with either NR2A or NR2B (Dunah et al., 1998).

**NMDA receptor phosphorylation**

Phosphorylation plays an important regulatory role in ion channel function and has been implicated in the induction of synaptic plasticity. Phosphorylation serves to enhance or potentiate the response to agonist binding in order to facilitate in the activation of downstream signal transduction pathways. NMDA receptors can be phosphorylated on serine/threonine residues by PKA, PKC and CaMKII, causing an enhancement of receptor function. Dephosphorylation by Calcium/calmodulin-dependent phosphatase, calcineurin, results in an inhibition of NMDA receptor function (Lieberman and Mody, 1994). In the mammalian brain, between 10 and 70% of NR1 and NR2 subunits seem to be phosphorylated at one or more sites by PKA and PKC. The variation in receptor phosphorylation provides a substantial level of molecular and functional heterogeneity within the NMDA receptor population (Leonard and Hell, 1997). PKC activation serves to enhance NMDA receptor function and has been observed in several different neuronal preparations (Moss & Smart, 1996). Parameters affected by PKC phosphorylation include an increase in open probability in conjunction with a decrease in the affinity for extracellular magnesium (Chen and Huang, 1992). Although the effects of PKC phosphorylation are profound, the underlying mechanisms of action are unknown. Zheng and Sigworth (1997) identified an amplification of PKC phosphorylation of NMDA receptors due to calcium influx through the receptor itself. This finding identifies a role by which NMDA receptor activation itself provides a positive feedback mechanism to facilitate the activation of alternative downstream signalling mechanisms. Modulation of NMDA receptor function by PKA and CaMKII still remains unclear. Evidence supporting specific residues phosphorylated by PKA (NR1, S879; Tingley et al., 1997) and CaMKII (NR2B S1303; Omkumar et al., 1996) remains inconclusive and sparse, while the physiological effects of this phosphorylation seem indirect. In the hippocampus, PKA activation by β adrenergic receptors enhances
the NMDA receptor mediated currents via an indirect block of calcineurin (Raman et al., 1996).

In contrast to NMDA receptor potentiation, serine and threonine phosphatases 1, 2A, or 2B (calcineurin) facilitate the inhibition of NMDA receptor function. Calcineurin can be activated by the flux of calcium entering the cell during receptor activation and serves to reduce the open time of the NMDA receptor (Liberman and Mody, 1994). Activation of phosphatase 1 and 2A resulted in a reduction in the open probability of NMDA receptors in hippocampal neurones (Wang et al., 1994).

Tyrosine kinase induced enhancement of NMDA receptor-mediated responses has been illustrated in neurones (Lu et al., 1998; Zheng et al., 1998). The endogenous, non-receptor tyrosine kinase, Src, seems to play a regulatory role in the function of neuronal NMDA receptors. Application of a high-affinity peptide (which activates Src) resulted in an increase in the open probability of the receptor and anti-Src antibodies co-immunoprecipitated NR1 from synaptic membranes (Yu et al., 1997). The data suggests that Src plays a role in NMDA receptor phosphorylation and may be a component of the subsynaptic protein complex that contains NMDA receptors. Activation of tyrosine kinases has been implicated in the induction of long term potentiation (LTP) in the hippocampus. Application of tyrosine kinase inhibitors and inhibition of Src using a Src-blocking peptide both resulted in an inhibition of LTP induction while Src induced enhancement of NMDA receptor function can be inhibited by NMDA receptor antagonists (O'Dell et al., 1991; Lu et al., 1998). As with the serine and threonine kinases, endogenous tyrosine phosphatases may also regulate channel opening probability and therefore the activation properties of the NMDA receptor. Therefore, the activation of protein kinases and phosphatases plays pivotal role in adjusting the functional properties of the NMDA receptor, allowing a co-ordinated activation of downstream signalling cascades.

**NMDA receptor pharmacology**

Fast excitatory neurotransmission in the mammalian brain requires the activation of AMPA, Kainate and NMDA receptor subtypes. The putative endogenous neurotransmitter candidate for receptor activation is L-glutamate, whereas L-aspartate seems to exclusively activate NMDA receptors (Patneau and Mayer, 1990). Glycine,
initially thought to potentiate NMDA receptor-mediated responses has now been identified as an essential co-agonist at NMDA receptors (Johnson & Ascher, 1987; Klecker and Dingledine, 1988). The advent of new NMDA receptor antagonists has provided a better understanding of the physiological functions of NMDA receptors and native receptor subunit combinations. The first type of organic compounds to be synthesised as NMDA receptor antagonists were those which impeded the binding of glutamate/aspartate to the agonist binding site. The first compounds were d-isomers of simple longer chain glutamate analogues, d-α-aminoacidipate (d-α-AA). These relatively low potency compounds were superseded by structures which had the α-carboxylic acid of d-α-AA replaced with a phosphonic acid group to give d-2-amino-5-phosphovalerate (d-APV). This competitive antagonist displayed good selectivity and low micromolar affinity for the agonist binding site. d-AP5 has played a pivotal role in the identification of NMDA receptor function in the CNS (Watkins, 1984). An alternative site for NMDA receptor block is the ion-channel site or pore region of the receptor. The receptor requires to be in an activated state allowing the uncovering of the antagonist-binding site within the pore lining. One such compound is MK-801, a noncompetitive, use-dependent NMDA receptor antagonist (Huettner and Bean, 1988; MacDonald et al., 1991; Jahr, 1992; Dzubay and Jahr, 1996). Activation of the NMDA receptor requires the binding of the co-agonist glycine to the strychnine-insensitive glycine binding site found on the NR1 subunit and thus was a potential target for antagonism. Kynurenic acid, a “broad spectrum” glutamate receptor antagonist, produced a noncompetitive block of NMDA receptor mediated responses via antagonism at the glycine binding site. Development of a structural analogue of Kynurenic acid, 7-chloro Kynurenic acid (7-Cl KYNA) displayed a 70-fold increase in affinity for the glycine modulatory site and completely depressed all NMDA responses in rat cortical tissue (Kemp et al., 1988) (Fig. 1.10).

Voltage-dependent magnesium (Mg^{2+}) block of NMDA receptors

The NMDA receptor is unique in comparison to other ligand-gated ion channels due to the dual dependence of function on agonist binding and membrane potential. The voltage dependence of channel activation stems from the submillimolar concentration block by Mg^{2+} as opposed to the voltage dependence of conformational changes
The function of the NMDA receptor is governed by the strong voltage dependence of Mg\(^{2+}\) block, where, at normal resting membrane potentials (-70mV) most NMDA receptors will undergo Mg\(^{2+}\) block, resulting in a considerable reduction in the NMDA receptor component of synaptic currents. Alleviation of the block occurs when the neurone becomes depolarised, via action potential generation (AP) or intense activation of colocalised AMPA receptors. Depolarisation, above -30mV, will partially relieve the Mg\(^{2+}\) block allowing ion flux through the activated NMDA receptor. The resulting influx in Na\(^+\), Ca\(^{2+}\) and efflux of K\(^+\) triggers a multitude of downstream signalling cascades culminating in the maintenance of neuronal function mediated via various protein kinases and phosphatases (Dingledine et al., 1999).

**Presynaptic NMDA receptors**

Excitatory neurotransmission in the brain follows the dogma that postsynaptic NMDA receptors are activated upon release of glutamate from a presynaptic release site. In recent years there has been an increasing volume of evidence supporting a putative role for presynaptic NMDA receptors in the mammalian CNS. The majority of the evidence results from immunohistological evidence at the light and electron microscopic level. Paquet and Smith (2000) provided convincing immunocytochemical evidence for the existence of presynaptic NMDA receptor subunit immunoreactivity in termini of GABAergic interneurones. Ultrastructural data identified strong NMDAR1 immunoreactivity in subpopulations of GABA-immunoreactive boutons in the bed nucleus of the stria terminalis, the paraventricular hypothalamic nucleus and the arcuate nucleus in rat brain. At the light microscopic level, immunoreactive terminal-like varicosities were identified in other nuclei in the basal forebrain, midline thalamus and periventricular hypothalamus. This compelling data suggests that the existence of presynaptic NMDA receptors is a more generalised phenomenon than previously thought. Specificity of presynaptic NMDA receptor expression and function is maintained due to there being an absence of presynaptic immunoreactivity in the midbrain, brainstem and cortical levels (Paquet & Smith, 2000). Previous to these findings, the only direct immunocytochemical evidence of NMDAR1 immunoreactivity
in GABAergic terminals came from DeBiasi et al. (1996), who found NMDAR1 and NMDAR2A/B-positive terminals forming symmetric synapses in the rat cerebral cortex.

Therefore, it is possible that GABAergic terminals of cerebellar interneurons may possess functional NMDA receptors. Purkinje neurones display dense staining for NMDAR1 compared to relatively little if any staining for NMDAR2A/B (Petralia et al., 1994) which is consistent with the lack of functional NMDA receptors in the adult Purkinje neurones (Moriyoshi et al., 1991). The NMDAR1 staining is concentrated in the cell bodies and dendritic arbours of Purkinje neurones in slice preparations from early developmental stages through to adulthood (Hafidi and Hillman, 1997; Thompson et al., 2000). Developmental expression of NMDAR1 in basket, stellate and Golgi cells occurs after P15 continuing to increase up to P20 where expression levels are maintained (Hafidi and Hillman, 1997). Interneurones of the adult cerebellum displayed differential staining for secondary NMDA receptor subunits with Golgi cells displaying prominent staining for NMDAR2B and basket and stellate cells for NMDAR2A (Thompson et al., 2000). The existence of data supporting NMDA receptor subunit expression at terminals of GABAergic interneurones of the cerebellum still remains elusive. The lack of immunocytochemical data may arise from the lack of functional data suggesting a role for presynaptic NMDA receptors in the interneurone-Purkinje neurone synapse. Glistch and Marty (1999) identified the NMDA receptor induced increase in GABA release on application of NMDA. The receptors were postulated to be present on axonal domains of GABAergic interneurones due to NMDA effects persisting in the presence of 0.2μM TTX. Further electrophysiological and immunocytochemical data is required to identify the existence of functional presynaptic NMDA receptors in the cerebellum. Presynaptic NMDA receptors would facilitate the release of GABA by two possible mechanisms. First, the microdomain increase in intracellular calcium, mediated via the NMDA receptor, is likely to facilitate the exocytotic release of vesicular GABA. Second, the increased level of sodium may cause a depolarisation of the terminal, which could result in reversal of the GABA transporter, inducing a release of GABA from the cytoplasmic pool (Attwell et al., 1993; Levi and Raiteri, 1993).
AMP A, Kainate & NMDA receptors: Presynaptic regulation of transmitter release

The presence of postsynaptic, fast ionotropic glutamate receptors has long been established in the mammalian brain. More recently, data suggests that a presynaptic localisation of ionotropic receptors could play an influential role in modulating the effects of either excitatory or inhibitory inputs to target neurones. Interestingly, the activation of the same ionotropic receptor on different neuronal preparations induces complicated and often contradictory effects on the neurotransmitter release process. The activation of these presynaptic receptors is as a result of glutamate ‘spillover’ from neighbouring excitatory neurones. A wealth of information exists as to the physiological reasons for ‘spillover’ and its modulatory effects on distant neurones, but to date, there are only a handful of investigations into the possible roles of retrograde messenger activation of presynaptic ionotropic receptors.

Satake and colleagues (2000) examined the effects of repetitive CF stimulation on the release of GABA from adjacent basket cells in the rat cerebellum. CF stimulation produced the documented AMPA-mediated postsynaptic EPSC in the recorded Purkinje neurone (Konnerth et al., 1990) but also induced a transient depression of the GABAergic inhibitory transmission between cerebellar interneurones and PNs, termed ‘disinhibition’. Examination of paired pulse (PP) ratio changes after CF stimulation in conjunction with the evaluation of coefficient of variation of IPSC amplitudes identified a presynaptic locus for the reduced inhibitory transmission. Further examination, using a multitude of pharmacological tools, identified AMPA receptors as the presynaptic ionotropic receptor subtype initiating the interneurone-PN ‘disinhibition’. The CF-mediated reduction in IPSC amplitude, somewhat similar to DSI, was deemed to be due to glutamate spillover from the CF as opposed to release of a retrograde transmitter from the PN. Therefore, the effect of glutamate release from CFs is twofold. Firstly, glutamate binds to postsynaptic AMPA receptors causing an overall depolarisation of the PN. Secondly, glutamate diffuses from the synaptic cleft to adjacent sites of inhibitory transmission causing an AMPA mediated depression of GABA release, thereby accentuating PN depolarisation.
These findings are in direct contrast to that of an earlier study by Bureau and Mulle (1998) examining the effects of the AMPA/KAI receptor agonist, domoate, on the amplitude and frequency of sIPSCs in cerebellar stellate cells. During the application of domoate a large increase in the frequency of sIPSCs was observed with no discernible change in the mean amplitude while a large decrease in sIPSC frequency and amplitude was observed immediately after cessation of agonist application. Therefore, the exact effects of AMPA/KAI receptor activation on the release of GABA from cerebellar interneurones still remains controversial.

In parallel with the identification of presynaptic AMPA receptors on basket cells, Carter and Regehr (2000) identified the existence of both AMPA and NMDA receptors at putative release sites on cerebellar stellate cells. The main finding of this work was that repetitive stimulation of PFs caused a prolonged EPSC in the adjacent stellate cells. This EPSC consisted of both a fast and slow component corresponding to presynaptic AMPAR and NMDAR activation, respectively. Glutamate, released during PF stimulation, accumulated in the cleft before diffusing to adjacent interneurone synaptic sites causing a prolonged EPSC. The EPSC was composed of a fast AMPA and somewhat slower NMDA-mediated component. Interestingly, block of glutamate transporters, required for the termination of glutamate effects after release, caused an increase in the PF-mediated EPSC in stellate cells. Therefore, glutamate transporters play a fundamental role in the regulation of 'spillover' of glutamate after intense synaptic stimulation.

Presynaptic ionotropic receptors can also act as autoreceptors being activated subsequent to the release of their own endogenous transmitter (MacDermott et al., 1999; Parnas et al., 2000). Application of NMDA at the PF-PN synapse in the cerebellum resulted in a transient depression of PF-mediated EPSCs recorded in PNs (Casado et al., 2000). This depression was initially thought to involve a reduction in transmitter release mediated via presynaptic NMDA receptor activation. However, on further examination it was revealed that calcium entry, via presynaptic NMDARs, caused a depression of postsynaptic EPSCs via the release of a trans-synaptic messenger. The presynaptic microdomain increase in calcium resulted in the production and release of the soluble messenger nitric oxide (NO). Synaptic depression is thought to occur due to the diffusion of NO from a pre- to postsynaptic site whereupon it could conceivably
augment the phosphorylation of AMPARs, possibly via PKG, and this might result in an overall reduction in EPSC amplitude.

Finally, kainate receptors are also implicated in the regulation of neurotransmitter release in the mammalian brain (Khakh & Henderson, 2000). Controversy surrounds this ionotropic receptor subtype as it plays differential roles depending on the neuronal preparation. Activation of presynaptic kainate receptors, deemed to have an axon terminal locus of expression, causes an increase in the release of GABA from hypothalamic neurones (Liu et al., 1999). Conversely, presynaptic kainate receptor activation in hippocampal interneurones causes a marked depression of GABA release (Rodriguez-moreno et al., 1997; Min et al., 1999). Interestingly, one hypothesis for this depression in transmission involved direct activation of a G_{i/o} subtype G-protein-coupled pathway upon presynaptic kainate receptor activation (Rodriguez-moreno & Lerma, 1998). Subsequent work by Frerking and colleagues (1999) proposed that presynaptic kainate receptor activation resulted in a kainate-induced increase in the spontaneous release of GABA. However, this initial increase in presynaptic transmitter release resulted in an overall decrease in sIPSCs due to GABA_B autoreceptor inhibition of further release. The possibility still remains that kainate receptors may have a direct coupling to G-protein-mediated signalling pathways whereby influencing the release of neurotransmitter, however this remains to be evaluated.

Clearly, further work is required to elucidate the specific signal transduction cascades involved in ionotropictarget receptors and the excitability of adjacent neuronal inputs.
Excitatory amino acid transporters (EAATs)

Glutamate, the most widespread excitatory neurotransmitter in the brain, can allow neurones to relay and process information while also being the precursor to global neuronal destruction. In situations such as brain hypoxia (perinatal asphyxia) and cerebrovascular ischaemia (stroke), glutamate concentrations rise to levels sufficient to induce excitotoxicity and resulting neuronal death (Szatkowski and Attwell, 1994). Glutamate release during normal exocytosis will spread throughout the synaptic cleft in order to activate all excitatory amino acid receptors surrounding the cleft (postsynaptic and presynaptic autoreceptors). Termination of glutamate activity requires the re-uptake of glutamate into presynaptic boutons or uptake into postsynaptic neurones or glia. This action of EAATs, present on the plasma membranes of neurones and glial cells, results in the complete removal of glutamate from the extracellular space and thus eliminates the possibility of glutamate-induced excitotoxicity.

Protein structure

The family of mammalian excitatory 'amino acid transporters consists of five isoforms termed EAAT(1-5). Each displays approximately 36-65% sequence homology and all are dependent upon the concentration gradient of sodium ions for transport. Structural features which are common throughout the mammalian EAAT family are the absence of a cleavable signal sequence, suggesting a cytosolic localisation of the NH$_2$ terminus; the presence of a sequence motif AA(I,V,L)FIAQ, probably located in a membrane-spanning domain, which is conserved throughout all amino acid transporters; an increased level of sequence conservation in the COOH-terminal compared to the NH$_2$ terminal; the presence of six highly conserved putative membrane-spanning domains in the NH$_2$-terminal half of the proteins; and the presence of two cannonical sites for N-linked glycosylation on the extracellular hydrophilic loop EL2 between TM3 and TM4 (Danbolt et al., 1992; Lehre et al., 1995; Levy et al., 1993; Rothstein et al., 1994; Schulte & Stoffel, 1995). EAAT3 has been identified as possessing 6 α-helical transmembrane domains in the NH$_2$ terminal domain of these proteins (Kanai and...
Heidiger, 1992). Controversy still surrounds the structure and function of the COOH terminal domain of the protein, and this is where the largest level of sequence homology is found. There exists a long hydrophobic stretch of amino acid residues displaying no tendency to form \( \alpha \)-helical structures in this region. Unfortunately, three independent groups have identified two, four and six extra classical transmembrane domains within this COOH terminal domain of the protein, resulting in inconsistencies in the identification of the overall sequence of EAATs (Pines et al., 1992; Kanai and Heidiger, 1992; Hofmann et al., 1994; Storck et al., 1992). One finding, common to all the aforementioned studies, was the cytosolic localisation of the COOH terminus.

**Stoichiometry**

The exact stoichiometry of individual EAATs varies among the five members of the transporter superfamily. Glutamate uptake, for many cell types, is electrogenic and driven by the cotransport of \( Na^+ \) and the countertransport of \( K^+ \) with a first-order dependence on external glutamate and \([K^+]\) and a sigmoidal dependence on external \( Na^+ \), which suggests a stoichiometry of \( 3 Na^+: 1 \) glutamate : \( 1K^+ \) (Barbour et al., 1988; Kanner and Sharon, 1978). In conjunction with the movement of \( Na^+, K^+ \) and glutamate there is a flux of pH-changing ions, cotransport of \( 1H^+ \) or counter-transport of \( 1OH^- \) (Bouvier et al., 1992; Erecinska et al., 1983; Nelson et al., 1983). This would confer a stoichiometry of \( 1 \) glutamate: \( 2 Na^+: 1 K^+: 1 OH^- \) which would still be electrogenic. Controversy still surrounds the exact stoichiometry of the different EAATs, for example EAAT3 has been shown to have a stoichiometry of \( 1 Na^+: 1 \) glutamate : \( 1H^+: 1K^+ \) (Zerangue and Kavanaugh, 1996), \( 2 Na^+: 1 \) glutamate : \( 1K^+: 1H^+ / OH^- \) (Kanai et al., 1995) and \( 3 Na^+ \) transported per glutamate (Zerangue and Kavanaugh, 1996). Discrepancies in evaluation of the true stoichiometry of EAAT3 are derived from the different experimental conditions in which the results were obtained. To date the most compelling evidence suggests that glutamate uptake is driven by the cotransport of \( 2 Na^+ \) into the cell (Stallcup et al., 1979; Baetge et al., 1979; Erecinska et al., 1983), the counter-transport of \( 1K^+ \) (Kanner and Sharon, 1978; Burckhardt et al., 1980; Amato et al., 1994), and either the cotransport of \( 1H^+ \) or the counter-transport of \( 1OH^- \) (Bouvier et al., 1992). This is diagrammatically represented in fig. 1.11.
Mechanism of transport

The translocation of glutamate requires the ordered binding of two or three Na\(^+\) in order to facilitate the binding of a single glutamate molecule. Cooperativity of Na\(^+\) and glutamate binding for EAAT3 suggests that one Na\(^+\) ion binds with low affinity then glutamate binds inducing the binding of the second Na\(^+\). This Na\(^+\)/glutamate complex is then translocated whereupon both ions become independent. Subsequent to the complex translocation, K\(^+\) bind and translocate to the extracellular face allowing a new glutamate uptake cycle to begin. If pH changes occur then simultaneous translocation of glutamate and H\(^+\) or K\(^+\) and OH\(^-\) will occur (Kanner, 1993). Sodium ion and glutamate concentrations provide the major driving force for glutamate translocation, where at low extracellular Na\(^+\) concentrations the binding of Na\(^+\) to the extracellular face becomes the rate-limiting step. Conversely, when the extracellular sodium concentration is high the rate-limiting translocation step becomes the extracellular concentration of L-glutamate.

Physiological role of neuronal EAATs

The strict control of extracellular glutamate concentration is paramount in order to eliminate the possibility of glutamate-induced neurotoxicity. Neurones
contain glutamate concentrations four orders of magnitude higher than that in the extracellular fluid of the synaptic cleft (10mM in neurones and low millimolar in glial cells) (Benveniste et al., 1984; Burger et al., 1989; Kanner and Schuldiner, 1987; Rothstein et al., 1996). The block of glutamate transport by non-selective glutamate blockers (threo-β-hydroxyaspartate, (THA) and dihydrokainate, (DHK) raise the extracellular glutamate concentration, alter postsynaptic potentials and result in neurotoxicity in vitro (Barks and Silverstein, 1994; Isaacson and Nicol, 1993; Mennerick and Zorumski, 1994; Robinson et al., 1993; Rothstein et al., 1993; Sarantis et al., 1993) and in vivo (Lucas and Newhouse, 1957; Olney and Sharpe, 1969; Olney et al., 1971). Evidence suggests that glial transporters (EAAT1 and EAAT2) regulate the extracellular glutamate concentration rather than transporters which are located on neurones (EAAT3 and EAAT4) (Peghini et al., 1997; Tanaka et al., 1997). Therefore, specific partial knockouts of EAAT1-2 cause progressive paralysis and neurodegeneration in rats (Rothstein et al., 1996). These findings do not exclude EAAT3-4 in the induction of neurodegeneration, as the possible reversal of these uptake transporters may increase extracellular glutamate levels to such an extent so as to initiate excitotoxicity, this will be discussed later. The cerebellum contains four of the five subtypes of EAATs (1-4) located differentially throughout the different cell types. Glial cells contain an abundance of EAAT1 while Bergmann glia contain EAAT2 (Chaudhry et al., 1995; Lehre et al., 1995; Rothstein et al., 1994).

Purkinje neurones express an abundance of EAAT4 with predominant immunoreactivity in the dendrites and spines. However, immunogold-labelling studies have identified EAAT4 as having extrajunctional loci of expression. This infers that EAAT4 functions to uptake glutamate from the synaptic cleft so as to minimise glutamate spillover, as opposed to quenching the glutamate released from PF or CFs (Tanaka et al., 1997). Studies by Coco and colleagues (1997) identified a non-synaptic localisation of the EAAT3 glutamate transporter in cultured hippocampal neurones. Immunoreactivity was present in the somatodendritic compartments with specific localisation on dendritic shafts and spine necks, juxtaposed to the active zone. The loci of expression for EAAT3 and EAAT4 would argue against a role in synaptic glutamate clearance and would predict an unconventional non-synaptic function for both transporters. Purkinje neurones display a similar somatodendritic localisation of EAAT3.
(Furuta et al., 1997). Therefore, the presence of EAAT3 and EAAT4 in GABAergic Purkinje neurones may aid in the block of glutamate spillover, modulation of GABA synthesis or play an as yet unidentified role in the regulation of intra/extracellular glutamate concentrations.

**Glutamate release during EAAT reversal**

Under normal transmembrane gradients of Na\(^+\), K\(^+\), pH and voltage, glutamate will be removed in order to minimise the extracellular glutamate concentration ([glutamate]\(_o\) ~0.2\(\mu\)M) (Attwell et al., 1993). During situations such as brain hypoxia or ischaemia the normal transmembrane gradients become disrupted. Anaerobic conditions, which exist during ischaemia and hypoxia results in a change in the H\(^+\) ion concentration on both sides of the plasma membrane, eventually causing a change in the pH level to approximately 6.1. Persistent lack of oxygen to the brain will cause a reduction in ATP levels resulting in a slowing of the Na\(^+\)/K\(^+\) ATPase pump and eventual rundown of the transmembrane gradients for [K\(^+\)], [Na\(^+\)] and the resting membrane potential. Interestingly, the extracellular K\(^+\) concentration rises relatively slowly until around two minutes after cessation of oxygen whereupon [K\(^+\)]\(_o\) rises rapidly to around 60mM, [Na\(^+\)]\(_o\) falls and the cells depolarise to ~20mV. The disruption to the transmembrane gradients leads to the reversal of the glutamate transporter and a rapid rise in the extracellular glutamate concentration (Szatkowski et al., 1990; Billups and Attwell, 1996). During ischaemia and hypoxia, it is predicted, assuming an average value of 3mM [glutamate], that when [K\(^+\)]\(_o\) rises the reversal of neuronal EAATs will result in [glutamate]\(_o\) rising to 260\(\mu\)M (Attwell et al., 1993). This concentration of glutamate is sufficient to induce neuronal death if it persists for more than a few minutes (Choi et al., 1987). This phenomenon is not unique to the cerebellum and is postulated to underlie neuronal death in a variety of brain tissues. In the hippocampus, non-specific blockers of EAATs have prevented damage to neurones subjected to hypoxia and ischaemic conditions, thus identifying the major role played by EAATs during the induction of excitotoxicity and eventual neuronal death (Roettger and Lipton, 1996; Katsumori et al., 1999).


\textbf{Ca}^{2+} \textit{in Purkinje neurones: Sources and homeostasis}

**AMPA receptors and voltage-activated calcium channels (VACCs)**

Fast excitatory neurotransmission in the cerebellum releases glutamate from both parallel fibres (PFs) and climbing fibres (CFs) thus activating postsynaptic glutamate receptors present on Purkinje neurones (Llano \textit{et al.}, 1991; Konnerth \textit{et al.}, 1990). Only during very early postnatal stages (P0-5) do Purkinje neurones express calcium-permeable NMDA receptors. Mature Purkinje neurones (P21) do not possess functional NMDARs (Farrant and Cull-Candy, 1991; Llano \textit{et al.}, 1991; Rosemund \textit{et al.}, 1992). Therefore, CF and PF activation results in the activation of AMPA receptors and mGluRs mediating a postsynaptic rise in cytosolic calcium levels. Studies using \textit{in-situ} hybridisation and RT-PCR (Lambolez \textit{et al.}, 1992; Tempia \textit{et al.}, 1996) identified the presence of all AMPA receptor subunits (GluR1-4) in mature Purkinje neurones. Large amounts of the GluR2 subunit is expressed, which confers a low calcium permeability on heteromeric recombinant AMPA receptors and inwardly-rectifying current-voltage relationship (Verdoom \textit{et al.}, 1991; Burnashev \textit{et al.}, 1992; Ozawa, 1998), indicating that Purkinje neurone AMPA receptors have a low calcium permeability. Further investigation calculated that calcium carries 0.6\% of the total ion flux through the AMPA receptor during activation (Burnashev \textit{et al.}, 1995). The role of the AMPA receptor is predominantly in neuronal depolarisation and does not contribute significantly to calcium rises, underlying many forms of synaptic plasticity within the cerebellum.

Depolarisation, induced by PF and CF activation of AMPA receptors, causes activation of voltage-activated calcium channels (VACCs) present on the Purkinje neurone plasma membrane. Neurones express a range of VACCs classified in two groups depending upon their pharmacological and physiological properties, either low voltage-activated (LVA, T-type channels) or high voltage-activated (HVA, L, N, P, Q and R types) (Miller, 1987; Tsien \textit{et al.}, 1988; Bean, 1989; Swandulla \textit{et al.}, 1991; Llinas \textit{et al.}, 1992; Wheeler \textit{et al.}, 1995). At a membrane potential of \(-10\text{mV}\), all types of VACCs will open resulting in an influx of calcium and rapid rise in cytosolic calcium levels. The majority of calcium currents are mediated via HVA P-type calcium...
channels, first found in Purkinje neurones and subsequently identified in a variety of other tissue types (Llinas et al., 1992). Pharmacological properties of this type of calcium channel include insensitivity to dihydropyridines and ω-conotoxin GVIA, modulators of L-type and N-type channels, respectively. One compound that displays a specific, potent block of P-type calcium channels is ω-Aga IVA (a component of funnel web spider venom, Agelenopsis aperta; Mintz et al., 1992 a & b). Depolarisation of the Purkinje neurone membrane results in the opening of P-type calcium channels located throughout the neurone, causing a large scale increase in cytosolic calcium, the precursor step thought to underlie persistent synaptic changes in the cerebellum (Sakurai, 1990; Konnerth et al., 1992; Kano et al., 1992).

**Calcium release from intracellular stores**

Calcium elevation in Purkinje neurones can be further aided by the 'wave-like' release of calcium from two independent intracellular stores located on the endoplasmic reticulum (ER) (Berridge, 1996; Mikoshiba, 1996). The stores are ligand-gated, calcium permeable channels termed ryanodine receptors (RyRs) and inositol 1,4,5-trisphosphate receptors (IP3Rs). Ryanodine receptors are composed of three subtypes, two from muscle; the skeletal muscle type (RyR1) and cardiac muscle (RyR2) and one from the brain (RyR3) (McPherson & Campbell, 1993; Sorrentino & Volpe, 1993; Hamilton et al., 2000). All isoforms are present in Purkinje neurones with RyR2 being the most prominent (Kuwajima et al., 1992). Interestingly, Purkinje neurones possess RyR1 which has been postulated, with the dihydropyridine receptor acting as a voltage sensor, to be involved in depolarisation-induced release of calcium in skeletal muscle (Hamilton et al., 2000). RyR2 and RyR3 are activated when cytosolic calcium levels reach micromolar concentrations, where calcium facilitates the release of calcium from ER stores in a process termed calcium-induced-calcium release (CICR) (Mikoshiba, 1996). Therefore, the calcium signal mediated by activation of VACCs is subsequently prolonged by the release of intracellular calcium. However, to date there is no evidence for the release of calcium from ryanodine sensitive stores after intense CF and PF stimulation of Purkinje neurones. In accordance with this, measured calcium transients, as a result of depolarisation, show only a monotonic rise in calcium with no secondary component (Eilers et al., 1995; Llano et al., 1994; Kano et al., 1995). Application of the
RyR agonist, caffeine, resulted in a transient increase in cytosolic calcium levels in both the soma and dendrites of mature Purkinje neurones. This rise can be blocked by the application of Ruthenium Red but not mimicked by membrane depolarisation inducing long-term changes in synaptic transmission (Kano et al., 1995). This provides compelling evidence that RyRs do not play a pivotal role in the induction phase of long term synaptic plasticity within the cerebellum.

PF activation of Purkinje neurone mGluR type 1 receptors resulted in the InsP₃ via the phospholipase C pathway. Intense CF and PF stimulation caused an increase in the cytosolic concentration of InsP₃ (10-20μM), accumulating in the spines and dendrites of the Purkinje neurone where InsP₃Rs are located (Satoh et al., 1990; Takei et al., 1992). Binding of InsP₃ to the type 1 InsP₃R, the predominant receptor subtype in Purkinje neurones, caused a ‘wave-like’ release of calcium into the cytosol. Initially, a fast calcium transient is observed due to VACC opening, followed by a secondary peak due to calcium liberation from the InsP₃ stores (Takechi et al., 1998; Finch & Augustine, 1998). Therefore, it seems likely that PF activation induces the release of calcium from InsP₃ stores and not ryanodine-sensitive stores during the induction phases of long-term plasticity.

Purkinje neurones contain large concentrations of the calcium binding proteins calbindin-D₂₈K and parvalbumin. Calbindin-D₂₈K is located throughout the Purkinje neurone and shows a high level of immunoreactivity in the nucleus, constituting 15% of the soluble protein of this cell type (German et al., 1997; Baimbridge et al., 1982). Rapid calcium sequestration by calbindin-D₂₈K occurs due to it possessing three to four high-affinity, cooperative binding sites (Cheung et al., 1993) that exhibit rapid binding kinetics and that the protein itself is mobile (Roberts, 1993). In conjunction with rapid calcium sequestration by calcium binding proteins, sarco-endoplasmic reticulum calcium pumps (SERCA), plasma membrane calcium pumps (PMCA) and Na⁺-Ca²⁺ exchangers, all provide conjunctive and alternative mechanisms for calcium sequestration (Fierro et al., 1998). Efficient spatio-temporal modulation of neurone calcium underlies the maintenance of the majority of cellular functions and could potentially play a pivotal role in cerebellar Purkinje neurone synaptic plasticity.
Long-term depression (LTD) in the cerebellum

Long lasting, activity-dependent depression of synaptic transmission, termed long-term depression (LTD), has been established at synapses between parallel fibres (PF) and Purkinje neurones. LTD is manifest as a significant reduction in the PN response to the release of glutamate from PFs, induced as a result of repetitive PN stimulation. The induction of LTD of PF-mediated responses requires, in vivo, the coincident activation of postsynaptic ionotropic AMPA receptors and metabotropic glutamate receptors. Climbing fibre (CF) stimulation induces AMPA receptor activation resulting in a fast depolarisation of PNs leading to the opening of voltage-activated calcium channels and subsequent increase in [Ca\(^{2+}\)]. LTD induction can be blocked by simultaneous stimulation of CF and cerebellar interneurones, probably due to hyperpolarisation of the PN and thus blocking the Ca\(^{2+}\)-dependent plateau potentials (Ekerot and Kano, 1985; Ekerot and Oscarsson, 1981). Reduction of free cytosolic calcium using EGTA blocks LTD, therefore, identifying the rise in cytosolic calcium as being the crucial step in the induction phase (Sakurai, 1987). Coincident stimulation of PFs causes activation of mGluR type 1 receptors known to be coupled to the phospholipase C pathway (Baude et al., 1993). Stimulation of this enzyme pathway leads to the production of InsP\(_3\) and DAG (Pin and Duvoisin, 1995). The result of stimulation of this pathway is twofold. Firstly, InsP\(_3\) binds to InsP\(_3\)R located on the ER of neurones to induce the release of calcium from intracellular calcium stores. This release of calcium into the cytosol induces the secondary wave-like release from ryanodine-sensitive stores due to ‘calcium induced calcium release’ (Ellisman et al., 1990; Walton et al., 1991; Kuwajima et al., 1992; Nakanishi et al., 1992; Ross et al., 1992). Secondly, DAG directly activates the protein kinase, PKC. Induction of LTD, in acute slices and cultures, requires the activation of PKC following PF-mGluR\(_1\) activation (Crepel and Krupa, 1988). Therefore the underlying mechanism of LTD induction requires the wave-like increase in cytosolic calcium and subsequent protein kinase C activation.

The downstream mechanisms causing depression of the PF-PN synapse are still largely unresolved. Recent studies have identified a predominant role for nitric oxide in the induction phase of LTD. One major drawback with this hypothesis is that RT-PCR
studies on PNs have failed to detect any presence of the enzyme, nitric oxide synthase (NOS) (Crepel et al., 1994). However, both CF and cerebellar basket cells possess an abundance of NOS and could therefore be the source of NO production (Bredt et al., 1990; Southam et al., 1992). It was hypothesised that, following a rise in cytosolic calcium in PNs after CF/PF stimulation, a K⁺ efflux (via Ca²⁺-activated K⁺ channels) would induce a local depolarisation of presynaptic PFs to such an extent so as to stimulate the NOS pathway. Diffusion of NO, back across the synaptic cleft, would result in the activation of guanylate cyclases and subsequent activation of protein kinase G in nearby PNs. This hypothesis is supported by experiments displaying a robust LTD in patch-clamped PNs after raising the extracellular K⁺ concentration and that this LTD can be completely abolished by NOS inhibitors (Crepel et al., 1994). Therefore, PKC and PKG activation seems to underlie the induction of a robust LTD of the PF-PN synapse. Early experiments identified a reduction in the responsiveness to iontophoretic application of glutamate after depolarisation of the PN (Ito et al., 1982). This led to the hypothesis that the induction of LTD may lead to a long-term desensitisation of the postsynaptic AMPA receptors of PNs. Analysis of the coefficient of variation for EPSCs during LTD illustrated an entirely postsynaptic loci of depression (Blond et al., 1997). The use of compounds which, either reduced AMPA receptor desensitisation or induced persistent phosphorylation of the AMPA receptor, caused a marked reduction or enhancement, respectively, of LTD. Recent studies have identified the possibility that a large proportion of LTD induction may underlie the clathrin-mediated endocytosis of AMPA receptors. This receptor internalisation coupled with changes in AMPA receptor unitary conductance, kinetics or glutamate affinity may account for LTD of the PF-PN synapse (Wang & Linden, 2000; Hirai, 2001; Xia et al., 2000).

There still remains a multitude of unanswered questions concerning the area of long-term synaptic depression. Subsequent work, identifying the intermediary steps in the signalling cascades, may help to uncover the true nature of LTD and its role in the process of motor learning.
Depolarisation induced suppression of inhibition (DSI)

Regulation of inhibitory synaptic inputs in both the hippocampus and cerebellum plays a pivotal role in the control of neuronal excitability (Alger, 1991; Stelzer, 1992). In cerebellar Purkinje neurones (Llano et al., 1991; Vincent et al., 1992; Vincent and Marty, 1993) and in hippocampal CA1 pyramidal cells (Alger et al., 1996; Pitler and Alger, 1992, 1994), depolarisation, causing a wave-like rise in cytosolic calcium concentration, induces a transient depression of GABAergic IPSCs. This depression, lasting for many seconds, was termed depolarisation-induced suppression of inhibition (DSI). Evaluation of GABA\(_\text{A}\) receptor properties identified no apparent changes in receptor response as assessed by analysis of spontaneous (Llano et al., 1991; Pitler and Alger, 1994), evoked (Alger et al., 1996) or miniature (Morishita and Alger, 1997) IPSCs. Therefore, the transient decrease in IPSCs was though to be mediated by a retrograde messenger released after depolarisation of either the Purkinje neurone or CA1 pyramidal cell. More recent work by Alger et al. (1996), examining the coefficient of variation of IPSC amplitudes, has identified a purely presynaptic loci of DSI where the phenomenon results in an increase in the magnitude of presynaptic failures (Alger et al. 1996; Vincent et al., 1992). Thus, calcium entry into both the pyramidal cell and Purkinje neurone induces the release of retrograde messenger suppressing the release of GABA from presynaptic terminals.

Only recently has the true nature of the calcium dependence of DSI, in both the hippocampus and cerebellum, been fully resolved. Application of a single 100ms depolarisation to 0mV in both CA1 pyramidal cells and PNs induces a half-maximal DSI (Lenz and Alger, 1999; Glitsch et al., 2000). Interestingly, basal calcium levels in both neuronal types lies between 20 and 100nM and half saturation DSI in PNs occurs when calcium levels reach 200 and 40nM in dendrites and soma, respectively. Therefore, it remains a possibility that DSI could be tonically active at resting states in both hippocampal CA1 pyramidal cells and cerebellar Purkinje neurones (Pitler and Alger, 1992; Morishita et al., 1997).

Although hippocampal and cerebellar DSI require comparable induction protocols and share a similar calcium dependence, there still remains a subtle difference in the presynaptic receptors activated upon retrograde transmitter release. In the
cerebellum, DSI is mimicked by the application of DCG-IV, a specific agonist of group II metabotropic glutamate receptors and enhanced by the application of forskolin (Glitsch et al., 1996). These results suggest that group II mGluRs play a pivotal role in cerebellar DSI and transiently reduce GABA release via blockade of the adenylate cyclase pathway. This hypothesis is supported by *in situ* hybridisation experiments identifying the existence of group II mGluRs on cerebellar interneurones (Ohishi et al., 1993). In contrast, hippocampal CA1 DSI can be mimicked by the application of the mGluR group I agonist, quisqualate (at low concentration), and completely inhibited by the addition of (s)-MCPG, a group I and II antagonist (Morishita et al., 1998). It remains likely that hippocampal DSI is mediated via mGluR type 5 (mGluR5) receptors, as this receptor type is densely distributed throughout the CA1 region whereas mGluR1 is confined to a subgroup of neurones in the stratum oriens (Shigemoto et al., 1997).

**Retrograde messenger: Putative release mechanisms**

Early studies identified the possibility that retrograde signalling could underlie part of the induction phase of long-term potentiation in the hippocampus. Controversy surrounded this novel signalling pathway and subsequently two candidate substances were postulated to play the role. The first was arachidonic acid (AA) (Dumuis et al., 1988) and the second, nitric oxide (Bohme et al., 1991). This early pioneering work, although controversial, paved the way for the identification of other retrograde messengers throughout the mammalian CNS.

Recent work by Reyes et al. (1998) reported an inhibition of glutamate release in the excitatory synapse between pyramidal cells and bitufted interneurones of the hippocampus. The retrograde transmitter in this case was identified as GABA, which on release from the bitufted interneurone, activated presynaptic GABA<sub>B</sub> receptors causing an overall decrease in transmitter release. In contrast, the retrograde transmitter postulated to be involved in hippocampal CA1 DSI, cerebellar DSI and suppression of synaptic inhibition at the hippocampal pyramidal-FSN (fast-spiking non-accommodating) neurone synapse is glutamate or a glutamate-like substance (Glitsch et al., 1996; Morishita et al., 1998). Therefore, it remains plausible that individual neuronal networks or even individual neurones possess specific retrograde transmitters
recruited to perform a particular function during the induction of short- or long-term synaptic changes.

The exact nature of the retrograde transmitter release mechanism still remains largely unclear. Reversal of an excitatory amino acid transporter, resulting in an efflux of glutamate from the cytosol into the synaptic cleft, would be inconsistent with the stoichiometry of known glutamate transporters, such that under normal transmembrane ion gradients EAATs will only run in the forward direction (removing glutamate from the synaptic cleft) and will not reverse (Attwell et al., 1993). In agreement with this is the finding that application of EAAT blockers enhance the level of DSI seen in the hippocampus (Morishita and Alger, 1999). Therefore, it seems likely that the calcium-dependent release of a retrograde transmitter results from a novel form of postsynaptic vesicular release. Glial cells and cholinergic neurones have been shown to release glutamate through calcium-dependent vesicular release (Parpura et al., 1994; Dan & Poo, 1994). Zilberter (2000) completely abolished the release of glutamate from FSN neurones in the hippocampus by disrupting two components of the vesicle release machinery. Firstly, botulinum toxin type D was added to the intracellular solution to induce enzymatic cleavage of vesicle recycling proteins. Secondly, GDP-β-S was introduced, via the patch pipette, as GTP-binding proteins are necessary for several steps in vesicle docking and trafficking during exocytosis (Watson, 1999). This work produced compelling evidence that the release of glutamate was indeed a novel postsynaptic vesicle release process, although to date there is no EM evidence to support this theory. Further work is required to elucidate the signal cascade(s) involved in connecting the crucial cytosolic rise in intracellular calcium to the possible vesicular release of a retrograde transmitter.

Rebound potentiation

Early studies examining the effects of PN depolarisation identified a late phase potentiation of GABA_A receptor-mediated responses to the exogenous application of GABA (Llano et al., 1991). Induction of the potentiation required the same depolarising protocol as DSI and could be entirely blocked by the inclusion, in the patch pipette
solution, of 30mM BAPTA. Interestingly, this GABA\textsubscript{A} receptor potentiation persisted in the presence of TTX arguing against a polysynaptic mechanism. Subsequent work by Kano and colleagues (1992) identified a robust increase in the mean amplitude of PN IPSCs (analysed 20 minutes after stimulus induction) following repetitive CF stimulation, this was termed rebound potentiation. The frequency of IPSCs was unaffected by the repetitive depolarisation. Inclusion of 30mM BAPTA in the patch pipette solution completely abolished rebound potentiation indicating that the rise in cytosolic calcium is the crucial step in the induction of this phenomenon (Kano \textit{et al.}, 1992; Hashimoto \textit{et al.}, 1996; Khodakhah and Armstrong, 1997) (Fig. 1.12). Induction of LTD has been proposed to involve the calcium activation of signal cascades resulting in protein kinase activation. As previously described, GABA\textsubscript{A} receptor-mediated currents display both up and down regulation after phosphorylation, this being dependent upon the kinase involved and receptor subunit composition. Previous studies have implicated PKA in the upregulation of GABA\textsubscript{A} receptor-mediated mIPSCs in PNs. Application of membrane permeable 8-bromo-cAMP caused a significant increase in the mean amplitude of GABA-induced whole-cell currents and mIPSCs (Kano and Konnerth, 1992). However, it is still relatively unclear whether PKA directly phosphorylates GABA\textsubscript{A} receptor subunits or is an intermediary step in the induction phase of rebound potentiation. An alternative kinase involved in the induction and possible maintenance of rebound potentiation is CaMKII. Specific inhibitors of this calcium-activated kinase completely blocked rebound potentiation if applied prior to or during the induction stimulus. Application of CaMKII inhibitors after the stimulus failed to affect the induction of a robust rebound potentiation (Kano \textit{et al}, 1996). Therefore, CaMKII is involved in the initial phosphorylation process during depolarisation leading to a robust potentiation of GABA\textsubscript{A} receptor-mediated synaptic currents. Biochemical data indicate that CaMKII undergoes an autophosphorylation process whereby it no longer requires calmodulin to maintain its activity (Saitoh and Schwartz, 1985; Kindler and Kennedy, 1996), and so could play a pivotal role in the maintenance of rebound potentiation. As previously described both \(\beta\) and \(\gamma\) subunits of the GABA\textsubscript{A} receptor have consensus sequences for the phosphorylation by CaMKII. Interestingly, CaMKII activation may induce direct phosphorylation of GABA\textsubscript{A}
receptor subunits or itself may activate an intracellular signalling cascade leading to the persistent functional/structural modification of the GABA_A receptor.

A recent study by Kawaguchi and Hirano (2000) identified a role for postsynaptic GABA_B receptors in the suppression of rebound potentiation. Concurrent stimulation of presynaptic GABAergic interneurones and postsynaptic PNs caused the abolition of rebound potentiation of evoked and mIPSCs. Cerebellar PNs abundantly express GABA_B1R and GABA_B2R subunits and thus may play a role in the suppression of synaptic plasticity. Activation of PKA and specific block of G_i/G_o proteins inhibited the suppression of rebound potentiation. These findings suggest that GABA_B-dependent suppression of rebound potentiation occurs via activation of G_i/G_o, resulting in a decrease in intracellular cAMP concentration and a downregulation of PKA activity. Interestingly, suppression of rebound potentiation only occurred at inhibitory synapses active during PN depolarisation. This synapse-specific suppression by presynaptic activity may play a pivotal role in information processing and storage within the cerebellum.

Hippocampal CA1 neurones have provided a very good model for studying suppression of GABAergic inhibition (DSI) and the transduction cascades. However, recent work published by Caillard and colleagues (1999) displayed a form of long-term potentiation of GABAergic synapses impinging on CA3 pyramidal neurones, termed GABA_LTP. Repetitive stimulation of the CA3 neurones, using induction protocols similar to that of DSI and rebound potentiation, caused a persistent (>1h) increase in the frequency of spontaneous and mIPSCs with no discernible change in amplitude. Block of the initial postsynaptic rise in calcium, using specific VACC blockers or BAPTA, resulted in the complete abolition of GABA_LTP. The locus of plasticity was deemed to be purely presynaptic resulting in an increase in the probability of release, rather than an upregulation of postsynaptic GABA_A receptor surface numbers or conductance. Therefore, there remains the possibility that presynaptic control of transmitter release is as much a source of synaptic plasticity as direct enhancement of postsynaptic receptor function. Elucidation of all the receptor subtypes present on putative presynaptic release sites throughout the mammalian CNS will aid in the eventual true understanding of synaptic plasticity.
Fig. 1.12. Schematic diagram representing the signal transduction pathways involved in the induction of rebound potentiation of Purkinje neurone GABA<sub>A</sub> receptors. Depolarisation and mGluR-mediated increases in cytosolic calcium are the crucial steps involved in the alternative forms of cerebellar synaptic plasticity, DSI and LTD.
Chapter 2
MATERIALS AND METHODS

2.1. Mixed cerebellar cultures

Sterile glass coverslips (22mm diameter) were dipped in ethanol, flamed and placed individually in 33mm plastic dishes. Poly-D-lysine (500µg/ml) was coated on each coverslip and left overnight at 4°C before being washed 3 times with distilled H₂O (dH₂O) and air-dried in a laminar flow hood.

Cerebella from postnatal Sprague Dawley rats (Postnatal day 1 (P1)) were removed after cervical dislocation then decapitation and placed in ice-cold Ca²⁺/Mg²⁺ free phosphate buffered solution (PBS). Meninges were subsequently removed and whole cerebella were placed in a 0.1% w/v trypsin solution at (20-25°C) for 3 mins. The trypsin solution was then removed and replaced with 1ml DNase (type I) solution (0.05% w/v). Whole cerebella were triturated sequentially with a series of 3 fire-polished Pasteur pipettes (20, 60 and 95% reduction in bore size) until a single cell suspension was obtained. The suspension was centrifuged at 210 X g for 3 minutes, resuspended in 1-2ml of Ca²⁺/Mg²⁺ free PBS and passed through a 30µm mesh to eliminate large debris and cell clumps. The suspension was then further centrifuged (210 X g for 3 minutes) before being resuspended in 50µl DNase and 800µl horse serum-containing medium. Cells were counted and plated at a density of 5X10⁶ cells/ml. After 24 hours the serum and DNase-containing medium was changed to a serum-free medium (1.5-2ml per dish). Cultures were maintained for >18 days when the morphology, at this stage, is consistent with mature Purkinje neurones (Baptista et al., 1994). Medium was changed every four days, replacing 1 ml of medium per dish (Morrison & Mason, 1998).

2.2. Culture solutions

Ca²⁺/Mg²⁺ free PBS (per litre) was composed of: NaCl, 140mM; KCl, 4mM; glucose, 11mM; NaH₂PO₄.H₂O, 3.6mM; KH₂PO₄, 2.98mM; NaHCO₃, 2ml of 2% w/v
stock; phenol red, 0.5ml of 0.5% w/v solution; pH 7.4. Eagle’s basal medium (BME) stock solution contained: powdered complete BME mix for 1 litre; 980ml dH₂O; 20ml 1M NaHCO₃; pH 7.4. Serum containing medium, per 100ml, consisted of: 84ml BME stock solution; 4.8ml of 10% w/v glucose solution; penicillin-streptomycin, 10units/ml; L-glutamine, 0.32mM; 10ml heat-inactivated horse serum; 71μl of 10% w/v NaCl solution; 769μl dH₂O; pH 7.4. Serum-free medium (per 100ml) contained: 1g bovine serum albumin; 93ml BME stock solution; 4.8ml of 10% w/v glucose solution; 1ml serum-free supplement (Final concentrations: 5μg/ml insulin; 5μg/ml apo-transferrin; 5ng/ml sodium selenite); penicillin-streptomycin, 10units/ml; L-glutamine, 0.32mM; 79μl of 10% w/v NaCl solution; 851μl dH₂O; pH 7.4. All serum containing and serum-free medium was prepared fresh on the day of the dissection.

2.3. Composition of superfusing media

The extracellular medium was based on a Krebs solution containing (mM): NaCl, 140; KCl, 4.7; MgCl₂, 1.2; CaCl₂, 2.52; glucose, 11; HEPES, 5; pH 7.4 (1M NaOH). All experimental protocols required the addition of 10μM 6-cyano-7-nitroquinoxaline-2, 3-dione (CNQX) and 500nM tetrodotoxin (TTX) in order to block non-N-methyl-D-aspartate (NMDA) receptor activation and action potential generation, respectively.

Experiments examining the effects of Na⁺ removal were based on using a Krebs solution containing (mM): N-methyl-D-glucamine, 120; KCl, 3; MgCl₂, 1.5; CaCl₂, 2.5; glucose, 11; HEPES, 10; Mannitol, 27.5; pH 7.4 (6M HCl). To enhance NMDA receptor activation, a nominally zero Mg²⁺ Krebs (Mg-free) containing 10μM glycine and 1μM strychnine was used (Johnson & Ascher, 1987; Mayer & Westbrook 1987; Dingledine et al., 1999)

2.4. Composition of patch clamp internal solution

The patch clamp electrolyte solutions were Cs⁺ based containing (mM): CsCl, 150; MgCl₂, 1.5; HEPES, 10; Cs-BAPTA, 0.1; Na₂ATP, 2; pH 7.2 (1M CsOH).
Equimolar extracellular and intracellular Cl⁻ concentrations produced an equilibrium potential for Cl⁻ +0.69 mV. In order to minimize the generation of action potentials within the postsynaptic cell 5 mM (N - (2,6-dimethylphenyl carbamoylethyl)triethylammonium bromide (QX-314), an internal blocker of voltage-activated sodium channels (Strichartz, 1973) was included.

2.5. Electrophysiological techniques

2.5.1. Whole-cell recording

Individual glass coverslips, coated with mature mixed cerebellar neurones (18-28 days in vitro (DIV)), were transferred into a recording chamber (1.5 ml) (Fig. 2.1.) and fully superfused with Krebs solution (10.5 ± 0.3 ml/min) maintained at 30-32°C. Purkinje neurones (PN) were identified using a Nikon inverted Eclipse TE300 microscope with differential interference contrast microscopy (DIC).

Fig. 2.1. Photograph of the experimental set-up used for whole-cell patch clamp recording.
A 20X objective was used for locating Purkinje neurones within the mixed monolayer culture while a 40X objective was used for patch electrode placement and during the attainment of the whole-cell configuration. Purkinje neurones were identified as large, round neurones (soma>20μm) possessing one or two large, flat dendrites.

Microelectrodes were pulled from borosilicate non-filamented, thin-walled glass capillaries (Clark electromedical instruments, GC150T-10) using a Narashige PC-10 vertical, automated micropipette puller. The two stage heat settings allowed the production of stable electrode resistances of 3.5 ± 0.6 MΩ for whole-cell recording of Purkinje neurones and 5.1 ± 0.5 MΩ for recording from interneurones. Microelectrodes were housed in a DB2 holder (constructed to ensure maximal stability due to supporting the electrode at 2 independent points) (G23 Instruments, UCL) and inserted into an axon instruments headstage (1/100 gain). Manipulation of the electrode was achieved using an MP-285, 3-dimensional micromanipulator (Sutter Instruments). Electrodes were brought to 200μm above the cell by executing a pre-programmed robotic series, before manually manoeuvring towards the cell surface. Bath electrode/whole-cell capacitance and series resistance compensation was achieved using a patch clamp amplifier (AxoPatch 1C, Axon Instruments). Slight positive pressure was maintained on the patch electrolyte until contact with the cell, then alleviated to induce the cell-attached configuration (R\textsubscript{patch}>5GΩ). Sharp negative pressure achieved the whole-cell configuration allowing the equilibrium of patch pipette solution with the intracellular milieu. Cells were hyperpolarised and maintained at a holding potential of -70mV.

<table>
<thead>
<tr>
<th>Cell membrane properties</th>
<th>Mean ± s.e</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access resistance</td>
<td>9.3 ± 0.5 MΩ</td>
</tr>
<tr>
<td>Resting potential</td>
<td>-56.1 ± 1.97 mV</td>
</tr>
<tr>
<td>Series resistance</td>
<td>6.66 ± 0.4 MΩ</td>
</tr>
<tr>
<td>Membrane capacity</td>
<td>40.5 ± 3.7 pF</td>
</tr>
</tbody>
</table>
2.6. Data recording and electrical stimulation

2.6.1. Seal-test configuration

Electrode resistance measurements, cell-attached configuration and whole cell configuration were achieved in ‘Seal-Test’ mode in Axon Instruments data acquisition program, Clampex 8. Hyperpolarising pulses (-5mV step, 10ms duration at 50Hz) were applied to the electrode to monitor seal resistance, capacitance and input resistance. Once a stable whole-cell configuration had been achieved ‘Test-Seal’ mode was terminated and the main ‘Scope’ window (Clampex 8) activated. All gap-free recording and stimulation protocols were observed in the main ‘scope’ window as shown in Fig. 2.2.

Fig. 2.2. Clampex 8 ‘scope’ window during gap-free recording of miniature inhibitory postsynaptic currents (mIPSCs), using a holding current of −100pA (ordinate) against real time (ms, abscissa).
2.6.2. **Gap-free recording**

Individual cells were left for 3 minutes after going whole-cell in order to attain an equilibrium concentration of Cl⁻ throughout the cell soma and dense dendritic arbor. Spontaneous mIPSCs were recorded in Gap-free mode, downstreaming directly to a Pentium II P400MHz computer (digitising at 20μs per sampled point). All recordings were filtered with an 8-pole Bessel filter at 3kHz (-3dB cut off) using a gain of unity during seal-test configuration and X5 gain during all recording periods. Gap-free recording ceased briefly after the control period to allow stimulation of the cell before returning to Gap-free mode to record for the remainder of the experiment.

2.6.3. **Electrical stimulation**

Synaptic plasticity was induced by electrical stimulation of the recorded neurone. Depolarisation of the Purkinje neurone was achieved using an episodic stimulation protocol. The membrane potential was depolarised from -70mV to 0mV for the duration of 100ms. This depolarisation was repeated 8 times with an interval between each step of 2s. During each experiment $R_{\text{access}}$ ($R_a$) and $R_{\text{series}}$ ($R_s$) were monitored where possible to identify significant changes. If $R_a$ or $R_s$ increased above 12MΩ the experiment was terminated. A change in holding current to >500pA would also induce the termination of the experiment.

2.6.4. **Fast drug application**

Focal drug application was achieved using a gravity-fed U-tube controlled by 2 independent solenoids, releasing either drug solution or Krebs (wash-off). The U-tube was positioned approximately 100-200μm leftward of the recording electrode inducing a mean drug onset time of 371±19.7ms. Solutions used in fast drug application were maintained at ambient room temperature (20-25°C) and were applied for 4 seconds before wash-off. The dose-cycle used was 2 minutes to ensure no receptor desensitisation would occur during the duration of the experiment. A diagrammatic representation of the fast drug application is shown in Fig. 2.3.
2.7. Immunocytochemical staining

Mixed cerebellar cultures were washed twice with phosphate buffered (PBS) solution before being fixed in 4% paraformaldehyde (in PBS – Sigma electron microscopy grade) for 15 minutes. The paraformaldehyde was quenched with 50mM NH₄Cl (in PBS) before being rinsed thoroughly with PBS. Cells were then permeabilised using 10% v/v foetal calf serum (FCS), 0.5% w/v bovine serum albumin (BSA), 0.1% v/v Triton X in PBS for 20 minutes. To remove Triton X (permeabilising agent) the cells were washed twice in PBS and once in 0.5% BSA, 10% FCS in PBS solution. Permeabilisation was required as all antibodies used during immunocytochemistry recognised either epitopes on intracellular sites of receptor complexes or intracellular proteins. Primary antibody solutions (50μl per coverslip)
were pipetted onto parafilm before placing the coverslip cells-side-down onto the droplet. Antibodies were left to incubate for 30 mins before being washed three times with 0.5% BSA and 10% FCS in PBS solution. Coverslips were then placed on to secondary antibody conjugate solutions (50μl per coverslip) and left to incubate for a further 30 minutes. Aluminium foil was used to cover the coverslips in order to minimise ‘photolytic bleaching’ of the fluorophores. The final washing process involved two rinses with 0.5% BSA and 10% FCS in PBS and five washes in PBS before coverslips were mounted on glass slides using glycerol gelatin.

2.7.1 Single, double and triple immunocytochemical staining

Identification of Purkinje neurones and their developing morphology was achieved using an antibody recognising an epitope on the calcium binding protein, Calbindin D_{28K}. Purkinje neurones possess an abundance of the calcium binding protein Calbindin D_{28K} in both the soma and nucleus and are the only cell type in the cerebellum to express this protein (German et al., 1997). Therefore, immunocytochemical staining using an anti-calbindin D_{28K} antibody will identify only Purkinje neurones in a mixed cerebellar culture preparation.

Double and triple immunocytochemical staining required careful selection of antibodies in order to minimise the chance of cross-reactivity between the differing antibodies. Primary antibodies were required to have been raised in different host species (e.g. rabbit, mouse, goat). Secondary conjugated antibodies were required to have been raised in the same host species but be directed against the different primary antibody species (e.g. Donkey anti-rabbit, Donkey anti-mouse, Donkey anti-goat). All antibody concentrations were titrated to find the minimal concentration providing adequate staining while minimising the risk of non-specific staining of alternative cellular structures. All antibodies and antibody concentrations are displayed in Table 2.2.
Table 2.2. Primary and secondary antibodies* combined with working dilutions.

<table>
<thead>
<tr>
<th>PRIMARY ANTIBODY</th>
<th>DILUTION</th>
<th>SECONDARY CONJUGATE</th>
<th>DILUTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Anti-Calbindin D28K (mouse)</td>
<td>1:1,600</td>
<td>Goat anti-mouse TRITC &amp; FITC</td>
<td>1:50</td>
</tr>
<tr>
<td>2) Anti-Parvalbumin (mouse)</td>
<td>1:1,000</td>
<td>Goat anti-mouse TRITC</td>
<td>1:50</td>
</tr>
<tr>
<td>3) Anti-mGluR2/3 (rabbit)</td>
<td>1:100</td>
<td>Donkey anti-rabbit FITC</td>
<td>1:30</td>
</tr>
<tr>
<td>Anti-Synaptophysin (mouse)</td>
<td>1:50</td>
<td>Donkey anti-mouse Cy5</td>
<td>1:50</td>
</tr>
<tr>
<td>Anti-GAD (goat)</td>
<td>1:10</td>
<td>Donkey anti-goat TRITC</td>
<td>1:30</td>
</tr>
<tr>
<td>4) Anti-Parvalbumin (mouse)</td>
<td>1:1,000</td>
<td>Donkey anti-mouse TRITC</td>
<td>1:50</td>
</tr>
<tr>
<td>Anti-mGluR2/3 (rabbit)</td>
<td>1:100</td>
<td>Donkey anti-rabbit FITC</td>
<td>1:30</td>
</tr>
<tr>
<td>5) Anti-Calbindin D28K (mouse)</td>
<td>1:1,600</td>
<td>Donkey anti-mouse TRITC</td>
<td>1:50</td>
</tr>
<tr>
<td>Anti-NR1 (rabbit)</td>
<td>1:25</td>
<td>Donkey anti-rabbit FITC</td>
<td>1:30</td>
</tr>
<tr>
<td>6) Anti-NR1 (rabbit)</td>
<td>1:25</td>
<td>Donkey anti-rabbit FITC</td>
<td>1:30</td>
</tr>
<tr>
<td>Anti-Synaptophysin (mouse)</td>
<td>1:50</td>
<td>Donkey anti-mouse Cy5</td>
<td>1:50</td>
</tr>
<tr>
<td>Anti-GAD (goat)</td>
<td>1:10</td>
<td>Donkey anti-goat TRITC</td>
<td>1:30</td>
</tr>
</tbody>
</table>

* Refer to ‘drugs and their application’ for abbreviations and sources of antibodies.

2.8. Confocal Microscopy

Mounted slides were then viewed using a Leica DMRE fluorescence microscope using both X40 (PL APO) and X63 (HCX PL APO) oil immersion objectives. Confocal microscopy was achieved using a Leica TCS SP multi-band confocal imaging spectrophotometer with argon, krypton and helium-neon laser lines (maintained <18°C). The excitation and emission spectra of the fluorophores used during the immunocytochemical staining process are shown in Fig. 2.4.
Leica TCS NT acquisition software, running on a Windows NT based operating system, acquired digital fluorescent images. During the acquisition stage only one laser line was switched on (e.g. brightfield + 488nm argon or 568nm krypton or 633nm helium/neon) in order to maximise the acquisition parameters (e.g. photomultiplier tube settings and laser intensity (0-100%)) for each fluorophore independently, ensuring minimal ‘bleedthrough’. This technique guaranteed there was no emission at any other wavelengths other than the predicted emission wavelength for that particular fluorophore. Excitation producing emission at more than one wavelength for a single fluorophore is termed ‘bleedthrough’. This ‘bleedthrough’, when using multiple antibodies, could give the appearance of colocalisation without any colocalisation actually occurring, thus stringent precautions must be taken to eradicate this inherent problem. Monitoring of the aforementioned laser intensities and photomultiplier tube levels is of paramount importance, as high levels will induce ‘photobleaching’ of individual fluorophores during image acquisition. Individual red, green and blue images were analysed off-line using Corel Photopaint 6 and superimposed upon the
corresponding brightfield image. Summated confocal pictures, representative of multiple sections through the specimen, were acquired using a z-plane stage fitted to the fluorescence microscope. Each z-plane section was set at 0.3-0.5μm apart with the total number of sections ranging from 1-25 depending upon specimen size/depth.

2.9. Off-line data analysis and statistical analysis

Electrophysiological data recorded in Clampex 8 and saved as axon binary files (.abf), were opened directly into Mini Analysis program 5.01 (Synaptosoft) for off-line analysis of mIPSCs, as shown in Fig. 2.5.

Fig. 2.5. Analysis and event detection window of Mini Analysis program
Fig. 2.5. – Key

X - displays the maximum amplitude and time point of the peak event
X - displays the amplitude of half-point of average baseline
■ - displays the time for initialisation of the event
■ - displays the time taken for the event to decay to 1/e of its maximum amplitude (i.e. 67% decay of maximum amplitude)

Individual mIPSC peaks were always selected manually, as opposed to batch processing, in order to ensure correct identification of ‘real’ events throughout the varying time periods of data capture. Individual mIPSC peaks, after selection, were stored as .EVT (event file) for later use in statistical analysis. Event file statistics were displayed as means ± s.e. After optimisation the analysis parameters routinely used during mIPSC detection are summarised in Table 2.3.

Table 2.3. Mini analysis program event detection parameters

<table>
<thead>
<tr>
<th>Analysis parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold Amplitude (pA)</td>
<td>4</td>
</tr>
<tr>
<td>Period to search a local maximum (µs)</td>
<td>10000</td>
</tr>
<tr>
<td>Time before a peak for baseline (µs)</td>
<td>5000</td>
</tr>
<tr>
<td>Period to search a decay time (µs)</td>
<td>20000</td>
</tr>
<tr>
<td>Fraction of peak to find a decay time (peak = 1)</td>
<td>0.32</td>
</tr>
<tr>
<td>Period to average a baseline (µs)</td>
<td>2000</td>
</tr>
<tr>
<td>Number of points to average for peak</td>
<td>1</td>
</tr>
<tr>
<td>Direction of Peak</td>
<td>Negative</td>
</tr>
</tbody>
</table>

Clampfit 8 was used to analyse currents induced by fast drug application. Peak amplitude (pA) and drug onset times (ms) were measured and expressed as means ± s.e.
2.9.1 Statistical Analysis

Grouped mIPSC events from periods prior to and after stimulus induction were analysed using the Kolmogorov-Smirnov two-sample test (K-S test). Data (either amplitudes or inter-event intervals) were entered in two arrays compared during the K-S test to identify any significant differences. This statistical test was used due to the ability to compare two populations of data where the population distribution is unknown and the data sets are unequal in size. In each case a two-tailed test was used. An example of the K-S test is shown in Fig. 2.6.

![K-S test diagram](image)

Statistical significance was calculated using a Paired t-test for cells within a group (P<0.05) and a one-way ANOVA with bonferroni post test between groups (GraphPad InStat version 3.01, GraphPad Software, USA). All histograms, bar charts and graphs were plotted using Origin 6.0 (Microcal software Inc., USA).

2.10. Drugs and their application

All drug stock solutions were made up in distilled water (concentrations ranging from 200nM to 600µM) with one or two exceptions requiring to be dissolved in 1M
NaOH. Drugs stock solutions were freshly diluted in Krebs solution when applied via superfusion (total volume 30-50mls). The recording chamber volume was approximately 1.5ml with a constant bath flow rate of 10.5 ± 0.3ml/min. Drug application, via bath superfusion, required a delay of 15 seconds before equilibrium in the recording chamber had been reached. All experimental situations utilised Krebs solution containing 10µM CNQX and 500nM TTX in order to block AMPA/Kainate receptor activity and action potential generation, respectively.

Drugs used during fast application via the U-Tube were freshly diluted in Krebs from stocks prepared with distilled water. Drugs applied using this method included, γ-aminobutyric acid (GABA, 1&10µM), NMDA (100µM), D-(2)-amino-5-phosphovalerate (d-APV, 50µM) and l-Serine-O-Sulphate (l-SOS, 300 & 600µM). Each drug dilution and wash-off solution contained CNQX and TTX in order to maintain their superfusing drug concentrations during drug application.

Metabotropic glutamate receptor antagonists, (s)-α-methyl-4-carboxyphenylglycine ((S)-MCPG) and (αS) -α-amino-α-[[(1S,2S) -2-carboxycyclopropyl] -9-H-xanthine-9-propanoic acid (LY341495) were supplied by Tocris.

NMDA and the NMDA receptor antagonist, d-APV, were supplied by Sigma and Tocris respectively.

N-methyl-D-glucamine (NMDG⁺), mannitol and all other reagents used in formulating Krebs solutions were of ‘Analar’ grade and supplied by BDH.

Tetrodotoxin, picrotoxin, 1,2,bis(2-aminophenoxy)ethane-N,N,N’,N’-tetraacetic acid (BAPTA), l-SOS, glycine, strychnine and Adenosine Triphosphate (ATP) were supplied by Sigma.

CNQX and QX-314 were supplied by Tocris.

FCS was supplied by Gibco.

t-octylphenoxypolyethoxyethanol (Triton X), paraformaldehyde, ammonium chloride (NH₄Cl), PBS, BSA and glycerol were all obtained from Sigma. Antibodies used during immunocytochemistry and their suppliers are listed in the Table. 2.4.
<table>
<thead>
<tr>
<th><strong>Primary Antibodies</strong></th>
<th><strong>Supplier</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Rabbit anti-NR1</td>
<td>Prof. R. Huganir (Baltimore)</td>
</tr>
<tr>
<td>Mouse anti-Calbindin D&lt;sub&gt;28k&lt;/sub&gt;</td>
<td>Sigma</td>
</tr>
<tr>
<td>Rabbit anti-Calbindin D&lt;sub&gt;28k&lt;/sub&gt;</td>
<td>Swant, Switzerland</td>
</tr>
<tr>
<td>Mouse anti-Synaptophysin</td>
<td>Biomedica Corporation, U.S.A</td>
</tr>
<tr>
<td>Goat anti-Glutamic acid decarboxylase (GAD)</td>
<td>Roche, U.K</td>
</tr>
<tr>
<td>Rabbit anti-Metabotropic glutamate receptor 2/3 (mGluR&lt;sub&gt;2/3&lt;/sub&gt;)</td>
<td>Upstate Biotechnology, U.S.A</td>
</tr>
<tr>
<td>Mouse anti-Parvalbumin (PV)</td>
<td>Sigma</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Secondary Antibodies</strong></th>
<th><strong>Supplier</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Goat anti-mouse tetramethyl rhodamine isothyocyanate (TRITC)*</td>
<td>Sigma*</td>
</tr>
<tr>
<td>Goat anti-mouse fluoresceine isothyocyanate (FITC)*</td>
<td>*Stratech Scientific Ltd, U.K</td>
</tr>
<tr>
<td>Donkey anti-rabbit fluoresceine isothyocyanate (FITC)*</td>
<td></td>
</tr>
<tr>
<td>Donkey anti-mouse Cyanine Dye 5 (Cy5)*</td>
<td></td>
</tr>
<tr>
<td>Donkey anti-goat tetramethyl rhodamine isothyocyanate (TRITC)*</td>
<td></td>
</tr>
<tr>
<td>Donkey anti-goat Cy5*</td>
<td></td>
</tr>
<tr>
<td>Donkey anti-mouse TRITC*</td>
<td></td>
</tr>
</tbody>
</table>
Chapter 3
MORPHOLOGICAL CHANGES DURING DEVELOPMENT OF PURKINJE NEURONES IN CULTURE

INTRODUCTION

Purkinje neurone development in vivo can be segregated into four major stages. Initially, during midgestation, the PNs have smooth round cell bodies with only a few minor processes 'sprouting' from the soma. This period is when PNs begin to migrate to a position beneath the external granular layer, meanwhile juvenile climbing fibres, which have not yet arbourised, begin to make synaptic contact with the PN soma. Secondly, PNs in the early neonatal stage of development lose their primitive processes and develop more substantial perisomatic extensions. At this point climbing fibres develop to form a nest of terminals covering the entirety of the PN soma. Thirdly, flat apical dendrites emerge forming the basis for the dense dendritic tree observed in adult PNs. Elongation of the climbing fibre axons allow the development of synapses with the ascending apical dendrite. At this stage the second excitatory afferent input, parallel fibres (T-shaped axons of granule cells), extend orthogonal to the dendrites. Finally, as the dendritic arbour of the PN develops both climbing and parallel fibres synapse with specific subsets of synaptic spines in order to provide complete excitatory afferent input (Ramon Y Cajal, 1960; Altman, 1972; Altman & Bayer., 1978; Berry & Bradley., 1976; Hendelman & Aggerwal, 1980; Laxson & King, 1983; Mason et al., 1990). Inhibitory afferent input to PNs arises from two types of molecular layer interneurones, basket cells (BC) and stellate cells (SC). These cells originate from dividing progenitor cells in the white matter between P1 and P14 (Zhang & Goldman, 1996) and reach their final destination in the molecular layer, between P7 and P21 (Altman, 1972, Zhang & Goldman, 1996). Functional studies have reported PN inhibition as early as P10 (Crepel, 1974) where, in mature rats, interneurones outnumber PNs by 10:1 (Korbo et al., 1993).

Interestingly, in vitro, PN development can mimic the in vivo situation depending upon which cell types are present and the neurotrophic factors derived from
such innervation. Coculture of PNs with a monolayer of granule cells can aid their survival and support more pronounced dendritic differentiation of mature PNs (Baptista et al., 1994; Morrison & Mason., 1998; Hirai & Launey., 2000). Neurotrophins, a family of structurally and functionally related peptide growth factors, including neurotrophin-3 (NT-3), NT-4/5, nerve growth factor (NGF) and brain-derived neurotrophic factor (BDNF), are produced in abundance in cerebellar granule cells (Rocamora et al., 1993). Neurotrophins also exert their action on granule cells as they possess Trk receptors (receptors activated by neurotrophins) and are therefore responsive to neurotrophins (Schwartz et al., 1997; Segal et al., 1992, 1995; Gao et al., 1995). Moreover, the stimulation of NMDA receptors, present on granule cells, induces the synthesis and release of BDNF having a twofold effect. Firstly, this promotes the survival and differentiation of granule cells. Secondly, BDNF aids in the differentiation of PN dendrites, the site of granule cell afferent input (Moran & Patel, 1989; Burgoyne et al., 1993; Marini et al., 1998). Therefore, activation of NMDA receptors (NMDAR) on granule cells may play a pivotal role in the differentiation of PNs via an indirect increase in trophic factor release. Hirai & Launey (2000) identified a link between BDNF-TrkB signalling pathway in granule cells and enhanced PN differentiation. Overwhelming evidence suggests that granule cell NMDAR-mediated release of neurotrophins is a pivotal step in the maturation of PNs in culture. Interestingly, a recent report by Mertz and colleagues (2000) identified BDNF as promoting basket/stellate cell differentiation and thus enhancing synaptic connectivity with PNs in culture. Therefore, the production of mixed cerebellar cultures, which mimic in vivo cell maturation due to sufficient neurotrophin levels, requires a high cell density (5.0x10^6 cell/ml) where granule cells constitute >70% of the neuronal cells present.
RESULTS

Identification of the morphological changes occurring during development of PNs was achieved using a monoclonal antibody recognising an epitope on the primary PN calcium binding protein, Calbindin D<sub>28k</sub> (Celio, 1990; De Talamoni et al., 1993). Titration of the antibody concentrations identified 1:1600 (primary) and 1:50 (secondary) as the optimal working concentrations in order to identify PN morphology without creating high levels of background astroglia staining.

Mixed cerebellar cultures maintained in Eagles Basal Medium (BME) solution showed early development consistent with that of in vivo PN development. The production of minor processes emanating from the smooth round soma occurred directly after plating continuing through to 3 DIV (Fig. 3.1 A&B). Subsequently, substantial perisomatic extensions replaced the primitive processes (Fig. 3.1 C&D) while the PN axon (Fig. 3.1D, white arrow) extended >100μm through the culture, bifurcating several times. The emergence of the apical dendrite occurred at approximately 8 DIV (Fig. 3.1 D, yellow arrow). At this morphological stage a single primary dendrite existed of limited length forming the basis of the PN dendritic tree. Elongation of the primary dendrite persisted from 8-14 DIV with the emergence of secondary and tertiary dendrite branchlets (Fig. 3.2 A&B, yellow arrows). During the dendrite elongation phase, synaptogenesis occurred forming synapses with both excitatory (granule cell-parallel fibres) and inhibitory (basket and stellate cells) afferent inputs, forming the basis for electrical control of the mature PN. Extensive dendrite branching occurred in cultures maintained for ≥ 21 DIV (Fig. 3.2 C&D, Fig. 3.4 & Fig. 3.6, yellow arrows) where upon synaptogenesis continued to occur, providing the mature PN with a multitude of synaptic inputs. Close examination of mature PN dendrites revealed the existence of fully formed spines (Fig. 3.3, Fig 3.5 & Fig 3.7) on the proximal and distal dendrites thus identifying the existence of excitatory afferent input and general survivability of the neurones. Application of 20mM K<sup>+</sup> to the BME based culture medium increased the survival rate of granule cells in the mixed cerebellar culture. However, this did not alter the survival rate of the PNs after plating but induced an increase in the morphological level of synaptogenesis such that the PN dendrite adopted an intense ‘feathery’. Electrophysiological recordings from cells maintained in high K<sup>+</sup> displayed similar
GABAergic activity when compared to cells maintained in low K⁺ medium. In conjunction with the formation of functionally mature PNs, depicted by the level of dendritic differentiation and spine formation, this study required the production of mature basket/stellate cells, constituting the main PN inhibitory afferent input, in order to examine PN inhibitory synaptic plasticity. Identification of mature cerebellar basket/stellate cells was achieved using a monoclonal antibody recognising an epitope on the second major calcium binding protein present in the cerebellum, parvalbumin (Celio, 1990; De Talamoni et al., 1993). The mixed cerebellar cultures utilised within this study (18-21 DIV) contained a multitude of mature basket cells (BC) and stellate cells (SC) possessing fully differentiated dendrites and elongated, varicosity rich axons (Fig. 3.8 A, B, C & D). Passive observations of immunocytochemically stained cultures identified relatively few cerebellar Golgi cells (GC) and PNs in comparison to PV positive basket/stellate cells with the ratio of PN : BC/SC : GC approximately 1 : 20 : 1.
Fig. 3.1. Morphological development of cerebellar Purkinje neurones in vitro. Immunocytochemical staining using an anti-Calbindin D$_{28K}$ antibody with an anti-mouse TRITC conjugate to identify developmental changes in Purkinje neuronal differentiation at 2 (A), 3 (B), 5 (C) and 8 (D) days in vitro using confocal microscopy. Arrows depict bifurcating axon (white arrow) and primary dendrite (yellow arrow). Images were acquired at X40 magnification with 25% zoom (scale bar = 15\(\mu\)m).
Fig. 3.2. Morphological development of cerebellar Purkinje neurones in vitro. Immunocytochemical staining using an anti-Calbindin D_{28K} antibody with an anti-mouse TRITC conjugate to identify developmental changes in Purkinje neuronal differentiation at 14 (A&B) and 21 (C&D) days in vitro using confocal microscopy. Arrows depict bifurcating axon (white arrow) and primary and tertiary dendrites (yellow arrows). Images were acquired at X40 magnification with zero zoom (scale bar = 20μm).
Fig. 3.3. Spine formation on mature cerebellar Purkinje neurones *in vitro*. Immunocytochemical staining using an anti-Calbindin D$_{28K}$ antibody with an anti-mouse TRITC conjugate to identify single spines on mature Purkinje neurone dendrites (21 days *in vitro*) using confocal microscopy. Arrows depict mature spine head formation on secondary and tertiary PN dendrites. Images were acquired at X63 magnification with 75-100% zoom (scale bar = 1μm).
Fig. 3.4. Morphological development of cerebellar Purkinje neurones in vitro. A & B, Immunocytochemical staining using an anti-Calbindin D$_{28K}$ antibody with an anti-mouse FITC conjugate to identify the morphology of mature Purkinje neurones at 21 days in vitro (A, Purkinje neurone morphology superimposed on corresponding brightfield image) using confocal microscopy. Arrows depict bifurcating axon (white arrow) and primary and tertiary dendrites (yellow arrows). Images were acquired at X40 magnification with 50% zoom (scale bar = 25µm).
Fig. 3.5. Spine formation on mature cerebellar Purkinje neurones *in vitro*. Immunocytochemical staining using an anti-Calbindin D$_{28K}$ antibody with an anti-mouse FITC conjugate to identify single spines on mature Purkinje neurone dendrites (21 days *in vitro*) using confocal microscopy. Arrows depict mature spine head formation on secondary and tertiary PN dendrites. Images were acquired at X63 magnification with 25% zoom (scale bar = 5μm).
Fig. 3.6. Morphological development of cerebellar Purkinje neurones in vitro. A & B, Immunocytochemical staining using an anti-Calbindin D$_{28K}$ antibody with an anti-mouse FITC conjugate to identify the morphology of mature Purkinje neurones at 21 days in vitro (A, Purkinje neurone morphology superimposed on corresponding brightfield image) using confocal microscopy. Arrows depict bifurcating axon (white arrow) and primary and tertiary dendrites (yellow arrows). Images were acquired at X40 magnification with 50% zoom (scale bar = 25μm).
Fig. 3.7. Spine formation on mature cerebellar Purkinje neurones in vitro. Immunocytochemical staining using an anti-Calbindin D28K antibody with an anti-mouse FITC conjugate to identify single spines on mature Purkinje neurone dendrites (21 days in vitro) using confocal microscopy. Arrows depict mature spine head formation on secondary and tertiary PN dendrites. Images were acquired at X63 magnification with 25% zoom (scale bar = 5µm).
Fig. 3.8. Mature cerebellar basket and stellate cells \textit{in vitro}. Immunocytochemical staining using an anti-parvalbumin antibody with an anti-mouse TRITC conjugate to identify the morphology of mature cerebellar basket/stellate cells (A-D, 21 days \textit{in vitro}) using confocal microscopy. A-C, images were acquired at X40 magnification with 25\% zoom (scale bar = 15\mu m). D, image was acquired at X25 magnification with 0\% zoom (scale bar = 30\mu m).
DISCUSSION

The morphological changes occurring in the mixed cerebellar cultures used within this study concur well with those proposed for in vivo cerebellar cell maturation. Interestingly, the developmental changes are also consistent with previous findings in cultured cerebellar PNs (Baptista et al., 1994; Morrison & Mason, 1998; Hirai & Launey, 2000) despite there being quite fundamental differences in culture media between these studies. There still remains much controversy as to the exact requirements, in terms of neurotrophic factors and afferent synaptic input, in order to produce sufficiently differentiated cerebellar PNs displaying electrical activity similar to that of their in vivo counterparts. The work carried out here has identified a protocol which consistently produced mixed cerebellar cultures of high quality and survival rate. Mature cultures provided PNs with an array of excitatory and inhibitory afferent inputs in order to maximise neuronal maturation and differentiation. Immunocytochemical staining provides evidence to support this as the Calbindin D\textsubscript{28K} staining identified robust, healthy neurones while electrophysiological data identified PNs as having membrane properties (see Table 3.1. below) similar to that of PNs in cerebellar slice preparations (Llinas & Sugimori, 1980).

<table>
<thead>
<tr>
<th>Cell membrane properties</th>
<th>Mean ± s.e</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resting potential</td>
<td>-56.1 ± 1.97 mV</td>
</tr>
<tr>
<td>Membrane capacity</td>
<td>40.5 ± 3.7 pF</td>
</tr>
</tbody>
</table>

The most compelling evidence as to the similarities between in vivo and in vitro PN cell differentiation arose at 8 DIV. At this timepoint in vivo, the emergence of electrical activity in PNs (7-9DIV) occurs coincident with the initiation of dendritic branching (7-9 DIV) (Schilling et al., 1991). This coincidence induces further dendritic differentiation resulting in the dense dendritic arbour stereotypical of the mature PN. In the present study the emergence of the proximal dendrite at 8 DIV is consistent with this hypothesis and results, at 14 and 21 DIV, in the existence of PNs with highly branched
dendritic arbour. The coincident formation, during synaptogenesis, of fully formed spines indicates the level of excitatory afferent input to the mature PN. Early light microscopic studies of Golgi-stained cerebellar tissue identified an abundance of 'spines' on mature PNs. Each mature PN is estimated to possess ~200,000 spines, each one representative of a single excitatory input from a single granule cell axon. Interestingly, spines are not uniform in shape or size, ranging from short and stubby to the more stereotypical 'mushroom-shaped' spines (see Fig. 3.3, Fig. 3.5 & Fig. 3.7) (McKinney et al., 1999). Although the PNs used in this study are not as fully differentiated as in vivo, they still possess an abundance of fully formed spines indicating a level of differentiation comparable to that of PNs in cerebellar slice preparations.

Granule cell survivability is of paramount importance in the maintenance and development of the PN dendritic arbour due to their ability to release trophic factors required for PN growth. Raising the K\(^+\) concentration of the culture media has been shown to increase the survival rate of cerebellar granule cells (Lasher & Zagon, 1972; Balazs et al., 1988) and should subsequently increase the survival rate of PNs in mixed cerebellar cultures. Our findings identified a marked increase in granule cell survival upon raising the K\(^+\) concentration with no substantial change in PN survival (~20-50 PNs per coverslip counted at 21 DIV). The major morphological change was a 'feathery' appearance due to an increase in spine density. Transection of the Schaffer collateral afferent input to hippocampal CA1 neurones results in the loss of ~60% of spines on the dendrites innervated by the lesioned fibres (McKinney et al., 1999). Interestingly, this study identified a role played by AMPA receptor (AMPAR) activation in the maturation and maintenance of dendritic spines where previously the determinants of spine morphology were unknown. This AMPAR-mediated effect persisted in the presence of TTX thus negating any effects of Ca\(^{2+}\) entry via postsynaptic VACCs. The AMPAR-mediated regulation of spine maturation may be stimulated by either direct Ca\(^{2+}\) entry via AMPARs or via a direct 'metabotropic' effect (Wang et al., 1997) upon receptor activation. Therefore, due to the presence of AMPARs and not NMDARs on mature PN dendrites, it seems plausible that AMPAR activation might also control the maturation of cerebellar PN dendritic spines, although this remains to be evaluated. Granule cells are of paramount importance in the
differentiation of PNs due to their ability to release necessary trophic factors and in providing glutamate for stimulation of postsynaptic AMPARs. However, even though the granule cell density and subsequent PN spine formation was increased in the presence of high K⁺ (Hirai & Launey, 2000; present study), no significant difference in the level of inhibitory afferent input was observed. Therefore, mixed cerebellar cultures were maintained in low K⁺ media in order to minimise any adverse effects of perpetual depolarisation on the morphological changes of neurones during development.

In order to examine the process of PN inhibitory synaptic plasticity, mixed cerebellar cultures required the presence of a multitude of fully differentiated basket cells (BC) and stellate cells (SC), providing a level of inhibitory afferent input comparable to that of in vivo. Passive observations from mature cerebellar cultures, immunocytochemically stained for PV, GAD and Calbindin D₂₈K identified an approximate ratio of 1PN : 20BC/SC : 1GC (PN = Calbindin D₂₈K, GAD & PV positive; BC/SC = Calbindin D₂₈K negative, PV positive & GAD positive; GC = Calbindin D₂₈K negative, PV negative & GAD positive). The quantitative estimation of the ratio of PN : BS/SC : GC in the mixed cerebellar cultures used within the present study compare with those calculated, using a stereological method, for the intact rat cerebellar cortex, where PNs were calculated to be outnumbered 10 : 1 by interneurones of the molecular layer, 419 : 1 by granule cells of the granular layer and equal in number with cerebellar Golgi cells (1 : 1) (Korbo et al., 1993). Therefore, the number of molecular layer interneurones present in the mixed cerebellar cultures used within the present study has the potential to provide mature PNs with a level of inhibitory afferent input comparable to that experienced by PNs in vivo. Recent evidence has suggested that the release, from granule cells, of the neurotrophin BDNF aids in both the maturation and differentiation of BC/SCs in culture (Mertz et al., 2000). Interestingly, the release of BDNF also augments the dendrite proliferation of mouse PNs in mixed cerebellar culture preparations (Morrison & Mason, 1998). Therefore, the level of granule cell axon afferent input to both BC/SCs and PNs will denote the overall level of maturation of mixed cerebellar cultures used within previous studies and in the present study (Baptista et al., 1994; Morrison & Mason, 1998; Hirai & Launey, 2000; Kawaguchi & Hirano, 2000).
The level of PN dendritic differentiation and mature spine formation obtained within this study identified a sufficient level of granule cell afferent excitatory input, further exemplified by the presence of a multitude of mature, differentiated molecular layer interneurones providing conjunctive inhibitory afferent input. Cultured interneurones possessed many branched dendrites in conjunction with an elongated, bifurcating axon which contained many varicosities, presumed to be both immature and mature presynaptic neurotransmitter release sites (Llano et al., 2000). The overall morphology of the molecular layer interneurones in the present study compare with dye filled neurones from cerebellar slice preparations (Mitgaard, 1992; Pouzat & Hestrin, 1997; Pouzat & Marty, 1999) and thus constitute the major inhibitory afferent input to the mature PNs in culture.

The present study was undertaken with mature PNs (>18 DIV), whose morphological and electrophysiological properties mimicked their in vivo counterparts throughout all stages of neuronal development, thus providing a simplistic system in which to pharmacologically examine the process of PN inhibitory synaptic plasticity.
Chapter 4
DEPOLARISATION-INDUCED SUPPRESSION OF INHIBITION
&
REBOUND POTENTIATION

INTRODUCTION

Long lasting, activity dependent changes in synaptic transmission are thought to underlie learning and memory within the cerebellum (Levenes et al., 1998). Long-term depression (LTD), established to occur at synapses between parallel fibres (PF) and Purkinje neurones (PNs), is one such example of a long-term change in synaptic efficacy. Climbing fibre (CF) activation induces a fast depolarisation of the PN due to activation of ionotropic AMPA receptors. Subsequently, all voltage-activated calcium channels (P-type channels constitute 90% of PN VACCs, the residual 10% consists of L, N and R-type channels (Llinas et al., 1992)) open causing a rapid rise in the cytosolic calcium concentration. Coincident parallel fibre stimulation results in the activation of PN mGluR1 thus activating the PLCβ-InsP3 pathway (Ellisman et al., 1990; Walton et al., 1991; Kuwajima et al., 1992; Nakanishi et al., 1992; Ross et al., 1992). Binding of InsP3 to InsP3Rs induces the ‘wave-like’ release of calcium from intracellular stores in order to reinforce the calcium rise mediated by the initial CF induced depolarisation. This rise in cytosolic Ca\(^{2+}\) facilitates the activation of downstream protein kinases, such as protein kinase C (PKC) (Hidaka et al., 1988; Nishizuka, 1986), resulting in a long term desensitisation of PN AMPA receptors, manifest as a reduced sensitivity to presynaptically released glutamate (Ito et al., 1982; Crepel & Krupa, 1988; Linden & Connor, 1991). This prerequisite increase in cytosolic Ca\(^{2+}\), similar in both depolarisation-induced suppression of inhibition (DSI) and rebound potentiation (RP), is the crucial precursor event to the induction of cerebellar synaptic plasticity. Interestingly, the same depolarisation-induced Ca\(^{2+}\) influx is required to induce LTD and DSI/RP in the cerebellum, irrespective of the fact that LTD concerns the depression of excitatory afferent input while DSI/RP concern modulation of inhibitory afferent
input. Therefore, it remains clear that there is a distinct commonality between the signal transduction cascade(s) activated during the induction of cerebellar LTD and RP. Activation of downstream protein kinases has been implicated in both forms of synaptic plasticity (Crepel & Krupa, 1988; Hartell, 2001; Kano & Konnerth, 1992; Kano et al., 1996; Kawaguchi & Hirano, 2000) although to date there is no evidence to support a role for protein kinases in the induction of cerebellar DSI.

Depolarisation-induced suppression of inhibition is a transient form of inhibitory synaptic plasticity. A train of 8 depolarising pulses (+70mV from −70mV holding potential) is required to induce the prerequisite rise in cytosolic Ca^{2+} enabling DSI onset (Glitsch et al., 1996). The main feature of DSI is a robust but transient (<1min) decrease in the frequency of PN mIPSCs, occurring immediately after stimulus cessation. Studies have identified DSI as having a purely presynaptic loci of expression (Llano et al., 1991; Vincent et al., 1992; Alger et al., 1996), where presynaptic mGluR_{2/3} are proposed to mediate the reduction in transmitter release via a block of the adenylate cyclase pathway (Glitsch et al., 1996). Depolarisation of the PN is thought to induce the release of a calcium-dependent retrograde transmitter, possibly glutamate or a 'glutamate-like' substance (Glitsch et al., 1996; Glitsch et al., 2000). To date, minimal data exists as to the signal transduction cascades leading to the eventual release of a retrograde transmitter from the PN. Two mechanisms have been proposed to underlie the release of transmitter. Firstly, depolarisation may induce the reversal of an excitatory amino acid transporter thus releasing sequestered glutamate from the postsynaptic neurone or nearby glia. Secondly, calcium entry may induce the fusion of a novel form of postsynaptic vesicle to the PN membrane, thus releasing glutamate back into the cleft. Comparable to LTD and RP, the rise in cytosolic calcium is a prerequisite step in the retrograde neurotransmitter release process but still the release mechanism remains largely unclear.

In contrast, rebound potentiation is manifest as a steady-state increase in the mean amplitude of GABA mediated IPSCs in PNs, occurring subsequent to depolarisation. A single depolarising step is sufficient to induce a transient increase in IPSC amplitude (Vincent et al., 1992) while a train of 8 depolarising pulses induces a robust, maintained (>40mins) increase in the mean IPSC amplitude. This stimulus protocol induced no discernible change in the frequency of IPSCs and was therefore
deemed to be an entirely postsynaptic phenomenon (Kano et al., 1992; Hashimoto et al., 1996, Kawaguchi & Hirano, 2000). To date, protein kinase A (PKA) and Ca\(^{2+}\)/calmodulin-dependent protein kinase II (CaMKII) are the only protein kinases putatively identified as having a role in the induction and maintenance of RP (Kano & Konnerth, 1992; Kano et al., 1996; Kawaguchi & Hirano, 2000). At the molecular level there exists a void of understanding as to the specific phosphorylation sites on the different neuronal GABA\(_A\) receptor subunits that may underlie this form of inhibitory synaptic plasticity.
RESULTS

4.1. Membrane and synaptic properties of cultured PNs

Prior to assessing the properties of mIPSCs in mature PNs it was important to examine the extent (if any) of dendritic cabling of mIPSCs by analysing the relationship between amplitude and rise time of individual mIPSCs. Examination of the relationship between amplitude (pA) and rise time (ms) found there to be no correlation between the two properties. Analysis of 500 consecutive mIPSCs using linear regression resulted in a correlation coefficient of 0.09917 and a standard deviation of ± 31.55 (Fig. 4.1)

Examination of the stability of PN mIPSC amplitude and frequency during a representative control recording identified minimal ‘run-up’ or ‘run-down’ throughout the duration of the recording (1000s) (P>0.05, one-way ANOVA with Bonferroni post test). A 15 min time period, analysed in 2 min epochs identified a mean amplitude of 97.8 ± 2.9 pA and a mean frequency of 3.7 ± 0.3 Hz (Fig. 4.2). The mean amplitude and frequency values for each epoch are displayed in Table 4.1 and are typical of n=7 controls.

Table 4.1 Mean PN mIPSC amplitude and frequency values during control recording period.

<table>
<thead>
<tr>
<th>Epoch</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude (pA)</td>
<td>94.5</td>
<td>91.1</td>
<td>93.7</td>
<td>103.1</td>
<td>101.1</td>
<td>89.7</td>
<td>111.2</td>
</tr>
<tr>
<td>Frequency (Hz)</td>
<td>3.2</td>
<td>3.25</td>
<td>3.5</td>
<td>2.9</td>
<td>3.8</td>
<td>3.8</td>
<td>5.4</td>
</tr>
</tbody>
</table>

Overall, cultured cerebellar Purkinje neurones had a mean mIPSC amplitude of 56.7 ± 13.7pA and a mean frequency of 3.1 ± 0.9 Hz during control recordings (n=7) which were completely blocked by the application of 50μM Picrotoxin.

Depolarisation of cultured Purkinje neurones, from a holding potential of -70mV to 0mV (100ms duration), resulted in a net outward current even though the cells were dialysed with a Cs⁺ based pipette solution to minimise the size of outward K⁺ currents. Cessation of the depolarising pulse and hyperpolarisation of the cell to -70mV resulted
Fig. 4.1. Evaluation of dendritic cabling in mature cerebellar Purkinje neurones. The amplitude of individual mIPSCs (ordinate) are plotted against their respective rise times (abscissa). Linear regression analysis of 500 individual mIPSCs resulted in a correlation coefficient of 0.09917, SD±31.55. Each point represents a single mIPSC.
Fig. 4.2. Mean mIPSC amplitude and frequency during a control recording period. A representative cell displays a mean mIPSC amplitude of 97.8 ± 2.9 pA (●) and a mean frequency of 3.7Hz (●) during a 15 min recording period. Recording commenced 3 min after attaining whole-cell configuration at a holding potential of –70mV. Each point represents a single mIPSC.
Fig. 4.3. Current trace depicting brief PN depolarisation. Depolarisation of PNs (above trace) from a holding potential of -70mV to 0mV (100ms duration) resulted in a net outward current due to ion flux through unblocked K⁺ channels. Cessation of the depolarising pulse results in the activation of a delayed inward Ca²⁺-activated Cl⁻ current persisting for the duration of the recording (>100ms) (arrow).
in the activation of a current likely to be a delayed inward Ca\(^{2+}\)-activated Cl\(^-\) tail current (\(I_{\text{Cl(Ca)}}\) (Mayer, 1985; Owen et al., 1986; Scott et al., 1988). The tail current persisted for the duration of the recording (>100ms) without returning to the original holding current level (Fig. 4.3).

4.2. Depolarisation-induced suppression of inhibition (DSI)

Application of an 8 pulse depolarising protocol (8 pulses, +70mV step, 100ms duration at 2s intervals, Kano et al., 1992; Hashimoto et al., 1996), 5 min after achieving whole-cell configuration, caused a significant increase in mIPSC amplitude and a robust decrease in mIPSC frequency during the initial 20s after stimulus cessation (Fig. 4.4B, a & b). The mean mIPSC amplitude increased to 125.2 ± 10.2% (P<0.05) and the mean mIPSC frequency decreased to 77.7 ± 6.3% (P<0.02) of control (Fig. 4.7A & B) (n=7). A representative cell (Fig. 4.5A) illustrates the rapid increase in the mean amplitude of mIPSCs after stimulus cessation. In parallel to the increase in mean mIPSC amplitude was a robust decrease in the mean mIPSC frequency, persisting for ~40s after stimulus cessation (Fig. 4.5B). Therefore, application of a single depolarising protocol induces distinct opposing modulatory effects on both the amplitude and frequency of mIPSCs recorded in mature cultured cerebellar Purkinje neurones. These findings are similar to that found in cerebellar slice preparations after applying the same depolarising protocol (Llano et al., 1991).

4.3. Rebound potentiation (RP)

Analysis of mIPSC modulation at 3 min after stimulus cessation (RP\(_{3}\)), in the same cells in which DSI had been previously induced, identified a profound increase in the mean mIPSC amplitude and a 'rebound' increase in the mean mIPSC frequency (Fig. 4.4B, a & c). The mean mIPSC amplitude increased to 143.4 ± 6.6% of control (P<0.001) and the mean mIPSC frequency increased to 152.2 ± 11.7%
Fig. 4.4. Induction of DSI/RP in normal superfusing Krebs. A, summated mIPSCs recorded during control (upper left trace) and after (upper right trace) a train of depolarising pulses (III) (8 pulses of 70mV amplitude, 100ms duration at 2s intervals) applied from a holding potential of -70mV at 3 min from the start of whole-cell recording. B, Insets show expanded time-base examples of mIPSCs recorded during control (a), initial 20s after stimulus (DSI) (b) and 3min after stimulus cessation (rebound potentiation (RP₃)) (c).
Fig. 4.5. Induction of DSI in normal superfusing Krebs. Representative cell displaying changes in mIPSC amplitude (A) and frequency (B) following stimulus induction (||||||) in a PN voltage clamped at −70mV. Depolarisation induced a rapid rise in mIPSC amplitude, while inducing a longer lasting decrease in mIPSC frequency persisting for ~40s.
Fig. 4.6. RP in normal superfusing Kerbs. A, amplitude distribution of mIPSCs measured during control recording (dense red hatching) and at 3 min after stimulus cessation (RP_{13}, medium black hatching) in a single PN. The cumulative distributions from both histograms are illustrated in A, inset (red line = control, black dash = RP_{13}). B, frequency distribution of mIPSCs measured during control recording (dense red hatching) and at 3 min after stimulus cessation (RP_{13}, medium black hatching). The cumulative distributions from both histograms are illustrated in B, inset (red line = control, black dash = RP_{13}).
Fig. 4.7. Effects of depolarisation on the amplitude and frequency of PN mIPSCs. Average changes in mIPSC amplitude (A) and frequency (B) following stimulus induction in PNs voltage clamped at -70mV that are representative of cells (n=7/9) showing recovery from frequency potentiation at RP3. Bars represent average values (± s.e) normalised to control values taken in the same cells 2 min after the beginning of the whole-cell recording. Values for DSI were calculated from the initial 20s following stimulus cessation (n=7), RP3 & 5 were calculated at 3 & 5 min respectively (n=7) and RP8 was calculated at 8 min after stimulus cessation (RP8 n=3, * denotes P<0.05 and ** denotes p<0.01, Students t-test).
(P<0.005) of control (Fig. 4.7A & B) (n=7). A representative cell displaying the change in amplitude distribution at RP0 (Fig. 4.6A) had a mean amplitude value of 62.4 ± 1.2pA during control and a mean value of 104.9 ± 1.1pA at RP0. The cumulative amplitude distributions calculated from control and RP0 histograms (Fig. 4.6A, inset) are significantly different (P<0.01, K-S test). The same cell had a mean frequency value of 2.9Hz during control and a mean value of 4.6Hz during RP0 (Fig. 4.6B). The cumulative frequency distributions calculated from control and RP0 histograms (Fig. 4.6B, inset) are also significantly different (P<0.01, K-S test).

At 5 min after stimulus cessation (RP15) 78% of cells displayed an amplitude potentiation of 147.5 ± 8.1% of control (P<0.002, n=7) while the frequency potentiation diminished to 99.8 ± 22.2% (P=0.99, n=7) of control (Fig. 4.7A & B). Further recording (RP25) identified a maintained amplitude potentiation (148.7 ± 9.3% of control, n=3) and the absence of any further frequency modulation (103.0 ± 8.0% of control, n=3) compared to control values (Fig. 4.7A & B). Therefore, mIPSC frequency modulation was not examined after RP15 in future experiments.

The persistent amplitude potentiation is consistent with that seen during RP in cerebellar slice preparations. Application of the same depolarising pulse protocol induced a long lasting RP which has been reported to exist for ~40 min (Kano & Konnerth, 1992; Hashimoto et al., 1996). However, the transient frequency potentiation seen during RP0 is a novel finding and has never been reported before. All previous work identified no discernible change in mIPSC frequency during RP (Kano & Konnerth, 1992; Hashimoto et al., 1996).

4.4. Timecourse of PN mIPSC amplitude and frequency modulation after stimulus cessation

Previous studies have focussed on either the phenomenon of DSI (Llano et al., 1991; Glitsch et al., 1996) or RP (Kano et al., 1992; Vincent et al., 1992; Hashimoto et al., 1996; Kano et al., 1996; Kawaguchi & Hirano, 2000) without extensively studying both concurrently. While our amplitude potentiation is comparable to previous studies,
Fig. 4.8. Time-dependent changes in PN mIPSC amplitude and frequency after stimulus induction. A, changes in mean mIPSC amplitude during control period and after stimulus induction (amplitudes were measured throughout DSI and RP period). Current amplitudes were normalised with respect to the mean value recorded directly preceding the point of stimulus induction (depicted by the arrow). B, changes in mean mIPSC frequency during control and after stimulus induction (frequencies was measured throughout DSI and RP period). Mean mIPSC frequencies were normalised with respect to the mean value recorded directly preceding the point of stimulus induction (depicted by the arrow). All data are shown as mean ± s.e (DSI n=7, RPt1.5 n=7 & RPt8 n=3).
the timecourse of frequency potentiation, derived from a single train of stimuli, has never been previously addressed. Initially, depolarisation induced a net decrease in mIPSC frequency persisting for ~40s, followed by a transient rebound increase in mIPSC frequency returning to baseline within 5 min of stimulus cessation (Fig. 4.8B). During the whole timecourse of PN mIPSC frequency modulation the amplitude remained potentiated, rising steadily before reaching a plateau at RPt\[3]\[48] (Fig. 4.8A). The mean values during control and after depolarisation are summarised in Table 4.2 below.

Table 4.2. Timecourse of PN mIPSC amplitude and frequency modulation after stimulus cessation.

<table>
<thead>
<tr>
<th>Time (min)</th>
<th>Amplitude ± s.e</th>
<th>Frequency ± s.e</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>100.4 ± 3.0</td>
<td>110.8 ± 6.8</td>
<td>7</td>
</tr>
<tr>
<td>-1</td>
<td>101.2 ± 4.4</td>
<td>101.3 ± 3.7</td>
<td>7</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>100</td>
<td>7</td>
</tr>
<tr>
<td>0.3</td>
<td>125.2 ± 10.2</td>
<td>77.7 ± 6.3</td>
<td>7</td>
</tr>
<tr>
<td>1</td>
<td>142.6 ± 10.8</td>
<td>90.4 ± 10.7</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>142.5 ± 12.9</td>
<td>130.3 ± 19.1</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>143.4 ± 6.6</td>
<td>152.2 ± 11.7</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>147.5 ± 8.1</td>
<td>99.8 ± 22.2</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>148.7 ± 9.3</td>
<td>103.0 ± 8.0</td>
<td>3</td>
</tr>
</tbody>
</table>

*Data in red depicts statistically significant values compared to control (Paired t-test, P<0.05). Time 0 is defined as the point of stimulus induction, all other times are referenced to time 0 min. All values of amplitude/frequency potentiation are normalised to values calculated at time 0 min (set to 100%).

4.5. mIPSC kinetic changes during DSI and RP

Comparison of the ‘rise-time’ and ‘half-width’ of mIPSCs during DSI and RP identified no significant change with respect to control values (Table 4.3). Superimposed average traces accrued from 30 consecutive mIPSC recorded during control, DSI and RP display the relative amplitude potentiation in a representative cell.
Fig. 4.9. Superimposed averaged traces from all mIPSCs recorded in a single control cell at designated times in normal superfusing Krebs. Traces were averaged from all mIPSCs recorded in a single control cell during control (black line), immediately after stimulus cessation (DSI) (red line) & 3 min after stimulus cessation (RP₃) (blue line).
with respect to control values. Control mIPSCs have a mean amplitude value of 92.2 ± 4.8pA compared with 118.5 ± 8.2pA (DSI) and 126.9 ± 10.6pA (RP_{3}) (Fig. 4.9).

Table 4.3. Analysis of PN mIPSC kinetic parameters during control, DSI and at 3 min (RP_{3}) after stimulus cessation. All data are mean values ± s.e (n=7).

<table>
<thead>
<tr>
<th>Kinetic Parameters</th>
<th>control ± s.e.m</th>
<th>DSI ± s.e.m</th>
<th>RP ± s.e.m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rise-Time (ms)</td>
<td>3.1 ± 0.3</td>
<td>3.0 ± 0.2</td>
<td>2.8 ± 0.2</td>
</tr>
<tr>
<td>Half-Width (ms)</td>
<td>11.0 ± 0.4</td>
<td>10.9 ± 0.6</td>
<td>10.8 ± 0.3</td>
</tr>
</tbody>
</table>
DISCUSSION

4.1. Membrane and synaptic properties of cultured PNs

One inherent problem with mature PNs is the relatively limited electronic compactness of the neurone due to its extensive dendritic arbour and large membrane surface area (Rapp et al., 1994). The limited compactness of the neurone creates a problem when attempting to attain sufficient voltage clamp of the cell during recording phases (space clamp). Events arising from distal dendritic regions of the neurone have to travel long distances in order to be detected by the recording electrode positioned on the soma. Therefore, if \( R_m \) (membrane resistance determined by the level of spontaneous channel activity) is low and \( R_s \) (resistance of the dendrite to current propagation) is high then the resultant space constant (\( \lambda \)) is small (\( \lambda = \sqrt{R_m/R_s} \)) (Kandel et al., 1991). The space constant depicts the length of dendrite (\( \mu m \)) along which a current can pass before its amplitude passively decreases to 37% of its original size. Insufficient voltage clamp fidelity would manifest itself as a decrease in the amplitude and an increase in the rise-time of events originating from distal synapses, termed ‘dendritic cabling’. Analysis of the amplitude and rise times of events during a control recording period found no correlation between the two mIPSC properties. Therefore, on the assumption that inhibitory synapses occur on sites proximal and distal to the PN soma, ‘dendritic cabling’ did not underestimate the mean amplitude potentiation observed during the phenomenon of inhibitory synaptic plasticity and thus all mIPSCs recorded are a true reflection of the level of individual synapse activation.

A single train of depolarising pulses induces a net outward current persisting for the duration (100ms) of each pulse. All cells were dialysed with an internal solution based on CsCl and although Cs\(^+\) is a potent blocker of the majority of K\(^+\) channels (Rudy, 1988) there still remains the prospect of some unblocked K\(^+\) channels or non-specific cation channels in PNs (De Schutter & Bower, 1994). Therefore, depolarisation induces the efflux of K\(^+\) or more likely, Cs\(^+\) from the cytosol to the extracellular space and it is this efflux which ‘masks’ the inward Ca\(^{2+}\) current occurring during each depolarisation. In order to ‘unmask’ the underlying Ca\(^{2+}\) current 5-10mM
tetraethylammonium chloride (TEA-Cl) could be included in the perfusion medium to block the remainder of the K⁺ channels producing an inward I_{Ca} (not shown). These findings concur with previous work where examination of the depolarisation-induced Ca^{2+}-activated Cl⁻ tail currents indicated the extent of Ca^{2+} entry. Although the net current on depolarisation was outward the underlying Ca^{2+} current was sufficient to induce inhibitory synaptic plasticity (Llano et al., 1991; present study).

The presence of a long lasting calcium-activated repolarisation in neurones following action potential generation has been established for over a decade (Mayer, 1985; Owen et al., 1986; Scott et al., 1988). This current (whose principal charge carrying ion is Cl⁻) manifests as a slow afterhyperpolarisation occurring post stimulus cessation (Owen et al., 1986). The normal effect of I_{Cl(Ca)} in neurones would be to repolarise the cell subsequent to Ca^{2+} entry. In cerebellar PNs it is probable, under physiological conditions, that this current may play a role in repolarisation of the dendritic membrane following Ca^{2+} spike generation (Llinas and Sigimori, 1980). The depolarising pulse protocol used in this study resulted in the net efflux of Cl⁻ that could change E_{Cl} from a value of 0mV, determined by the high Cl⁻ pipette solution, to a more negative value. The change in E_{Cl} would result in a net decrease in the driving force for Cl⁻ and could subsequently reduce the mIPSC current amplitudes recorded at -70mV. However, this is contradictory to the net increase in mIPSC amplitude observed immediately after stimulus cessation (see later discussion). Identification (in this case by physiological activation parameters) of the existence of the Ca^{2+}-activated Cl⁻ tail current provides a good indication that sufficient Ca^{2+} enters the cell during each depolarising pulse train to initiate inhibitory synaptic plasticity.

The action potential independent release of a single quantum of neurotransmitter, the minimal component of synaptic transmission, is thought to underlie mIPSCs. The stability of mIPSCs throughout the duration of experimental recording is of paramount importance when examining amplitude and frequency changes during the induction of inhibitory synaptic plasticity. The analysis of mIPSCs over a 15 minute control recording period displayed no 'run-up' or 'run-down' of the synaptic GABA_{A} receptor-mediated currents. Therefore, the cultured cerebellar PNs used within this study provide a good basis in which to examine subtle changes in amplitude and frequency following depolarisation. Evaluation of spontaneous mIPSCs
provides a good model in which to study the specific effects of repetitive depolarisation on synaptic transmission, as opposed to the previously used exogenous application of GABA that will undoubtedly incorporate effects on extrasynaptic GABA_A receptors (Kano et al., 1996; Hashimoto et al., 1996). Activation of both synaptic and extrasynaptic receptors would serve to overestimate the level of inhibitory synaptic plasticity observed subsequent to PN depolarisation. After achieving the whole-cell configuration cells were left for 3 minutes to allow sufficient Cl^- loading to occur before administering a depolarising pulse protocol. Induction of RP is maximal when induced 3 minutes after forming the whole-cell mode, whereas at 9 minutes, the level of RP is greatly reduced (Boxall & Marty, 1997). Therefore, the magnitude of RP will presumably reflect the level of 'wash-out' of necessary intracellular messengers crucial for the induction phase. In this study particular attention was taken to minimise the disruption of the intracellular milieu by Cl^- loading the cell for a limited period of time before initiating the depolarising pulse protocol, therefore allowing the examination of RP under 'normal' physiological conditions.

4.2. Depolarisation-induced suppression of inhibition (DSI)

Application of a train of depolarising pulses induced a potentiation of the mean amplitude of GABA_A receptor-mediated mIPSCs while simultaneously initiating a transient decrease in the mean frequency. Early work by Llano and colleagues (1991) described the same magnitude of amplitude potentiation in response to local GABA (10μM) applications (144 ± 24% of control). Initiation of the potentiation occurred immediately after stimulus cessation. Interestingly, the same study identified differential effects of depolarisation on spontaneous IPSCs (action-potential dependent transmitter release) and miniature IPSCs (action potential-independent transmitter release). Depolarisation in normal saline induced a depression of IPSC amplitude (70 ± 12% of control) and frequency (72 ± 11% of control) lasting ≥ 30s after stimulus cessation. In comparison, the same depolarising pulse protocol applied in the presence of TTX caused a small increase in amplitude (112 ± 21% of control) and a significant decrease
in mIPSC frequency (53 ± 22% of control). Recent studies, examining DSI of PN mIPSCs, apply trains of depolarising pulses every 4 minutes (Glitsch et al., 1996). The results from the first stimulation are excluded from the analysis to minimise contamination with long-lasting postsynaptic potentiation (Llano et al., 1991; Kano et al., 1992). However, this means that DSI is subsequently measured on a pre-existing amplitude potentiated plateau (caused by underlying RP). The question therefore exists as to the physiological relevance of DSI induction subsequent to the initiation of RP. One tentative explanation incorporates the idea that the initial induction of DSI is a subsidiary part of the induction phase of RP. Kawaguchi and Hirano (2000) recently identified the suppression of RP induction at individual synapses, via activation of postsynaptic PN GABA<sub>B</sub>Rs, where the presynaptic release of GABA was coincident with the RP induction stimulus. In the context of the present study, depolarisation induced the release of a retrograde messenger, possibly glutamate, causing a transient decrease in the presynaptic release of GABA from cerebellar interneurones while concurrently enhancing postsynaptic GABA<sub>A</sub> receptor responsiveness to GABA. Therefore, the process of DSI may only serve to reduce the possibility of coincident GABA release during PN depolarisation thus facilitating the induction of a robust RP by avoiding the possibility of a GABA<sub>B</sub>R-mediated suppression of RP (Kawaguchi & Hirano, 2000). In this situation one plausible hypothesis would be that the retrograde transmitter release and subsequent presynaptic effects are part of the induction phase of RP and are not components of a separable phenomenon. Depolarising stimuli applied subsequent to attaining the amplitude potentiated plateau observed during RP would serve only to transiently decrease the presynaptic release of GABA without inducing any further effect on the mean mIPSC amplitude. In the present study we have attempted to examine the effects of a single train of depolarising pulses on mIPSC amplitude and frequency, without first reaching a potentiated amplitude plateau. Disregarding the initial results after a primary depolarisation will effectively separate DSI from the long-lasting effects of RP but would negate the possibility that DSI is a component part of the RP induction phase. As shown in this study 'both' phenomena can be effectively examined after the cessation of a single train of stimuli. Although the DSI induced in this study displays the same rate of onset and duration, the magnitude of the mIPSC frequency depression is ~30% less than that of previous studies (Llano et al.,
One reason for this discrepancy may be due to insufficient Ca\(^{2+}\) entry during depolarisation, resulting in the sub-maximal release of the presumed retrograde transmitter. However, the mIPSC amplitude enhancement during both DSI and RP is comparable to that in previous studies (Llano et al., 1991; Kano et al., 1992; Hashimoto et al., 1996; Kawaguchi & Hirano, 2000). Glitsch and colleagues (2000) examined the Ca\(^{2+}\) dependence of the retrograde transmitter release process and found it to be more sensitive to Ca\(^{2+}\) entry than initiating presumed GABA\(_A\)R phosphorylation during RP. The induction of RP had previously been shown to require a Ca\(^{2+}\) rise between 900nM (Kano et al., 1992) and 5μM (Hashimoto et al., 1996) in cerebellar slice and culture preparations, respectively. However, the release of the retrograde transmitter during cerebellar DSI requires a rise in the cytosolic Ca\(^{2+}\) concentration of only ~200nM (Glitsch et al., 2000). Therefore, it seems unlikely that the reduced magnitude of DSI observed within this study reflects sub-maximal entry of Ca\(^{2+}\) during depolarisation. The possibility remains that there may be differences in presynaptic receptor density between cerebellar slice and cerebellar culture preparations. This remains to be addressed.

The amplitude potentiation observed during DSI is postulated to result from the phosphorylation of postsynaptic GABA\(_A\) receptors, activated as a result of the rise in cytosolic Ca\(^{2+}\) upon repetitive depolarisation (Kano & Konnerth, 1992; Kano et al., 1996; Kawaguchi & Hirano, 2000). There now exists overwhelming evidence that the frequency depression during DSI results from the Ca\(^{2+}\)-dependent release of a retrograde transmitter, postulated to be glutamate or a 'glutamate-like' substance. Efflux of 'glutamate' from the PN is postulated to diffuse back to the presynaptic terminal, activating mGluR\(_{2/3}\) and thus reduces transmitter release via a block of the adenylate cyclase pathway (Glitsch et al., 1996; Glitsch et al., 2000). Activation of presynaptic mGluR\(_{2/3}\) would result in an overall decrease in the release probability (P) thus lowering the release rate of single quanta (thought to underlie miniature synaptic events). Therefore, in this study, the phenomenon of DSI exists as an increase in the mean mIPSC amplitude while simultaneously displaying a decrease in the mean mIPSC frequency.
4.3. Rebound Potentiation (RP)

Rebound potentiation has previously been established as a sustained increase in the mean amplitude of PN GABAAR-mediated currents. Depolarisation of PNs via CF activation or application of a stimulating protocol results in a ~50% increase in the mean mIPSC current amplitude. Interestingly, the level of amplitude potentiation remains constant irrespective of whether the cells are cultured (Hashimoto et al., 1996; Kawaguchi & Hirano, 2000; present study) or in a slice preparation (Llano et al., 1991; Vincent et al., 1992; Kano et al., 1992; Kano & Konnerth, 1992; Kano et al., 1996) suggesting activation of equivalent signal transduction cascade(s). The present results, consistent with that of previous work, illustrate the immediate onset of mIPSC amplitude potentiation, reaching a plateau at >1min and lasting for the duration of the recording. Phosphorylation of PN GABA_A receptors is postulated to underlie the mean amplitude increase observed during RP (Kano & Konnerth, 1992; Kano et al., 1996; Kawaguchi & Hirano, 2000). Entry of Ca^{2+} during each depolarising pulse is thought to activate downstream protein kinases, resulting in eventual GABAAR subunit phosphorylation and subsequent amplitude potentiation. Identification of the specific kinases involved in RP was outwith the scope of this study. The similarity between the magnitude of PN RP in slice preparations and in this study implies that common signal transduction cascades are involved in RP induction in both preparations.

Depolarisation of the PN induced a previously undocumented transient increase in the mean frequency of mIPSCs recorded at RP_{13}. Initially, during DSI, the frequency significantly decreased before recovering and developing into a ‘rebound’ frequency increase during RP_{13}. The release of a retrograde messenger (possibly glutamate) is thought to underlie the phenomenon of DSI, therefore, it is also likely that stimulation of the presynaptic vesicle release machinery may underlie the increase in frequency observed during RP_{13}. Alternatively, the co-release of a second type of retrograde messenger, activating a population of non-glutamatergic receptors, may underlie the increase in mIPSC frequency observed during RP_{13}. This latter concept is unlikely however (see chapter 6). Electrical separation of the neuronal culture network exists due to all recordings being made in TTX, thus eliminating any potential effects of PN axon...
retrograde innervation of presynaptic elements. Previous studies on RP utilised the brief pulse application of GABA (Kano & Konnerth, 1992; Kano et al., 1996) or the analysis of a specific number of mIPSCs (Kano & Konnerth, 1992; Kano et al., 1996) to examine the level of amplitude potentiation after stimulus induction. The former approach does not account for changes in presynaptic GABA release rates as the application of GABA is entirely exogenous. The latter case analyses an exact number of mIPSCs thus overlooking any potential change in mIPSC frequency subsequent to depolarisation. In either situation the frequency change of synaptic events would be entirely missed in favour of solely examining the change in responsiveness of postsynaptic GABA$_A$Rs to GABA. One previous study analysed both the amplitude and frequency of sIPSCs after depolarisation, and found a significant increase in the mean amplitude but no discernible change in the frequency, analysed at RP$^{13}$ (Hashimoto et al., 1996). One possible explanation for the lack of change in sIPSC frequency could be due to this group ‘holding’ their cells for a period of 10 min before applying any stimulation protocol. This duration of Cl$^-$ loading will also inevitably lead to ‘wash-out’ of soluble cytosolic components, possibly involved in the release of a retrograde messenger, and as a result, modulation of the sIPSC frequency may not be observed at RP$^{13}$. The original work on RP by Kano and colleagues (1992) analysed a timepoint 20 minutes (RP$^{20}$) after stimulus cessation finding a robust, maintained increase in sIPSC amplitude with no change in frequency. Analysis at RP$^{20}$ would also entirely miss a possible transient increase in IPSC frequency, observed at RP$^{13}$ (which would have returned to baseline at RP$^{15}$), resulting in the incorrect conclusion that no frequency changes occur during the phenomenon of RP. Alternatively, the two aforementioned studies examined the changes in sIPSC amplitude and frequency during the induction and maintenance of RP. The spontaneous release of GABA is dependent upon the action potential-dependent release of neurotransmitter from the presynaptic terminal, governed by the influx of Ca$^{2+}$ via presynaptic VACCs. Evidently, both spontaneous AP-dependent release (sIPSCs) and spontaneous, AP-independent miniature release (mIPSCs) may be regulated by differing presynaptic signal transduction cascade(s) (Bouron, 2001). Therefore, the discrepancy between previous studies and the present one may illustrate the differential signal transduction pathways regulating the two alternative neurotransmitter release pathways.
Results from the present study intimate the activation of a secondary receptor type, also activated by the release of a retrograde messenger (possibly glutamate, see chapter 6 & 7), in mediating the increase in frequency observed subsequent to the termination of DSI. The physical location or affinity for 'glutamate' of the different glutamate receptor types may play a pivotal role in the time dependent frequency changes observed during DSI and RP.

4.4. mIPSC kinetic changes during DSI and RP

One major drawback of PNs in culture is the ability to produce fully differentiated neurones receiving a level of synaptic input comparable to their in vivo counterparts. Comparison of the frequency and amplitude of mIPSCs in cerebellar slice preparations and the mixed cerebellar cultures used in this study provides the best indication as to their level of differentiation. The amplitude of mIPSCs recorded in the present study is comparable to that of the early work on RP in cerebellar slice preparations (Kano et al., 1992), thus implying that the PN GABAergic synapses in the cultures are fully formed and vary sufficiently in size. Basal mIPSC frequency levels are also comparable to a variety of previous studies in both slice and culture preparations (Llano et al., 1991; Hashimoto et al., 1996; Glitsch et al., 2000; Boxall, 2000; Llano et al., 2000).

In this study, phosphorylation of PN GABA\(_A\)Rs, thought to underlie the phenomenon of RP, does not interfere with either the rise-time or half-width decay times of individual PN mIPSCs. It has been postulated that GABA\(_A\)R phosphorylation underlies the phenomenon of RP but to date no conclusive evidence exists as to the exact mechanism. Examination of the specific effects of GABA\(_A\)R phosphorylation requires analysis of the single channel properties of recombinant and/or native GABA\(_A\)Rs. The PN provides a simplistic system in which to examine GABA\(_A\)R phosphorylation due to the expression of a limited number of subunits (Wisden et al., 1996). Previous work on the single channel properties of recombinant GABA\(_A\) receptors (\(\alpha_2/\beta_1/\gamma_2L\)) identified a significant increase in the open probability of channels after tyrosine phosphorylation (Moss et al., 1995). Although the mean open time (\(\tau_o\)) of
GABA_A channels increased, the individual open times $\tau_1$ and $\tau_2$ did not change subsequent to tyrosine phosphorylation. Therefore, the increase in $\tau_0$ underlies an increase in the open probability ($P_o$) of channels possibly reflecting an increased frequency of opening. In the present study the comparable half-width decay times during control, DSI and RP can only approximately be attributed to an increase in the open probability of GABA_ARs, subsequent to receptor phosphorylation. A recent study examining the modulatory effects of tyrosine phosphorylation on PN mIPSCs described an ~30% increase in the mean amplitude with no discernible change in half-width decay times (Boxall, 2000). Therefore, GABA_ARs, possessing candidate sites for phosphorylation, may serve to increase the mean open probability of GABA_ARs, manifest as an increase in the mean PN mIPSC amplitude during DSI and RP, however this remains to be evaluated, particularly since phosphorylation by some other protein kinases, e.g. PKC, can inhibit GABA_A receptor function (Moss & Smart, 1995).
Chapter 5
PRESYNAPTIC mGluR-MEDIATED CONTROL OF INHIBITORY SYNAPTIC TRANSMISSION AT THE INTERNEURONE-PN SYNAPSE

Introduction

In the past decade an abundance of electrophysiological and biochemical evidence has identified a predominant role for mGluRs in the regulation of neurotransmission in the mammalian brain (Cartmell & Schoepp, 2000). Although a wealth of information exists as to the regulation of glutamate release by presynaptic mGluRs, the area of mGluR regulation of GABA release still remains relatively unexplored. Interestingly, activation of presynaptic mGluRs can have both positive and negative modulatory effects on GABA release dependent upon both tissue type and receptor subtype expression. Facilitation of KCl-evoked endogenous GABA release, by activation of presynaptic mGluR₁, has been identified in the rat striatum (Wang and Johnson, 1995). This effect was enhanced by the costimulation of dopamine D₁ receptors. Activation of both presynaptic mGluRs and dopamine D₁ receptors serves to induce rises in both intracellular Ca²⁺ and cAMP levels, respectively, thus inducing an enhancement of the release of GABA (Wang & Johnson, 1995). Similarly, application of quisqualate evoked the release of [³H]GABA from rat coronal hippocampal slices which could be abolished by the application of l-AP3 (Janaky et al., 1994). Conversely, electrophysiological reports have identified a negative modulation of GABA release, on activation of presynaptic mGluRs by the non-selective agonist t-ACPD, in both the hippocampus (Liu et al., 1993; Jouveneau et al., 1995) and the cerebellum (Llano & Marty, 1995). Subsequent work, in the same preparations, identified a predominant role for this G-protein coupled receptor in the induction of short-term inhibitory synaptic plasticity, termed DSI. Hippocampal DSI is proposed to be induced by the activation of group I mGluRs, while cerebellar DSI is thought to be
mediated via group II mGluRs (Morishita & Alger, 1999; Glitsch et al., 1996). Although group I mGluR activation induces phospholipid hydrolysis to produce DAG and InsP₃, the overall effect upon receptor activation in the hippocampus, contrary to that expected, is negative modulation of transmitter release thus raising the possibility of a secondary G-protein mediated effect (Morishita & Alger, 1999). However, cerebellar DSI is thought to be attributed to the mGluR₂/₃-mediated inhibition of the adenylate cyclase pathway, thus restricting the release of GABA (Glitsch et al., 1996). Although the specific pharmacological block of mGluR₂/₃, during DSI, has never been achieved, the application of the specific group II agonist DCG-IV mimics the induction of cerebellar DSI (Glitsch et al., 1996). Therefore, the possibility remains that the differential effects of mGluR receptor activation on neurotransmitter release is entirely dependent upon subtype specific receptor expression at the axon terminals of interneurones in both the hippocampus and cerebellum.

Purkinje neurones possess an abundance of mGluR₄/₅b (Baude et al., 1993; Fotuhi et al., 1993; Hampson et al., 1994; Martin et al., 1992; Nusser et al., 1994; Shigemoto et al., 1994; Mateos et al., 2000), positively coupled to the PLC-InsP₃ pathway, which on activation serves to increase the cytosolic Ca²⁺ level (Netzeband et al., 1997). This rise in Ca²⁺, the prerequisite step in LTD, DSI and RP induction, activates downstream signalling cascades resulting in differential receptor phosphorylation and induction of transient and long-term changes in synaptic efficacy (Daniel et al., 1998; Glitsch et al., 1996; Kano & Konnerth, 1992). Application of the agonist t-ACPD, has been shown to have conflicting effects in both cerebellar slice and mixed cerebellar culture preparations. Early studies revealed a reduction in the frequency of PN mIPSCs/sIPSCs on application of t-ACPD to cerebellar slice preparations (Llano & Marty, 1995) while application of the same agonist, to PNs in mixed cerebellar cultures, resulted in a marked enhancement of PN sIPSC amplitude and frequency (Hashimoto et al., 1996). The anomalies that exist create a problem when trying to evaluate the effects of presynaptic and postsynaptic mGluR activation at the interneurone-PN synapse. The conflicting effects of t-ACPD application on the rate of GABA release makes identification of the mGluR subtype and associated presynaptic signal transduction cascade(s) difficult. The presynaptic activation of the PKC
(Capogna et al., 1995; Jarolimek & Misgeld, 1997) and PKA (Capogna et al., 1995; Jarolimek & Misgeld, 1997; Chavais et al., 1998; Trudeau et al., 1998) signalling cascades have been established to enhance the spontaneous TTX-resistant release of neurotransmitter. Interestingly, PKA and PKC have additive effects on the rate of spontaneous neurotransmitter release (Capogna et al., 1995; Bouron & Reuter, 1999), indicating that these two kinases recruit independent vesicle recycling proteins.

Although there remains a void of understanding as to the exact mechanisms underlying the presynaptic mGluR-mediated modulation of transmitter release it seems likely that there are both separable and overlapping pathways. The advent of novel pharmacological agents specific for individual mGluR subtypes will aid in the dissection of mGluR-mediated changes in synaptic efficacy in the mammalian brain.
RESULTS

5.1. Effects of the non-specific mGluR antagonist (S)-MCPG on DSI & RP induction

5.1.1. Control DSI/RP vs DSI/RP (S)-MCPG

Application of the non-specific group I/II mGluR antagonist (S)-MCPG (100μM: a concentration known to induce significant block of group I and group II mGluRs) failed to alter the basal mIPSC amplitude (107 ± 5.6% of control, P=0.26) or basal mIPSC frequency (113 ± 8.0%, P=0.18) (n=5). A comparison between the induction of DSI and RP in control conditions and in the presence of 100μM (S)-MCPG is displayed in Table 5.1 & Table 5.2.

Table 5.1. Comparison between PN mIPSC amplitude modulation (DSI & RP) in control (n=7) and in the presence of 100μM (S)-MCPG (n=4).

<table>
<thead>
<tr>
<th>Time</th>
<th>Control ± s.e.m</th>
<th>100μM (S)-MCPG ± s.e.m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>DSI</td>
<td>125.2 ± 10.2</td>
<td>130.2 ± 8.2</td>
</tr>
<tr>
<td>RP₃</td>
<td>143.4 ± 6.6</td>
<td>165.7 ± 34.5</td>
</tr>
<tr>
<td>RP₅</td>
<td>147.5 ± 8.1</td>
<td>157.9 ± 9.5</td>
</tr>
</tbody>
</table>

Table 5.2. Comparison between PN mIPSC frequency modulation (DSI & RP) in control (n=7) and in the presence of 100μM (S)-MCPG (n=4).

<table>
<thead>
<tr>
<th>Time</th>
<th>Control ± s.e.m</th>
<th>100μM (S)-MCPG ± s.e.m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>DSI</td>
<td>77.7 ± 6.3</td>
<td>77.6 ± 5.1</td>
</tr>
<tr>
<td>RP₃</td>
<td>152.2 ± 11.7</td>
<td>168.2 ± 10.3</td>
</tr>
<tr>
<td>RP₅</td>
<td>99.8 ± 22.2</td>
<td>111.4 ± 10.7</td>
</tr>
</tbody>
</table>
Fig. 5.1. Effects of (S)-MCPG on the induction of DSI/RP. A, summated mIPSCs recorded during control (upper left trace) and after (upper right trace) a train of depolarising pulses (III) (8 pulses of 70mV amplitude, 100ms duration at 2s intervals) applied from a holding potential of -70mV at 3 min from the start of whole-cell recording. All recordings were made with 100μM (S)-MCPG in the perfusion media. B, Insets show expanded time-base examples of mIPSCs recorded during control (a), initial 20s after stimulus (DSI) (b) and 3min after stimulus cessation (rebound potentiation (RPc)) (c).
Due to there being no statistical difference between DSI and RP induction/maintenance in control and in the presence of 100μM (S)-MCPG (P>0.05 one-way ANOVA with Bonferroni post-test) all subsequent data were therefore pooled (n=11).

5.1.2. Depolarisation-induced suppression of inhibition - DSI

Application of the same depolarising protocol as in control, 5 min after achieving whole-cell configuration, caused a significant increase in mIPSC amplitude and a significant decrease in mIPSC frequency during the initial 20s after stimulus cessation (Fig. 5.1B, a & b). The mean mIPSC amplitude increased to 129.8 ± 7.4% (P<0.002) (Fig. 5.4A) and the mean mIPSC frequency decreased to 77.7 ± 4.8% (P<0.001) (Fig. 5.4B) of control (n=11). A representative cell illustrates the rise in the mean amplitude of mIPSCs after stimulus cessation (Fig. 5.2A). In parallel with the increase in mIPSC amplitude is a robust decrease in mIPSC frequency, persisting ~40s after stimulus cessation (Fig. 5.2B). Therefore, the application of 100μM (S)-MCPG does not affect the induction or magnitude of DSI when compared to DSI in normal Krebs.

5.1.3. Rebound potentiation - RP

Analysis of mIPSC modulation at 3 min after stimulus cessation (RP_3), in the same cells in which DSI had been previously induced, identified a maintained increase in the mean mIPSC amplitude and a 'rebound' increase in the mean mIPSC frequency (Fig. 5.1B, a & c). The mean mIPSC amplitude increased to 151.5 ± 12.6% (P<0.003) of control (Fig. 5.4A) and the mean mIPSC frequency increased to 158.0 ± 8.3% (P<0.0001) of control (Fig. 5.4B) (n=11). A representative cell displaying the change in amplitude distribution at RP_3 had a mean amplitude value of 41.3 ± 1.9pA during control and a mean value of 57.0 ± 2.8pA at RP_3 (Fig. 5.3A). The
Fig. 5.2. Induction of DSI in the presence of 100μM (S)-MCPG. Representative cell displaying changes in mIPSC amplitude (A) and frequency (B) following stimulus induction (||||||) in a PN voltage clamped at –70mV. Depolarisation induced a rapid rise in mIPSC amplitude, while inducing a longer lasting decrease in mIPSC frequency persisting for ~40s.
Fig. 5.3. RP in the presence of 100μM (S)-MCPG. A, amplitude distribution of mIPSCs measured from a 40s period during control recording (dense red hatching) and at 3 min after stimulus cessation (RP₁₃, medium black hatching) in a single PN. The cumulative distributions from both histograms are illustrated in the inset of A, inset (red line = control, black dash = RP₁₃). B, frequency distribution of mIPSCs measured from a 40s period during control recording (dense red hatching) and at 3 min after stimulus cessation (RP₁₃, medium black hatching). The cumulative distributions from both histograms are illustrated in the inset of B, inset (red line = control, black dash = RP₁₃).
Fig. 5.4. (S)-MCPG does not affect DSI/RP induction. Average changes in mIPSC amplitude (A) and frequency (B) following stimulus induction in PNs voltage clamped at -70mV. Data represents mean values from control data combined with data acquired in the presence of 100μM (S)-MCPG. Representative of cells (n=11/13) showing recovery from frequency potentiation at RP(t). Bars represent average values (± s.e) normalised to control values taken in the same cells 2 min after the beginning of the whole-cell recording. Values for DSI were calculated from the initial 20s following stimulus cessation (n=11), RP(t3) & t5 were calculated at 3 & 5 min respectively (n=11) and RP(t8) was calculated at 8 min after stimulus cessation, respectively (RP(t8) n=3, * denotes P<0.05 and ** denotes p<0.01, Students t-test).
cumulative amplitude distributions calculated from control and RP_{c} histograms (Fig. 5.3A, inset) are significantly different (P<0.002, K-S test). The same cell had a mean frequency of 4.8 Hz in control and 7.4 Hz during RP_{c} (Fig. 5.3B). The cumulative frequency distributions calculated from control and RP_{c} histograms (Fig. 5.3B, inset) are also significantly different (P<0.001, K-S test).

At 5 min after stimulus cessation (RP_{6}) 85% of cells displayed an amplitude potentiation of 151.3 ± 6.1% (P<0.0001) of control while the frequency potentiation diminished to 108.5 ± 14.2% (P=0.6) of control (Fig. 5.4A & B) (n=11). Further recording (RP_{8}) identified a maintained amplitude potentiation (148.7 ± 9.3% of control, P<0.05) and the absence of any further frequency modulation (103.0 ± 8.0% of control, P=0.7) compared to control values (Fig. 5.4A & B) (n=3). Therefore, mIPSC frequency modulation was not examined after RP_{8} in future experiments.

Application of 100μM (S)-MCPG does not antagonise the induction or maintenance of a robust RP when compared to control data.

5.1.4. Timecourse of PN mIPSC amplitude and frequency modulation after stimulus cessation

Initially, depolarisation induced a net decrease in mIPSC frequency persisting for ~40s, followed by a transient rebound increase in mIPSC frequency which returned to baseline within 5 min of stimulus cessation (Fig. 5.5B). During the whole timecourse of frequency modulation the amplitude remained potentiated, rising steadily before reaching a plateau at RP_{c-t} (Fig. 5.5A). The mean values during control and after depolarisation are summarised in Table 5.3 below.
Fig. 5.5. Effects of 100μM (S)-MCPG on the time-dependent changes in PN mIPSC amplitude and frequency after stimulus induction. A, changes in mean mIPSC amplitude during control period and after stimulus induction (amplitudes were measured throughout DSI & RP). Data represents mean values from control data combined with data acquired in the presence of 100μM (S)-MCPG. Current amplitudes were normalised with respect to the mean value recorded directly preceding the point of stimulus induction (depicted by the arrow). B, changes in mean mIPSC frequency during control and after stimulus induction (frequencies were measured throughout DSI & RP). Data represents mean values from control data combined with data acquired in the presence of 100μM (S)-MCPG. Mean mIPSC frequencies were normalised with respect to the mean value recorded directly preceding the point of stimulus induction (depicted by the arrow). All data are shown as mean ± s.e. (DSI n=11, RP_{11.5} n=11 & RP_{18} n=3).
Table 5.3. Timecourse of PN mIPSC amplitude and frequency modulation after stimulus cessation.

<table>
<thead>
<tr>
<th>Time (min)</th>
<th>Amplitude ± s.e</th>
<th>Frequency ± s.e</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>102.0 ± 2.5</td>
<td>106.9 ± 5.7</td>
<td>11</td>
</tr>
<tr>
<td>-1</td>
<td>102.0 ± 3.4</td>
<td>102.5 ± 2.9</td>
<td>11</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>100</td>
<td>11</td>
</tr>
<tr>
<td>0.3</td>
<td>129.8 ± 7.4</td>
<td>77.7 ± 4.8</td>
<td>11</td>
</tr>
<tr>
<td>1</td>
<td>141.1 ± 7.1</td>
<td>85.2 ± 10.6</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>150.8 ± 11.1</td>
<td>125.5 ± 13.8</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>151.5 ± 12.6</td>
<td>158.0 ± 8.3</td>
<td>11</td>
</tr>
<tr>
<td>5</td>
<td>151.3 ± 6.1</td>
<td>108.5 ± 14.2</td>
<td>11</td>
</tr>
<tr>
<td>8</td>
<td>148.7 ± 9.3</td>
<td>103.0 ± 8.0</td>
<td>3</td>
</tr>
</tbody>
</table>

*Data in red depicts statistically significant values compared to control (Paired t-test, P<0.05). Time 0 is defined as the point of stimulus induction, all other times are referenced to time 0 min. All values of amplitude/frequency potentiation are normalised to values calculated at time 0 min (set to 100%).

5.1.5. mIPSC kinetic changes during DSI & RP

Comparison of the ‘rise-time’ and ‘half-width’ of mIPSCs recorded in the presence of 100μM (S)-MCPCG, during DSI and RP, identified no significant change with respect to control values (Table 5.4). Superimposed average traces accrued from 30 consecutive mIPSCs recorded during control, DSI and RP display the relative amplitude potentiation in a representative cell with respect to control values. Control mIPSCs had a mean amplitude value of 61.5 ± 4.0pA compared with 76.2 ± 4.5pA (DSI) and 84.7 ± 5.0pA (RP₃) (Fig. 5.6).
Fig. 5.6. Effect of 100μM (S)-MCPG on PN mIPSC kinetics. Superimposed averaged traces from all mIPSCs recorded in a single control cell at designated times. Traces were averaged from all mIPSCs recorded in a single control cell during control (black line), immediately after stimulus cessation (DSI) (red line) & 3 min after stimulus cessation (RP_{13}) (blue line).
Table 5.4. Analysis of PN mIPSC kinetic parameters during control, DSI and at 3 min (RP₃₅) after stimulus cessation. All data are mean values ± s.e. (n=4).

<table>
<thead>
<tr>
<th>Kinetic Parameters</th>
<th>Control ± s.e.m</th>
<th>DSI ± s.e.m</th>
<th>rebound ± s.e.m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rise-Time (ms)</td>
<td>2.4 ± 0.2</td>
<td>2.4 ± 0.1</td>
<td>2.4 ± 0.06</td>
</tr>
<tr>
<td>Half-Width (ms)</td>
<td>10.1 ± 0.4</td>
<td>10.5 ± 1.6</td>
<td>10.2 ± 0.3</td>
</tr>
</tbody>
</table>

5.2. Effects of the specific group II mGluR antagonist LY 341495 on DSI & RP induction

Application of the specific group II mGluR antagonist LY 341495 (200nM: a concentration known to induce selective block of group II mGluRs) failed to alter the basal mIPSC amplitude (100.49 ± 3.0% of control, P=0.9) or basal mIPSC frequency by (105.9 ± 7.2%, P=0.9) (n=4).

5.2.1. Depolarisation-induced suppression of inhibition – DSI_{LY 341495}

Application of a train of depolarising stimuli, in the presence of the specific mGluR₂/₃ antagonist, LY 341495 (200nM), induced a significant increase in mIPSC amplitude and a complete abolition of the frequency decrease observed during DSI in normal Krebs (Fig. 5.7B, a & b). The mean mIPSC amplitude increased to 136 ± 9.9% (P<0.02) (Fig. 5.10A) of control while the mean mIPSC frequency remained unchanged (101.3 ± 10.6% of control, P=0.9) (Fig. 5.10B) (n=5). A representative cell (Fig. 5.9A) illustrates the rise in the mean amplitude of mIPSCs after stimulus cessation while the mIPSC frequency remains constant, with respect to control, for the duration of DSI (~20s) (Fig. 5.8 A&B). Therefore, the application of 200nM LY 341495 completely abolished the frequency modulation observed during DSI.
Fig. 5.7. Effects of LY 341495 on the induction of DSI/RP. A, summated mIPSCs recorded during control (upper left trace) and after (upper right trace) a train of depolarising pulses (III) (8 pulses of 70mV amplitude, 100ms duration at 2s intervals) applied from a holding potential of −70mV at 3 min from the start of whole-cell recording. All recordings were made with 200nM LY 341495 in the perfusion media. B, Insets show expanded time-base examples of mIPSCs recorded during control (a), initial 20s after stimulus (DSI) (b) and 3min after stimulus cessation (rebound potentiation (RP3)) (c).
Fig. 5.8. Induction of DSI in the presence of 200nM LY 341495. Representative cell displaying changes in mIPSC amplitude (A) and frequency (B) following stimulus induction (|||) in a PN voltage clamped at −70mV. Depolarisation induced a rapid rise in mIPSC amplitude, while producing no discernible change in mIPSC frequency when compared to control.
Fig. 5.9. RP in the presence of 200nM LY 341495. A, amplitude distribution of mIPSCs measured from a 40s period during control recording (dense red hatching) and at 3 min after stimulus cessation (RP₃, medium black hatching) in a single PN superfused with Krebs solution containing 200nM LY 341495. The cumulative distributions from both histograms are illustrated in the inset of A, inset (red line = control, black dash = RP₃). B, frequency distribution of mIPSCs measured from a 40s period during control recording (dense red hatching) and at 3 min after stimulus cessation (RP₃, medium black hatching). The cumulative distributions from both histograms are illustrated in the inset of B, inset (red line = control, black dash = RP₃).
Fig. 5.10. Comparison of the effects of LY 341495 on DSI and RP. Average changes in mIPSC amplitude (A) and frequency (B) following stimulus induction in PNs voltage clamped at −70mV. Data represents mean values from data acquired in the presence of 200nM LY 341495. Bars represent average values (± s.e) normalised to control values taken in the same cells 2 min after the beginning of the whole-cell recording. Values for DSI were calculated from the initial 20s following stimulus cessation (n=5), RP(t3 & t5) were calculated at 3 & 5 min respectively (n=5) (* denotes P<0.05, Students t-test).
5.2.2. Rebound potentiation - RP(LY 341495)

Analysis of mIPSC modulation at 3 min after stimulus cessation (RP₀), in the same cells in which DSI had been abolished, identified a maintained increase in the mean mIPSC amplitude and the onset of a 'rebound' increase in the mean mIPSC frequency (Fig. 5.7B, a & c). The mean mIPSC amplitude increased to 145.0 ± 13.2% (P<0.03) (Fig. 5.10A) and the mean mIPSC frequency increased to 145.6 ± 6.8% (P<0.03) (Fig. 5.10B) of control (n=5). A representative cell displaying the change in amplitude distribution at RP₀ (Fig. 5.9A) had a mean amplitude value of 66.4 ± 1.7pA during control and a mean value of 128.1 ± 5.0pA during RP₀. The cumulative amplitude distributions calculated from control and RP₀ histograms (Fig. 5.9A, inset) are significantly different (P <0.0001, K-S test). The same cell had a mean frequency of 16.9Hz in control and 21.5Hz during RP₀ (Fig. 5.9B). The cumulative frequency distributions calculated from control and RP₀ histograms (Fig. 5.9B, inset) are significantly different (P<0.0001, K-S test). At 5 min after stimulus cessation (RP₁) the amplitude potentiation remained at 146.2 ± 16.7% of control (P<0.05) while the frequency potentiation diminished to 121.0 ± 10.2% (P=0.1) of control (Fig. 5.10A & B) (n=5). Therefore, the application of 200nM LY 341495 does not antagonise the 'rebound' frequency increase observed during RP.

5.2.3. Timecourse of PN mIPSC amplitude and frequency modulation after stimulus cessation in the presence of LY 341495

Depolarisation induced no change in the mean mIPSC frequency during the initial 20s after stimulus cessation. However, approximately 20s after depolarisation the mIPSC frequency began to gradually increase until reaching a plateau of potentiation at RP₀, similar in magnitude to the frequency potentiation observed during RP₀ in normal Krebs (Fig. 5.11B). During the whole timecourse of frequency modulation the amplitude remained potentiated, rising steadily before reaching a plateau at RP₁,5 (Fig.
Fig. 5.11. Comparison between the time-dependent changes in PN mIPSC amplitude and frequency, following stimulus induction, in normal Krebs (empty black circles) and in the presence of 200nM LY 341495 (filled blue circles). A, changes in mean mIPSC amplitude during control period and after stimulus induction (amplitudes were measured throughout DSI & RP). Current amplitudes were normalised with respect to the mean value recorded directly preceding the point of stimulus induction (depicted by the arrow). B, changes in mean mIPSC frequency during control and after stimulus induction (frequencies were measured throughout DSI & RP). Mean mIPSC frequencies were normalised with respect to the mean value recorded directly preceding the point of stimulus induction (depicted by the arrow). All data are shown as mean ± s.e (Control n=11, LY 341495 n=5).
5.11 A). The mean values during control and after depolarisation are summarised in Table 5.5.

Table 5.5. Timecourse of PN mIPSC amplitude and frequency modulation after stimulus cessation in the presence of LY 341495.

<table>
<thead>
<tr>
<th>Time (m)</th>
<th>Amplitude ± s.e</th>
<th>Frequency ± s.e</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>103.1 ± 3.8</td>
<td>94.6 ± 1.7</td>
<td>5</td>
</tr>
<tr>
<td>-1</td>
<td>100.2 ± 8.7</td>
<td>90.7 ± 5.0</td>
<td>5</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>100</td>
<td>5</td>
</tr>
<tr>
<td>0.3</td>
<td>136.6 ± 9.9</td>
<td>101.3 ± 10.6</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>144.4 ± 14.2</td>
<td>114.5 ± 10.7</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>164.3 ± 13.0</td>
<td>122.9 ± 19.4</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>145.0 ± 13.2</td>
<td>145.6 ± 6.8</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>146.2 ± 16.7</td>
<td>121.0 ± 10.2</td>
<td>5</td>
</tr>
</tbody>
</table>

*Data in red depicts statistically significant values compared to control (Paired t-test, P<0.05). Time 0 is defined as the point of stimulus induction, all other times are referenced to time 0 min. All values of amplitude/frequency potentiation are normalised to values calculated at time 0 min (set to 100%).

5.2.4. mIPSC kinetic changes during DSI(LY 341495) & RP(LY 341495)

Comparison of the ‘rise-time’ and ‘half-width’ of mIPSCs recorded in the presence of 200nM LY 341495, during DSI and RP, identified no significant change with respect to control values (Table 5.6). Superimposed average traces accrued from 30 consecutive mIPSCs recorded during control, DSI and RP display the relative amplitude potentiation in a representative cell with respect to control values. Control mIPSCs had a mean amplitude value of 50.9 ± 2.3pA compared with 59.4 ± 2.3pA (DSI) and 84.1 ± 4.5pA (RP₃) (Fig. 5.12).
Fig. 5.12. Effect of 200nM LY 341495 on PN mIPSC kinetics. Superimposed averaged traces from all mIPSCs recorded in a single control cell at designated times. Traces were averaged from all mIPSCs recorded in a single control cell during control (black line), immediately after stimulus cessation (DSI) (red line) & 3 min after stimulus cessation (RP₃) (blue line).
Table 5.6. Analysis of PN mIPSC kinetic parameters recorded in the presence of 200nM LY 341495 during control, DSI and at 3 min (RP₃) after stimulus cessation. All data are mean values ± s.e. (n=5).

<table>
<thead>
<tr>
<th>Kinetic Parameters</th>
<th>control ± s.e.m</th>
<th>DSI ± s.e.m</th>
<th>rebound ± s.e.m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rise-Time (ms)</td>
<td>2.4 ± 0.1</td>
<td>2.4 ± 0.1</td>
<td>2.3 ± 0.1</td>
</tr>
<tr>
<td>Half-Width (ms)</td>
<td>8.9 ± 0.5</td>
<td>9.6 ± 0.7</td>
<td>9.4 ± 0.4</td>
</tr>
</tbody>
</table>

5.2.5. Immunocytochemical evidence for the existence of presynaptic mGluR₂/₃

The presence of presynaptic mGluR₂/₃ at release sites has long been established within the mammalian brain (Ohishi et al., 1993; Ohishi et al., 1994; Lujan et al., 1997; Shigemoto et al., 1997). A previous study in the cerebellum intimated a role for presynaptic mGluR₂/₃ in the reduction of sIPSC and mIPSC amplitude and frequency during DSI, using the specific mGluR₂/₃ agonist DCG-IV (Glitsch et al., 1996; Satake et al., 2000). In the present study the electrophysiological data unequivocally supports the role of presynaptic group II-like mGluR in the induction of cerebellar DSI. However, in order to compound this theory, immunocytochemical studies were undertaken in order to examine the possibility of mGluR₂/₃ being present on putative release sites on cerebellar interneurones. An antibody directed against a common epitope on both mGluR₂ and mGluR₃ (amino acids 853-872 of human mGluR₂, identical to rat mGluR₂ and 89% identical to human & rat mGluR₃) was used to identify the presence all group II mGluRs and their cellular location (Fig. 5.13B & Fig. 5.14B). Simultaneous staining with an anti-glutamic acid decarboxylase (GAD) antibody identified all interneurones within the mixed cerebellar culture (Fig. 5.13A & Fig. 5.14A). To examine the hypothesis of a presynaptic location for mGluR₂/₃, an antibody directed against the protein synaptophysin, a component of the presynaptic vesicle docking process, was used in order to identify putative release sites (Fig. 5.13C & Fig. 5.14C). Analysing the existence of presynaptic mGluRs required locating an interneurone within a relatively cell sparse area of the mixed cerebellar culture. This maximised the identification of specific structures on the axon without contamination from surrounding cell bodies,
axons or dendrites. Triple immunocytochemical staining identified only a subset of large (10-15μm) cerebellar interneurones displaying immunoreactivity for mGluR2/3. Subsequent observations from mixed cerebellar cultures stained with antibodies recognising both mGluR2/3 and parvalbumin identified only cerebellar Golgi cells displaying mGluR2/3 immunoreactivity. Immunocytochemical staining for mGluR2/3 could be seen throughout the cell body, beaded dendrites and axons of cultured cerebellar Golgi cells with more punctate staining in the distal cell processes (Fig. 5.13D & Fig. 5.14D).
Fig. 5.13. Triple immunocytochemical staining of a putative cerebellar Golgi cell in a relatively cell sparse mixed cerebellar culture. A, anti-glutamic acid decarboxylase (GAD) – TRITC conjugate stain identifying GABAergic interneurones. B, anti-mGluR$_{2/3}$ – FITC conjugate stain displaying mGluR$_{2/3}$ distribution. C, anti-synaptophysin – Cy5 conjugate stain identifying putative release sites. D, triple overlay of RGB images identifying high percentage of GAD-Cy5 colocalisation and the presence of mGluR$_{2/3}$ subunits at release sites on a putative cerebellar Golgi cell. A-D, all images were superimposed on the corresponding brightfield image after acquisition. Images were acquired at X40 (oil immersion) at 10% zoom. Scale bar represents 15μm.
Fig. 5.14. Triple immunocytochemical staining of a putative cerebellar Golgi cell axon at high magnification (depicted in Fig. 5.13 A, inset). A, anti-glutamic acid decarboxylase (GAD) - TRITC conjugate stain identifying GABAergic interneurones. B, anti-mGluR_2/3 - FITC conjugate stain displaying mGluR_2/3 distribution. C, anti-synaptophysin - Cy5 conjugate stain identifying putative release sites. D, triple overlay of RGB images identifying high percentage of GAD-Cy5 colocalisation and the presence of mGluR_2/3 at release sites on a putative cerebellar Golgi cell. A-D, all images were superimposed on the corresponding brightfield image after acquisition. Images were acquired at X63 (oil immersion) at 0% zoom. Scale bar represents 5μm.
DISCUSSION

5.1. Effects of the non-specific mGluR antagonist (S)-MCPG on DSI & RP induction

The regulation of neurotransmitter release by presynaptic mGluRs has been the focus of many studies over the last decade. In the cerebellum presynaptic mGluRs, present on the axon terminals of interneurones in the molecular layer, have been implicated in the modulation of GABA release. Application of the broad spectrum agonist t-ACPD facilitated a decrease in the amplitude of evoked IPSCs and a decrease in the frequency of mIPSCs. Interestingly, application of the broad spectrum mGluR antagonist (s)-MCPG failed to block the t-ACPD induced changes in GABA release (Llano & Marty, 1995). The unusual pharmacology of the presynaptic mGluRs present on the axon terminals of cerebellar basket and stellate cells made it difficult for the authors to precisely specify the mGluR subtype(s) involved in the modulation of GABA release. Investigation into the phenomenon of cerebellar DSI confirmed previous findings where the application of (S)-MCPG (1mM), at a concentration which fully blocked mGluR1-mediated inward currents in PNs, failed to block the depolarisation-induced reduction of GABA release (Glitsch et al., 1996). The work in the present study confirms that of Llano and Marty (1995) and Glitsch and colleagues (1996) in that the application of (S)-MCPG, at a somewhat lower concentration (100μM), produced no significant change in the magnitude of DSI nor the basal rate of spontaneous AP-independent miniature release. However, exogenous application of the specific mGluR2/3 agonist DCG-IV induced a reduction in the mIPSC frequency equal in magnitude to that induced during cerebellar DSI (Glitsch et al., 1996). A similar study by Satake and colleagues (2000) induced a 60% reduction in sIPSC, recorded in mature cerebellar PNs, upon exogenous application of DCG-IV and this 'DCG-IV-sensitive DSI' could be abolished by the application of the specific mGluR2/3 antagonist CPPG. Therefore, the work presented in this and previous studies seems to intimate that the regulation of GABA release by presynaptic mGluRs occurs via a mGluR2/3-like receptor negatively linked to adenylate cyclase although the use of (S)-MCPG, as a
pharmacological tool to examine the role played by presynaptic mGluRs in the regulation of GABA release from basket and stellate cells in the cerebellum, is entirely ineffective. Coincident activation of PFs and CFs, in vivo, leads to the activation of mGluR₁ on the postsynaptic membrane of PNs. This leads to activation of the PLC pathway and a subsequent increase in the cytosolic calcium level, the pre-requisite step in the induction of both DSI and RP (Llano et al., 1991). Since mixed cerebellar cultures are largely devoid of co-ordinated CF and PF inputs to PNs, a depolarising protocol is used to mimic the overall effect of PF and CF stimulation, thus inducing the mIPSC amplitude potentiation observed during DSI and RP. The application of 100μM (S)-MCPG has been demonstrated to sufficiently block PN mGluR₁-mediated inward currents, irrespective of the lack of presynaptic antagonism (Llano & Marty, 1995; Glitsch et al., 1996). Stimulation of the PN mGluR₁-PLC pathway has been illustrated to mimic the depolarisation-induced enhancement of GABA₅R-mediated currents during RP and induce a large increase in the frequency of mIPSCs (Hashimoto et al., 1996), although this was contrary to the findings of two previous studies (Llano & Marty, 1995; Glitsch et al., 1996). Therefore, the release of ‘glutamate’, on depolarisation, back into the synaptic cleft should serve to facilitate the further release of Ca²⁺ from intracellular stores due to stimulation of the PN mGluR₁-PLC pathway. The application of (S)-MCPG did not alter the magnitude of mIPSC amplitude potentiation during both DSI and RP with respect to control. Therefore, repetitive depolarisation must serve to maximally activate the signal transduction cascade(s) leading to PN GABA₅R phosphorylation, such that the possible further release of Ca²⁺ from intracellular stores would not result in a further enhancement of PN mIPSC amplitude.

5.2. Effects of the specific group II mGluR antagonist LY 341495 on DSI and RP induction

The mGluR antagonist LY 341495 is a novel and potent group II antagonist, displaying a unique range of selectivities across the mGluR receptor subtypes. The IC₅₀
values for mGluR<sub>1/4/5/7/8</sub> range from 1-22µM as calculated from functional and binding studies (Ornstein <i>et al.</i>, 1998; Kingston <i>et al.</i>, 1998a; Fitzjohn <i>et al.</i>, 1998; Johnson <i>et al.</i>, 1999). However, this compound shows nanomolar affinity (IC<sub>50</sub> 10-30nM) for mGluR<sub>2/3</sub> thus providing a selective pharmacological tool to dissect the role played by group II mGluRs in the phenomena termed DSI and RP. The use of the high affinity, specific mGluR<sub>2/3</sub> antagonist LY 341495 induced a complete abolition of the mIPSC frequency decrease observed during DSI without affecting the retrograde transmitter release process and subsequent frequency potentiation during RP. Application of LY 341495 had no effect on the magnitude of mIPSC amplitude potentiation during either DSI or RP nor on the timecourse of the amplitude potentiation (such that it reached a potentiated plateau at an equivalent point to control) when compared to DSI/RP in normal Krebs. Therefore, it can be assumed that LY 341495 does not have any adverse effects upon PN GABA<sub>A</sub>Rs, VACCs or the phosphorylation process thought to underlie the mIPSC amplitude potentiation (Kano & Konnerth, 1992; Kano <i>et al.</i>, 1996; Kawaguchi <i>et al.</i>, 2000). Interestingly, during the initial 20s after stimulus cessation, in the presence of LY 341495, the mIPSC frequency remained comparable to that in control, only after ~20s does the mIPSC frequency begin to increase to a level comparable to that observed during RP<sub>0</sub> in normal Krebs. Although there is an almost immediate increase in the mIPSC frequency in the presence of a mGluR<sub>2/3</sub> antagonist there still remains a short time-lag, suggesting that the mIPSC frequency changes during DSI and RP are mediated via different receptor types and are not entirely overlapping. Therefore, the mIPSC frequency changes observed during DSI and RP are most likely to be part of the same phenomenon. The possible reasons for this time-dependent lag will be discussed fully in Chapter 6. The results from the present study and that of previous studies unequivocally identified a role for presynaptic mGluR<sub>2/3</sub>-like activation in the reduction of GABA release from the axon terminals of cerebellar basket and stellate cells during DSI (Llano & Marty, 1995; Glitsch <i>et al.</i>, 1996; Satake <i>et al.</i>, 2000). However, some discrepancies still exist, such as the inability of (S)-MCPG to antagonise the putative mGluR<sub>2/3</sub>-mediated effects, making the precise identification of the specific mGluR subtype involved in this transient form of synaptic plasticity difficult.
5.3. Immunohistochemistry & pharmacology: The anomalies that exist

Although the electrophysiological and pharmacological evidence for the involvement of mGluR$_{2/3}$ in the mIPSC frequency depression during DSI is somewhat overwhelming (Glitsch et al., 1996; Satake et al., 2000; present study) there exists no immunohistochemical or immunocytochemical evidence to support the presence of this mGluR subtype on the axon terminals of basket and stellate cells in cerebellar slice (Ohishi et al., 1994; Lujan et al., 1997; Meguro et al., 1999) or mixed cerebellar culture preparations (present study). Early immunohistochemical studies in the cerebellum identified strong mGluR$_{2/3}$ staining of Golgi cells and moderate to light staining in the molecular layer proposed to be stellate cells (Ohishi et al., 1993). However, a subsequent paper, by the same author, identified that the only neuronal type to show immunoreactivity for mGluR$_{2/3}$ were Golgi cells present in the PN layer. The majority of the staining was present in the granular layer where the bifurcating axons of the Golgi cells terminate, forming part of the cerebellar glomerulus. The beaded dendrites of the Golgi cells ascended into the molecular layer where they acquired inhibitory synaptic input from stellate and basket cells and excitatory synaptic input from PFs. Therefore, the light mGluR$_{2/3}$ staining in the molecular layer observed in the former study was deemed to be either the beaded dendrites of Golgi cells or immunoreactive glial cells and not basket or stellate cells. In the present study it was pertinent to ascertain whether basket and/or stellate cells in culture expressed mGluR$_{2/3}$ on their axon terminals and could therefore underlie the mIPSC frequency decrease observed during cerebellar DSI. In accordance with previous studies, only cerebellar Golgi cells were immunopositive for mGluR$_{2/3}$ and immunonegative for parvalbumin while basket and stellate cells were immunonegative for mGluR$_{2/3}$ and immunopositive for parvalbumin. One inherent problem with mixed cerebellar cultures is the loss of coordinated afferent inputs, although it is possible that Golgi cells may form synaptic inputs with mature PNs it is most unlikely that they would provide the majority of the inhibitory synaptic inputs to PNs as they are outnumbered 20:1 by basket and stellate cells (see chapter 3). Therefore, there are major anomalies which exist between the pharmacological profile of the presynaptic mGluR subtype involved in the mIPSC frequency decrease observed during cerebellar DSI and the immunohistochemical
evidence supporting mGluR expression in cerebellar interneurones. A summary of mGluR subtype pharmacology and the evidence supporting a role for presynaptic mGluRs in the induction of DSI are displayed in table 5.7 and table 5.8.

Table 5.7 mGluR subtype pharmacology and localisation in the cerebellum

<table>
<thead>
<tr>
<th>mGluR subtype</th>
<th>Transduction mechanism</th>
<th>Cerebellar cell type</th>
<th>Selective agonist</th>
<th>EC50 (µM)</th>
<th>Selective antagonist</th>
<th>IC50 (µM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mGluR1</td>
<td>+PLC</td>
<td>PN,BC/SC,GC</td>
<td>t-ACPD &amp; DHPG</td>
<td>(5-200)</td>
<td>MCPG &amp;</td>
<td>(40-500)</td>
</tr>
<tr>
<td>mGluR3</td>
<td>+PLC</td>
<td>GC</td>
<td></td>
<td>(1-60)</td>
<td>LY 341495</td>
<td>(7-10)</td>
</tr>
<tr>
<td>mGluR2</td>
<td>-A.C</td>
<td>GC3,4,5,6</td>
<td>t-ACPD &amp; DHPG</td>
<td>(5-900)</td>
<td>MCPG</td>
<td>(15-300)</td>
</tr>
<tr>
<td>mGluR3</td>
<td>-A.C</td>
<td>GC3,4,5,6</td>
<td>DCG-IV</td>
<td>(0.1-0.3)</td>
<td>LY 341495</td>
<td>(0.002)</td>
</tr>
<tr>
<td>mGluR4</td>
<td>-A.C</td>
<td></td>
<td></td>
<td></td>
<td>CPPG</td>
<td>(~400)</td>
</tr>
<tr>
<td>mGluR5</td>
<td>-A.C</td>
<td></td>
<td></td>
<td></td>
<td>MPPG</td>
<td>(4-500)</td>
</tr>
<tr>
<td>mGluR6</td>
<td>-A.C</td>
<td>PN,BC/SC</td>
<td></td>
<td></td>
<td>L-AP4</td>
<td>(1-22)</td>
</tr>
<tr>
<td>mGluR7</td>
<td>-A.C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mGluR8</td>
<td>-A.C</td>
<td>BC/SC</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


Table 5.8 Evidence supporting mGluR involvement in the induction of cerebellar DSI

<table>
<thead>
<tr>
<th>Agonist applied</th>
<th>Ability to mimic DSI</th>
<th>Antagonist applied</th>
<th>Ability to block DSI</th>
<th>mGluR affected</th>
<th>Immunoreactivity on BC/SCs</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-ACPD*</td>
<td>Yes</td>
<td>-</td>
<td>-</td>
<td>Grp I,II,III</td>
<td>Grp I,III</td>
</tr>
<tr>
<td>DCG-IV10,11</td>
<td>Yes</td>
<td>MCPG9,10</td>
<td>No</td>
<td>Grp I,II</td>
<td>Grp I</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>L-AP410</td>
<td>Yes</td>
<td>Grp II</td>
<td>n/a</td>
</tr>
<tr>
<td>Retrograde messenger10,12</td>
<td>Yes</td>
<td>CPPG11</td>
<td>Yes</td>
<td>Grp II</td>
<td>n/a</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>LY 341495</td>
<td>Yes</td>
<td>Grp I,II,III*</td>
<td>Grp I,III</td>
</tr>
</tbody>
</table>

Llano et al., 1995, Glitsch et al., 1996, Satake et al., 2000, present study
(10 on the assumption that glutamate or a ‘glutamate like’ substance is the retrograde messenger)
(11 at the concentration used in this study)
Therefore, it can clearly be seen that there are discrepancies between the pharmacological and immunohistochemical results of this study and previous studies thus proposing that mGluR\textsubscript{2/3} may not play a predominant role in the induction of cerebellar DSI. The work carried out on cerebellar DSI by Glitsch and colleagues (1996) assumed that previous immunohistochemical data, identifying weak mGluR\textsubscript{2/3} staining in the molecular layer, unequivocally identified the presence of mGluR\textsubscript{2/3} on stellate cells (Ohishi \textit{et al.}, 1993). Unfortunately, Glitsch and colleagues completely neglected the findings of a subsequent more detailed immunohistochemical study by the same group, identifying no mGluR\textsubscript{2/3} on stellate or basket cells (Ohishi \textit{et al.}, 1994).

The results of the present study, when considered with the results of previous studies on cerebellar DSI, support the theory that presynaptic mGluRs do underlie the induction of DSI although it now seems evident that mGluR\textsubscript{2/3} are not the subtypes mediating the depolarisation-induced reduction in mIPSC frequency. Therefore, two possibilities exist as to the nature of the mGluR subtype involved. Firstly, the pharmacology seems consistent with the presence of a group II mGluR raising the possibility that an alternative splice variant may exist. This splice variant may have an N-terminal sequence, the epitope site for the antibody used in this study, or C-terminal sequence, the epitope site for the antibody used by Ohishi and colleagues (1994), dissimilar to that required to attain sufficient antibody binding for mGluR\textsubscript{2/3}. Secondly, the possibility exists that cerebellar DSI is mediated by a novel mGluR subtype displaying some pharmacological similarities to group II mGluRs but possessing sufficiently different N-/C-terminal sequences such that existing mGluR antibodies would not recognise the required epitope. Obviously this is only a very tentative hypothesis and remains to be evaluated in future experiments.
Chapter 6
PRESYNAPTIC NMDAR-MEDIATED CONTROL OF INHIBITORY SYNAPTIC TRANSMISSION AT THE INTERNEURONE-PN SYNAPSE

INTRODUCTION

The phenomenon of DSI, extensively studied over the past decade, has identified the predominant role of presynaptic mGluRs in the modulation of mIPSC amplitude and frequency in both the hippocampus and cerebellum (Morishita et al., 1998; Glitsch et al., 1996). Pharmacological dissection of DSI in the cerebellum identified an increase in the frequency of spontaneous or miniature IPSCs on application of l-AP3, a broad-spectrum agonist acting on several glutamate receptor subtypes (Glitsch et al., 1996). This increase in transmitter release could be completely abolished by the application of the competitive NMDAR antagonist, d-APV, therefore suggesting mediation via presynaptic NMDA receptors. Complimentary work, utilising bath application of NMDA, induced a marked potentiation of mIPSC frequency persisting even in the presence of physiological levels of Mg^{2+} (Glitsch & Marty, 1999). Similarly, these effects could be abolished by the application of d-APV thus supporting the theory of presynaptic NMDARs at the interneurone-PN synapse. The existence of presynaptic NMDARs is by no means a novel concept, although in physiological terms, the roles and functions played by these receptors still remains largely unclear.

The presence of NMDARs on the terminals of glutamatergic and GABAergic fibres has been established both immunohistochemically (Liu et al., 1994; DeBiasi et al., 1996; Paquet & Smith, 2000) and electrophysiologically (Berretta & Jones, 1996; Glitsch & Marty, 1999; Pouzat & Marty, 1999; Casado et al., 2000). Interestingly, in the cerebellum the effect of presynaptic NMDAR activation is input dependent. At PF-PN synapses presynaptic autoreceptor activation, upon PF stimulation, induced a reduction in amplitude of EPSCs recorded in PNs. This is postulated to arise due to a NMDAR-mediated release of nitric oxide (NO) which diffused from the CF terminal to
the PN, where upon it caused a decrease in the postsynaptic glutamate sensitivity (Casado et al., 2000). Interestingly, this study develops the idea that Ca\(^{2+}\) entry via NMDARs and VACCs produce two spatially distinct Ca\(^{2+}\) microdomains inducing differential effects on both the liberation of NO and neurotransmitter release process. Persistent application of NMDA at the interneurone-PN synapse caused a marked enhancement of neurotransmitter release (Glitsch & Marty, 1999), preferentially increasing release at small synapses, thus intimating a role for presynaptic NMDARs in the developmental regulation of cerebellar interneurones and/or developmental inhibitory synaptic plasticity. The downstream signalling cascade(s) involved in the NMDAR-mediated modulation of GABA release from cerebellar interneurones has as yet, not been elucidated. Therefore, it is pertinent to ascertain the possible role for presynaptic NMDARs in the modulation of synaptic efficacy observed during cerebellar DSI and RP.
RESULTS

6.1. Effects of the specific NMDAR antagonist d-APV on DSI and RP induction

Application of the specific NMDAR antagonist d-APV (50μM) produced no change in the mean amplitude (105.8 ± 7.5% of control, P=0.5) but reduced the basal frequency of PN mIPSCs (75.9 ± 5.2% of control, P<0.01), indicating the likelihood of tonic activation of NMDARs by background glutamate.

6.1.1. DSI/RP (d-APV) vs DSI/RP (d-APV + (S)-MCPG)

A comparison between the induction of DSI and RP in the presence of 50μM d-APV and in the presence of 50μM d-APV + 100μM (S)-MCPG reiterated the findings of chapter 5 in that (S)-MCPG does not affect synaptic transmission at the interneurone-PN synapse. The results from the comparison are displayed in Table 6.1 & Table 6.2.

Table 6.1. Comparison between mIPSC amplitude modulation (DSI & RP) in the presence of 50μM d-APV (n=5) and in the presence of 50μM d-APV + 100μM (S)-MCPG (n=5).

<table>
<thead>
<tr>
<th>Time</th>
<th>Control ± s.e.m</th>
<th>50μM D-APV ± s.e.m</th>
<th>50μM D-APV + 100μM (S)-MCPG ± s.e.m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>DSI</td>
<td>129.8 ± 7.4</td>
<td>130.1 ± 8.7</td>
<td>118.8 ± 6.7</td>
</tr>
<tr>
<td>RP_{D}</td>
<td>151.5 ± 12.6</td>
<td>147.4 ± 13.5</td>
<td>135.6 ± 8.0</td>
</tr>
<tr>
<td>RP_{S}</td>
<td>151.3 ± 6.1</td>
<td>150.9 ± 7.7</td>
<td>148.3 ± 10.0</td>
</tr>
</tbody>
</table>

Table 6.2. Comparison between mIPSC frequency modulation (DSI & RP) in the presence of 50μM d-APV (n=5) and in the presence of 50μM d-APV + 100μM (S)-MCPG (n=5).

<table>
<thead>
<tr>
<th>Time</th>
<th>Control ± s.e.m</th>
<th>50μM D-APV ± s.e.m</th>
<th>50μM D-APV + 100μM (S)-MCPG ± s.e.m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>DSI</td>
<td>77.7 ± 4.8</td>
<td>79.1 ± 1.2</td>
<td>80.4 ± 5.2</td>
</tr>
<tr>
<td>RP_{D}</td>
<td>158.0 ± 8.3</td>
<td>115.6 ± 19.1</td>
<td>92.7 ± 7.1</td>
</tr>
<tr>
<td>RP_{S}</td>
<td>108.5 ± 14.2</td>
<td>83.3 ± 17.3</td>
<td>89.8 ± 6.8</td>
</tr>
</tbody>
</table>
Fig. 6.1. Effects of d-APV on the induction of DSI/RP. A, summated mIPSCs recorded during control (upper left trace) and after (upper right trace) a train of depolarising pulses (II) (8 pulses of 70mV amplitude, 100ms duration at 2s intervals) applied from a holding potential of -70mV at 3 min from the start of whole-cell recording. All recordings were made in perfusion media containing 50μM d-APV. B, Insets show expanded time-base examples of mIPSCs recorded during control (a), initial 20s after stimulus (DSI) (b) and 3min after stimulus cessation (rebound potentiation (RP3)) (c).
Fig. 6.2. Effects of d-APV + (S)-MCPG on the induction of DSI/RP. A, summated mIPSCs recorded during control (upper left trace) and after (upper right trace) a train of depolarising pulses (8 pulses of 70mV amplitude, 100ms duration at 2s intervals) applied from a holding potential of -70mV at 3 min from the start of whole-cell recording. All recordings were made in perfusion media containing 50µM d-APV & 100µM (S)-MCPG. B, Insets show expanded time-base examples of mIPSCs recorded during control (a), initial 20s after stimulus (DSI) (b) and 3min after stimulus cessation (rebound potentiation (RP₃)) (c).
Due to there being no statistical difference between DSI and RP induction/maintenance in the presence of 50μM d-APV and in the presence of 50μM d-APV + 100μM (S)-MCPG (P>0.05 one-way ANOVA with Bonferroni post-test) all subsequent data with these antagonists were therefore pooled (n=10) (Fig 6.1B, a, b & c & Fig 6.2B, a, b & c). Data termed d-APV (alone) and d-APV + (S)-MCPG will be referred to as d-APV hereafter.

6.1.2. Depolarisation-induced suppression of inhibition - DSI_{D-APV}

Application of a train of depolarising pulses, in the presence of 50μM d-APV induced no change in the magnitude of amplitude or frequency modulation when compared to DSI in control conditions (Fig 6.1B, a & b & Fig. 6.2B, a & b). The mean mIPSC amplitude increased to 124.5 ± 5.5 % (P<0.002) of control and the mean mIPSC frequency decreased to 79.7 ± 9.6% (P<0.0001) of control (n=10) (Fig. 6.5A & B). A representative cell (Fig. 6.3A) illustrates the rapid onset of amplitude potentiation after stimulus cessation while simultaneously displaying a sustained (~40s) reduction in the mean frequency of mIPSCs (Fig. 6.3B). Pharmacological block of NMDARs does not interfere with the induction of a robust DSI when compared to DSI in normal Krebs.

6.1.3. Rebound potentiation - RP_{D-APV}

Analysis of mIPSC modulation at 3 min after stimulus cessation (RP_3), in the same cells in which DSI had been previously induced, identified a maintained increase in the mean mIPSC amplitude. However, application of 50μM d-APV completely abolished the increase in the mean mIPSC frequency observed during RP_3 in normal Krebs (Fig. 6.1B, a & c & 6.2B, a & c). The mean mIPSC amplitude increased to 141.5 ± 7.7% (P<0.0004) of control with no discernible change in mIPSC frequency (104.2 ± 10.3%, P=0.7) (Fig. 6.5A & B) (n=10). A representative cell
Fig. 6.3. Induction of DSI in the presence of 50μM d-APV. Representative cell displaying changes in mIPSC amplitude (A) and frequency (B) following stimulus induction (||||||) in a PN voltage clamped at -70mV. Depolarisation induced a rapid rise in mIPSC amplitude, while inducing a longer lasting decrease in mIPSC frequency persisting for ≥40s.
Fig. 6.4. RP in the presence of 50μM d-APV. A, amplitude distribution of mIPSCs measured during control recording (dense red hatching) and at 3 min after stimulus cessation (RP₁₃, medium black hatching), in a single PN superfused with Krebs solution containing 50μM d-APV. The cumulative distributions from both histograms are illustrated in A, inset (red line = control, black dash = RP₁₃). B, frequency distribution of mIPSCs measured during control recording (dense red hatching) and at 3 min after stimulus cessation (RP₁₃, medium black hatching). The cumulative distributions from both histograms are illustrated in B, inset (red line = control, black dash = RP₁₃).
Fig. 6.5. Comparison of the effects of d-APV on DSI and RP. Average changes of mIPSC amplitude (A) and frequency (B) following stimulus induction in PNs voltage clamped at −70mV. Bars represent mean values from data acquired in the presence of 50μM d-APV normalised to control values taken in the same cells 2 min after the beginning of whole-cell recording. Values for DSI were calculated from the initial 20s following stimulus cessation (n=10), RP(t3 & t5) were calculated at 3 & 5 min respectively (n=10) (** denotes p<0.01, Students t-test).
displaying the change in amplitude distribution at RP\textsubscript{3} (Fig. 6.4A) had a mean amplitude value of 37.9 ± 5.2pA during control and a mean value of 47.2 ± 5.0pA during RP\textsubscript{3}. The cumulative amplitude distributions calculated from control and RP\textsubscript{3} histograms (Fig. 6.4A, inset) are significantly different (P<0.01, K-S test). The same cell had a mean frequency of 3.4Hz in control and 3.5Hz during RP\textsubscript{3} (Fig. 6.4B). The cumulative frequency distributions calculated from control and RP\textsubscript{3} histograms (Fig. 6.4B, inset) are not significantly different (P>0.05, K-S test).

At 5 min after stimulus cessation (RP\textsubscript{3}) all cells displayed an amplitude potentiation of 149.5 ± 6.2% (P<0.0001) of control while the frequency remained at 86.9 ± 8.0% (P=0.1) of control (Fig. 6.5A & B) (n=10). Due to there being an absence of any ‘rebound’ frequency modulation after DSI cessation the mIPSC frequency modulation was not examined after RP\textsubscript{3}.

6.1.4. Timecourse of PN mIPSC amplitude and frequency modulation after stimulus cessation in the presence of d-APV

Table 6.3. Timecourse of PN mIPSC amplitude and frequency modulation after stimulus cessation in the presence of d-APV.

<table>
<thead>
<tr>
<th>Time (min)</th>
<th>Amplitude ± s.e</th>
<th>Frequency ± s.e</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>103.7 ± 5.8</td>
<td>93.6 ± 6.4</td>
<td>10</td>
</tr>
<tr>
<td>-1</td>
<td>102.5 ± 2.9</td>
<td>94.0 ± 4.9</td>
<td>10</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>0.3</td>
<td>124.5 ± 5.5</td>
<td>79.7 ± 2.6</td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>127.1 ± 4.2</td>
<td>96.6 ± 8.6</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>152.0 ± 8.0</td>
<td>96.3 ± 9.0</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>141.5 ± 7.7</td>
<td>104.2 ± 10.3</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>149.5 ± 6.2</td>
<td>86.9 ± 8.0</td>
<td>10</td>
</tr>
</tbody>
</table>

*Data in red depicts statistically significant values compared to control (Paired t-test, P<0.05). Time 0 is defined as the point of stimulus induction, all other times are referenced to time 0 min. All values of amplitude/frequency potentiation are normalised to values calculated at time 0 min (set to 100%).
Fig. 6.6. Comparison between the time-dependent changes in PN mIPSC amplitude and frequency, following stimulus induction, in normal Krebs (empty black circles) and in the presence of 50µM d-APV (filled blue circles). A, changes in mean mIPSC amplitude during control period and after stimulus induction (amplitude was measured throughout DSI and RP period). Current amplitudes were normalised with respect to the mean value recorded directly preceding the point of stimulus induction (depicted by the arrow). B, changes in mean mIPSC frequency during control and after stimulus induction (frequency was measured throughout DSI and RP period). Mean mIPSC frequencies were normalised with respect to the mean value recorded directly preceding the point of stimulus induction (depicted by the arrow). All data are shown as mean ± s.e.m (Control n=11, d-APV n=10).
Application of 50μM d-APV was without effect on the magnitude and time course of frequency modulation during DSI (initial 0-20s) while completely abolishing the subsequent 'rebound' frequency increase during RP1 (Fig. 6.6B). The mean mIPSC amplitude remained potentiated throughout DSI and RP1, rising steadily before reaching a plateau at RP2 (Fig. 6.6A). The mean values during control and after depolarisation are summarised in Table 6.3 above.

6.1.5. mIPSC kinetic changes during DSI_{d-APV} & RP_{d-APV}

Comparison of the ‘rise-time’ and ‘half-width’ of mIPSCs recorded in the presence of 50μM d-APV, during DSI and RP, identified no significant change with respect to control values (Table 6.4). Superimposed average traces accrued from 30 consecutive mIPSCs recorded during control, DSI and RP display the relative amplitude potentiation in a representative cell with respect to control values. Control mIPSCs had a mean amplitude value of 45.4 ± 4.1pA compared with 49.0 ± 3.9pA (DSI) and 73.4 ± 6.5pA (RP1) (Fig. 6.7).

<table>
<thead>
<tr>
<th>Rise-Time (ms)</th>
<th>2.8 ± 0.2</th>
<th>2.7 ± 0.1</th>
<th>2.8 ± 0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Half-Width (ms)</td>
<td>10.3 ± 0.3</td>
<td>10.8 ± 0.7</td>
<td>10.3 ± 0.2</td>
</tr>
</tbody>
</table>

6.2. Effects of extracellular Na\(^+\) removal on the induction/maintenance of DSI & RP

Removal of Na\(^+\) from the superfusing Krebs solution and substitution by NMDG produced no change in the mean amplitude (105.6 ± 13.7% of control, P=0.9) of PN mIPSCs while reducing the basal mIPSC frequency (72.8 ± 8.8% of control, P<0.02)
Fig. 6.7. Effect of 50μM d-APV on PN mIPSC kinetics. Superimposed averaged traces from all mIPSCs recorded in a single control cell at designated times. Traces were averaged from all mIPSCs recorded in a single control cell during control (black line), immediately after stimulus cessation (DSI) (red line) & 3 min after stimulus cessation (RP_{30}) (blue line).
Fig. 6.8. Effects of a nominally Na\(^+\) free Krebs solution on the induction of DSI/RP. A, summated mIPSCs recorded during control (upper left trace) and after (upper right trace) a train of depolarising pulses (III) (8 pulses of 70mV amplitude, 100ms duration at 2s intervals) applied from a holding potential of \(-70\)mV at 3 min from the start of whole-cell recording. All recordings were made in a nominally Na\(^+\) free perfusion media. B, Insets show expanded time-base examples of mIPSCs recorded during control (a), initial 20s after stimulus (DSI) (b) and 3min after stimulus cessation (rebound potentiation (RP\(_{3}\)) (c).
This could be interpreted as indicating that the tonic activation of NMDARs by background glutamate was reduced.

6.2.1. Depolarisation-induced suppression of inhibition - DSI\(_{(Na^+ \text{ free})}\)

Application of a train of depolarising pulses, in the absence of any extracellular Na\(^+\) (replaced by NMDG\(^+\)), induced a slight increase in the magnitude of amplitude and frequency modulation when compared to DSI in control conditions (Fig. 6.8B, a & b). The mean mIPSC amplitude increased to 145.7 ± 11.3\% (P<0.03) of control and the mean mIPSC frequency decreased to 65.1 ± 1.7\% (P<0.0003) of control (n=4) (Fig. 6.11A & B). The removal of extracellular Na\(^+\) also induced a profound increase in the duration of the mIPSC frequency decrease during DSI. In normal Krebs the mIPSC frequency decrease returned to control levels after <1min while in Na\(^+\) free Krebs the frequency decrease persisted for >2min (see below). A representative cell (Fig. 6.9A) illustrates the rapid onset of amplitude potentiation after stimulus cessation while simultaneously displaying a sustained (>40s) reduction in the mean frequency of mIPSCs (Fig. 6.9B). Removal of the main charge-carrying ion through NMDARs induced a small but non-significant change in the magnitude but significantly increased the duration of DSI when compared to DSI in the presence of d-APV or in normal Krebs.

6.2.2. Rebound potentiation - RP\(_{(Na^+ \text{ free})}\)

Analysis of mIPSC modulation at 3 min after stimulus cessation (RP\(_{13}\)), in the same cells in which DSI had been previously induced, identified a maintained increase in the mean mIPSC amplitude. However, the removal of all Na\(^+\) from the superfusing Krebs solution completely abolished the increase in the mean mIPSC frequency observed during RP\(_{13}\) in normal Krebs (Fig. 6.8B, a & c). The mean mIPSC amplitude increased to 142.3 ± 2.1\% (P<0.0003) of control while the mean mIPSC frequency displayed no discernible change (96.2 ± 17.2\%, P=0.8) (Fig. 6.11A &
Fig. 6.9. Induction of DSI in the presence of a nominally Na\(^+\) free Krebs solution. Representative cell displaying changes in mIPSC amplitude (A) and frequency (B) following stimulus induction (|||) in a PN voltage clamped at -70mV. Depolarisation induced a rapid rise in mIPSC amplitude, while inducing a longer lasting decrease in mIPSC frequency persisting for ≥ 40s.
Fig. 6.10. RP in the presence of a nominally Na\(^+\) free Krebs solution. A, amplitude distribution of mIPSCs measured during control recording (dense red hatching) and at 3 min after stimulus cessation (RP\(_{3}\), medium black hatching), in a single PN superfused with a nominally Na\(^+\)-free Krebs solution. The cumulative distributions from both histograms are illustrated in A, inset (red line = control, black dash = RP\(_{3}\)). B, frequency distribution of mIPSCs measured during control recording (dense red hatching) and at 3 min after stimulus cessation (RP\(_{3}\), medium black hatching). The cumulative distributions from both histograms are illustrated in B, inset (red line = control, black dash = RP\(_{3}\)).
Fig. 6.11. Comparison of the effects of a nominally Na\(^+\) free Krebs solution on DSI and RP. Average changes of mIPSC amplitude (A) and frequency (B) following stimulus induction in PNs voltage clamped at -70mV. Bars represent mean values (± s.e) normalised to control values taken in the same cells 2 min after the beginning of the whole-cell recording. All data were acquired in a nominally Na\(^+\) free Krebs solution. Values for DSI were calculated from the initial 20s following stimulus cessation (n=4), RP\(_{t3}\) \& RP\(_{t5}\) were calculated at 3 \& 5 min respectively (n=4) (* denotes P<0.05 and ** denotes p<0.01, Students t-test).
B) compared to control (n=4). A representative cell displaying the change in amplitude distribution at RP₃ (Fig. 6.10A) had a mean amplitude value of 69.1 ± 2.9pA during control and a mean value of 102.6 ± 4.4pA during RP₃. The cumulative amplitude distributions calculated from control and RP₃ histograms (Fig. 6.10A, inset) are significantly different (P<0.0002, K-S test). The same cell had a mean frequency of 9.1Hz in control and 10.2Hz during RP₃ (Fig. 6.10B). The cumulative frequency distributions calculated from control and RP₃ histograms (Fig. 6.10B, inset) are not significantly different (P >0.05, K-S test).

At 5 min after stimulus cessation (RP₃) all cells displayed an amplitude potentiation of 154 ± 2.5% (P<0.0002) of control while the frequency remained at 82.4 ± 12.0% (P=0.2) of control (Fig. 6.11A & B) (n=4). Due to there being an absence of any 'rebound' frequency modulation after DSI cessation, mIPSC frequency modulation was not examined after RP₃. Removal of the main charge-carrying ion through NMDARs abolished the 'rebound' frequency potentiation seen during RP₃ in normal Krebs.

6.2.3. Timecourse of PN mIPSC amplitude and frequency modulation after stimulus cessation in the presence of nominally Na⁺ free Krebs

The removal of all Na⁺ from the superfusing Krebs solution increased the duration of the mIPSC frequency decrease during DSI when compared to control values. The removal of Na⁺ mimicked the application of 50μM d-APV by completely abolishing the subsequent 'rebound' frequency increase during RP₃ (Fig. 6.12B). The mean mIPSC amplitude remained potentiated throughout DSI and RP₃-s (Fig. 6.12A). The mean values during control and after depolarisation are summarised in Table 6.5 below.
Fig. 6.12. Comparison between the time-dependent changes in PN mIPSC amplitude and frequency, following stimulus induction, in normal Krebs (empty black circles) and in the presence of nominally Na⁺ free Krebs (filled blue circles). A, changes in mean mIPSC amplitude during control period and after stimulus induction (amplitude was measured throughout DSI & RP). Current amplitudes were normalised with respect to the mean value recorded directly preceding the point of stimulus induction (depicted by the arrow). B, changes in mean mIPSC frequency during control and after stimulus induction (frequency was measured throughout DSI & RP). Mean mIPSC frequencies were normalised with respect to the mean value recorded directly preceding the point of stimulus induction (depicted by the arrow). All data are shown as mean ± s.e (Control n=11, Na⁺ free n=4).
Table 6.5. Timecourse of PN mIPSC amplitude and frequency modulation after stimulus cessation in the presence of nominally Na⁺ free Krebs.

<table>
<thead>
<tr>
<th>Time (m)</th>
<th>Amplitude ± s.e</th>
<th>Frequency ± s.e</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>113.8 ± 6.4</td>
<td>96.9 ± 11.6</td>
<td>4</td>
</tr>
<tr>
<td>-1</td>
<td>98.9 ± 10.5</td>
<td>99.0 ± 5.2</td>
<td>4</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>100</td>
<td>4</td>
</tr>
<tr>
<td>0.3</td>
<td>145.7 ± 11.3</td>
<td>65.1 ± 1.7</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>156.2 ± 4.9</td>
<td>68.1 ± 10.5</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>150.6 ± 4.3</td>
<td>75.1 ± 5.7</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>142.3 ± 2.1</td>
<td>96.2 ± 17.2</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>154.0 ± 2.5</td>
<td>82.4 ± 12.0</td>
<td>4</td>
</tr>
</tbody>
</table>

*Data in red depicts statistically significant values compared to control (Paired t-test, P<0.05). Time 0 is defined as the point of stimulus induction, all other times are referenced to time 0 min. All values of amplitude/frequency potentiation are normalised to values calculated at time 0 min (set to 100%).

6.2.4. mIPSC kinetic changes during DSI(\(\text{Na}^+\) free) & RP(\(\text{Na}^+\) free)

Comparison of the ‘rise-time’ and ‘half-width’ of mIPSCs recorded in \(\text{Na}^+\)-free Krebs solution, during DSI and RP, identified no significant change with respect to control values (Table 6.6). Superimposed average traces from 30 consecutive mIPSCs recorded during control, DSI and RP display the relative amplitude potentiation in a representative cell with respect to control values (Fig. 6.13). Control mIPSCs have a mean amplitude value of 41.1 ± 5.4pA compared with 51.1 ± 4.2pA (DSI) and 68.3 ± 5.0pA (RP₁₃) (Fig. 6.13).

Table 6.6. Analysis of PN mIPSC kinetic parameters recorded in nominally \(\text{Na}^+\) free Krebs during control, DSI and at 3 min (RP₁₃) after stimulus cessation. All data are mean values ± s.e. (n=4).

<table>
<thead>
<tr>
<th>Kinetic Parameters</th>
<th>control ± s.e.m</th>
<th>DSI ± s.e.m</th>
<th>rebound ± s.e.m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rise-Time (ms)</td>
<td>2.6 ± 0.1</td>
<td>2.7 ± 0.1</td>
<td>2.6 ± 0.1</td>
</tr>
<tr>
<td>Half-Width (ms)</td>
<td>10.5 ± 0.4</td>
<td>12.1 ± 0.4</td>
<td>12.2 ± 0.5</td>
</tr>
</tbody>
</table>
Fig. 6.13. Effect of a nominally Na⁺ free Krebs solution on PN mIPSC kinetics. Superimposed averaged traces from all mIPSCs recorded in a single control cell at designated times. Traces were averaged from all mIPSCs recorded in a single control cell during control (black line), immediately after stimulus cessation (DSI) (red line) & 3 min after stimulus cessation (RP₈) (blue line).
6.3. Effects of Na\(^+\) removal on NMDAR-mediated currents in interneurones

Removal of Na\(^+\) from the superfusing Krebs solution induced an almost complete abolition of NMDA-induced currents in cerebellar interneurones, while the application of 100\(\mu\)M NMDA, applied in normal Krebs, induced large NMDAR-mediated inward currents. A summary of the effects of Na\(^+\) removal on NMDA induced currents is displayed in Table 6.7.

<table>
<thead>
<tr>
<th>Krebs</th>
<th>Mean Amplitude (pA) (100(\mu)M NMDA)</th>
<th>Mean rise-time (ms)</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal (control)</td>
<td>1596.7 ± 259.4</td>
<td>348.1 ± 32.7</td>
<td>10</td>
</tr>
<tr>
<td>Na(^+) free</td>
<td>121.0 ± 14.9</td>
<td>396.7 ± 27.3</td>
<td>10</td>
</tr>
<tr>
<td>% Change</td>
<td>-92.4%</td>
<td>+14.0%</td>
<td></td>
</tr>
</tbody>
</table>

*Data in red depicts statistically significant value (Students t-test, P<0.0005).

Removal of Na\(^+\) from the superfusing Krebs resulted in a fully reversible reduction of NMDAR-mediated currents in cerebellar interneurones (Fig. 6.14A, B & C). A small residual current persists on application of NMDA in the presence of Na\(^+\) free Krebs but is negligible in comparison to NMDA-induced currents in normal Krebs (Fig. 6.14B). Application of 50\(\mu\)M d-APV completely blocked the NMDAR-mediated currents in interneurones when co-applied with 100\(\mu\)M NMDA (Fig. 6.14D).

6.4. Immunocytochemical identification of presynaptic NMDARs

The pharmacological dissection of presynaptic NMDARs on cerebellar interneurones led to the requirement for complimentary immunocytochemical evidence. Development of a triple antibody staining protocol aided in evaluating the presence of one of the NMDAR subunits (NR1) at putative release sites present on the axon terminals of interneurones. The NR1 subunit is required for the assembly of functional NMDA receptors (Moriyoshi et al., 1991) and thus is a useful target for
Fig. 6.14. Effects of the removal of Na\(^+\) on NMDAR-mediated currents in cerebellar interneurones. A, Application of 100μM NMDA (red bar) for a duration of 4s produced large NMDAR-mediated inward currents when applied to mature cerebellar interneurones. B, Removal of extracellular Na\(^+\) resulted in an almost complete abolition of NMDA-induced currents, leaving only a small residual current. C, Converting back to Na\(^+\) containing Krebs resulted in the production of large NMDAR-mediated inward currents. D, Application of the specific NMDAR antagonist, d-APV (50μM), resulted in the complete abolition of all NMDAR-mediated currents. Experiments were conducted in nominally Mg\(^{2+}\) free Krebs solution containing 1μM Strychnine, 10μM glycine, 500nM TTX and 10μM CNQX (n=10).
immunocytochemical analysis. An antibody directed against an epitope on the intracellular carboxy-terminus of the NR1 subunit was used to identify the presence of all splice variants of the NR1 subunit and their cellular location (Fig. 6.15B, Fig. 6.16B, Fig. 6.18B & Fig. 6.19B) while an anti-glutamic acid decarboxylase (GAD) antibody identified all interneurones within the mixed cerebellar culture (Fig. 6.15A, Fig. 6.16A, Fig. 6.18A & Fig. 6.19A). To substantiate the theory of presynaptic NMDARs an antibody directed against the protein synaptophysin, a component of the presynaptic vesicle docking process, was used in order to identify putative release sites (Fig. 6.15C, Fig. 6.16C, Fig. 6.18C & Fig. 6.19C). Analysis of presynaptic NMDARs required locating an interneurone within a relatively cell sparse area of the mixed cerebellar culture. This maximised the identification of specific structures on the axon without contamination from surrounding cell bodies, axons or dendrites. Immunocytochemical staining identified the co-localisation of the NR1 subunit, specifically at putative release sites on cerebellar interneurones. Staining for NR1 could be seen throughout the cell body and main dendrite/axon with more punctate staining in the distal cell processes (Fig. 6.15D, Fig. 6.16D, Fig. 6.18D & Fig. 6.19D). Identification of BC/SC morphology using an anti-parvalbumin antibody displayed morphology consistent with that identified using the triple immunocytochemical staining in accordance with NR1 at putative release sites on cerebellar BC/SCs (Fig. 6.17 & Fig. 6.20).

6.5. NMDA enhancement of GABA release from cerebellar interneurones

Mature PNs, identified by immunocytochemical staining for Calbindin D28K (Fig. 6.21A), displayed robust GABA_A-mediated inward currents on application of 10μM GABA (963.4 ± 239.9pA, n=5) (Fig. 6.21a). Counter-staining of the same neurone for the presence of the NMDA receptor subunit NR1 displayed diffuse staining throughout the soma and dendrites (Fig. 6.21B). Brief application of 100μM NMDA, while producing no NMDAR-mediated current in mature PNs (Fig. 6.21b), induced a significant rise in the frequency of PN mIPSCs in all cells tested (n=5). A single 4s pulse of NMDA (100μM) increased PN mIPSC frequency by 156.8 ± 50.8% (P<0.04)
Fig. 6.15. Triple immunocytochemical staining of a single cerebellar interneurone in a relatively cell sparse mixed cerebellar culture. A, anti-glutamic acid decarboxylase (GAD) – TRITC conjugate stain identifying GABAergic interneurones. B, anti-NR1 – FITC conjugate stain displaying NMDAR (NR1) subunit distribution. C, anti-synaptophysin – Cy5 conjugate stain identifying putative release sites. D, triple overlay of RGB images identifying high percentage of GAD-Cy5 colocalisation and the presence of NR1 subunits at putative release sites on cerebellar interneurones. A-D, all images were superimposed on the corresponding brightfield image after acquisition. Images were acquired at X40 (oil immersion) at 15% zoom. Scale bar represents 10µm.
Fig. 6.16. Triple immunocytochemical staining of a GABAergic interneurone axon at high magnification (depicted in Fig. 6.15A, inset). A, anti-glutamic acid decarboxylase (GAD) – TRITC conjugate stain identifying GABAergic interneurone. B, anti-NR1 – FITC conjugate stain displaying NMDAR (NR1) subunit distribution. C, anti-synaptophysin – Cy5 conjugate stain identifying putative release sites. D, triple overlay of RGB images identifying high percentage of GAD-Cy5 colocalisation and the presence of NR1 subunits at putative release sites on cerebellar interneurones. A-D, all images were superimposed on the corresponding brightfield image after acquisition. Images were acquired at X63 (oil immersion) at 0% zoom. Scale bar represents 5μm.
Fig. 6.17. Mature cerebellar basket/stellate cell \textit{in vitro}. Immunocytochemical staining using an anti-parvalbumin antibody with an anti-mouse TRITC conjugate to identify the morphology of mature cerebellar basket/stellate cells (21 days \textit{in vitro}). Images were acquired at X40 magnification with 15% zoom (scale bar = 10\textmu m).
Fig. 6.18. Triple immunocytochemical staining of a single cerebellar interneurone in a relatively cell sparse mixed cerebellar culture. A, anti-glutamic acid decarboxylase (GAD) – TRITC conjugate stain identifying GABAergic interneurones. B, anti-NR1 – FITC conjugate stain displaying NMDAR (NR1) subunit distribution. C, anti-synaptophysin – Cy5 conjugate stain identifying putative release sites. D, triple overlay of RGB images identifying high percentage of GAD-Cy5 colocalisation and the presence of NR1 subunits at putative release sites on cerebellar interneurones. A-D, all images were superimposed on the corresponding brightfield image after acquisition. Images were acquired at X40 (oil immersion) at 15% zoom. Scale bar represents 10μm.
Fig. 6.19. Triple immunocytochemical staining of a GABAergic interneurone axon at high magnification (depicted in Fig. 6.17A, inset). A, anti-glutamic acid decarboxylase (GAD) – TRITC conjugate stain identifying GABAergic interneurone. B, anti-NR1 – FITC conjugate stain displaying NMDAR (NR1) subunit distribution. C, anti-synaptophysin – Cy5 conjugate stain identifying putative release sites. D, triple overlay of RGB images identifying high percentage of GAD-Cy5 colocalisation and the presence of NR1 subunits at putative release sites on cerebellar interneurones. A-D, all images were superimposed on the corresponding brightfield image after acquisition. Images were acquired at X63 (oil immersion) at 0% zoom. Scale bar represents 5μm.
Fig. 6.20. Mature cerebellar basket/stellate cell in vitro. Immunocytochemical staining using an anti-parvalbumin antibody with an anti-mouse TRITC conjugate to identify the morphology of mature cerebellar basket/stellate cells (21 days in vitro). Images were acquired at X40 magnification with 15% zoom (scale bar = 10μm).
during NMDA application, by 41.9 ± 8.3% (P<0.01) 1 min after pulse cessation and by 70.0 ± 24.9% (P<0.05) 3 min after pulse cessation (Fig. 6.22B).

Interestingly, in 4 out of 5 cells, application of NMDA caused a decrease in the mean PN mIPSC amplitude. During NMDA application the mean amplitude decreased to 86.8 ± 6.7% (P=0.14) of control while at 2 and 3 min after NMDA pulse cessation the mean mIPSC amplitudes were 76.1 ± 5.4% (P<0.03) and 76.3 ± 4.7% (P<0.02) respectively, of control (n=4) (Fig. 6.23A). Analysis of the pooled amplitude distribution histograms from all cells (at 3 min after NMDA pulse cessation) identified a preferential NMDA-induced increase in small amplitude events (Fig. 6.24A). Subtraction of the amplitude distribution in NMDA from the amplitude distribution in control identified the NMDA-induced events (Fig. 6.24B), which had a smaller average amplitude when compared to control events. The NMDA-enhancement of PN mIPSC frequency, measured in normal 1mM Mg⁺ Krebs, persisted for the duration of the recording (3min, n=5) (Fig. 6.22A & Fig. 6.22B, a, b & c). Ionophoretic application of NMDA specifically activates NMDARs, inducing the enhanced release of neurotransmitter from cerebellar interneurones. Unfortunately, this method ignores the coincident activation of presynaptic mGluRs, possibly having a modulatory role on the activity of NMDARs, during DSI and RP. Therefore, only the induction and maintenance (until an equivalent time corresponding to RP₃) of the NMDA-mediated increase in mIPSC frequency was examined, so as to avoid an overestimation of the NMDAR-mediated enhancement of PN mIPSC frequency during RP.
Fig. 6.21 Mature PNs possess functional GABA_ARs but no functional NMDARs. Immunocytochemical staining using an anti-Calbindin D_28K antibody with an anti-mouse TRITC conjugate (A) and an anti-NR1 antibody with an anti-rabbit FITC conjugate (B) to identify the distribution of the NMDA receptor NR1 subunit in a mature, 21 days in vitro, Purkinje neurone (A). Images were acquired at X40 magnification with zero zoom (scale bar = 20μm). Application of 10μM GABA for a duration of 4s (a, blue bar) induces a large inward current on activation of Purkinje neurone GABA_ARs (n=5). Application of 100μM NMDA for a duration of 4s (b, red bar) produces no inward current when applied to mature Purkinje neurones (n=5). All experiments were conducted in nominally Mg^{2+} free Krebs solution containing 1μM Strychnine, 10μM glycine, 500nM TTX and 10μM CNQX.
Fig. 6.22. Effects of exogenous NMDA application on PN mIPSCs. A, summated PN mIPSCs recorded during control (upper left part of trace) during 100μM NMDA (4s) application (red bar) and after cessation of NMDA pulse (upper right part of trace). NMDA pulses (4s) were applied at 3 min from the start of whole-cell recording. All recordings were made with PNs at a holding potential of -70mV. B, Insets show expanded time-base examples of mIPSCs recorded during control (a), during NMDA application (b) and 3 min after cessation of the NMDA pulse (c).
Fig. 6.23. Average changes in PN mIPSC amplitude and frequency during and after a brief pulse of 100µM NMDA. A, in the majority of cells tested (n=4/5) a single NMDA pulse induced a significant reduction in mIPSC amplitude at 1 & 3 min after pulse cessation. B, in all cells tested NMDA (100µM) application significantly increased the frequency of PN mIPSCs when compared to control, persisting for the duration of recording (3 min, n=5). All experiments were conducted in normal Krebs containing 1mM Mg^{2+}. Bars represent average values (± s.e) normalised to control values (40s epoch) taken in the same cells 2 min after the beginning of whole-cell recording and prior to the pulse application of 100µM NMDA (n=5). A 10s epoch, incorporating the 4s NMDA pulse application, was analysed to examine the mIPSC frequency increase in the presence of NMDA, all subsequent times were calculated from 40s epochs (n=5) (* denotes p<0.05, Students t-test).
Fig. 6.24. NMDA application enhances the frequency of small amplitude mIPSCs. A, average normalised PN mIPSC amplitude distributions recorded during control (red bars) and 3 min after application of a 4s pulse of 100μM NMDA (blue hatching). Histogram bins were normalised to the total number of events (n=4). B, average normalised PN mIPSC amplitude distribution of NMDA-induced events obtained by subtracting the distributions in NMDA from that of control (n=4). All experiments were conducted in Krebs solution containing 1mM Mg²⁺.
DISCUSSION

6.1. NMDA receptors: Involvement in DSI & RP

The inclusion of the competitive NMDA receptor antagonist, d-APV, in the bathing Krebs solution induced a significant reduction to the basal rate of PN mIPSCs, which is in agreement with earlier studies on NMDA receptor activation in cerebellar interneurones (Glitsch & Marty, 1999). This compounds the theory of a tonic regulation of transmitter release as a result of background glutamate levels. Activation of postsynaptic PN NMDARs can be discounted due to the absence of functional NMDA receptors on mature PNs (Farrant & Cull-Candy, 1991; Llano et al., 1991; Rosemund et al., 1992; present study). All experiments were conducted in the presence of TTX and CNQX eliminating spontaneous AP-dependent release and non-NMDA receptor activity. Previous evidence has described an interaction of CNQX with the NMDAR strychnine-insensitive glycine binding site (Lester et al., 1989) where CNQX induced a concentration dependent reduction in NMDAR-mediated currents, that could be entirely reversed by increasing the concentration of glycine in the superfusing Krebs. Although there is minimal evidence as to the level of glycinergic afferent input to the cerebellum the existence of glycine can be inferred by the abundant presence of two types of glycine uptake transporters, GLYT1 and GLYT2 (Zafra et al., 1995; Poyatos et al., 1997) coupled with the NMDAR-mediated increase in mIPSC frequency observed in PNs upon application of NMDA (Glitsch & Marty, 1999; present study). The spontaneous release of glycine, even in the presence of TTX, must provide a sufficient background level of glycine to facilitate the basal activation of presynaptic NMDARs. There is a possibility that the use of CNQX may potentially underestimate the level of NMDAR activation although in this study a minimal concentration of CNQX (10μM) was used to minimise any potential inhibitory effects. The use of TTX creates a situation where in order to influence the release of neurotransmitter, NMDA receptors must be in the locality of the interneurone axon terminals, proximal to the active zone. The block of all Na⁺ channels and subsequent block of action potential generation/propagation allows the production of a completely electrically isolated
system in which to examine the effects of differential receptor activation on neurotransmitter release.

Application of a single depolarising protocol and subsequent release of glutamate or a 'glutamate-like' substance should therefore activate presynaptic and postsynaptic mGluRs and presynaptic NMDARs (if present) during both DSI and RP. The present study shows that NMDARs play no role in the induction of DSI, as the magnitude in the presence of d-APV and in control is comparable. This is in accord with the work of Glitsch and colleagues (1996), as they found no significant difference between DSI in control conditions and DSI in the presence of d-APV or NBQX. Therefore, it has now become the standard protocol to apply NBQX and d-APV to the superfusing Krebs in order to solely look at hippocampal and cerebellar 'mGluR-mediated' DSI (Morishita & Alger, 1999; Glitsch et al., 2000). The phenomenon of DSI began to wane at ~1min after stimulus cessation, consistent with the transient nature of cerebellar DSI. The PN mIPSC frequency after returning to control levels displayed no 'rebound' frequency increase during RP11.5 in the presence of d-APV. Therefore, the possibility exists that the blockade of presynaptic interneurone NMDARs abolishes the mIPSC frequency increase observed during RP.

Application of d-APV did not alter the rise-time, half-width or basal amplitudes of PN mIPSCs nor did it alter the magnitude of mIPSC amplitude potentiation during DSI and RP. This is entirely consistent with the theory that NMDARs do not exist on mature PNs (Farrant & Cull-Candy, 1991; Llano et al., 1991; Rosemund et al., 1992). If glutamate, on release from PN dendrites during depolarisation, were to act on PN NMDARs then an increase in cytosolic Ca\(^{2+}\), GABA\(_A\) receptor phosphorylation and eventual enhanced mIPSC amplitude potentiation may occur. Also, if NMDARs were present on PNs then the depolarisation-induced release of 'glutamate' would induce an NMDAR-mediated EPSC. However, no inward currents were recorded after cessation of the stimulus protocol. Alternatively, if the level of Ca\(^{2+}\) increase is maximal during repetitive depolarisation, then a further increase in cytosolic Ca\(^{2+}\), via NMDARs, would not serve to increase the already maximal mIPSC amplitude potentiation. Therefore, it seems unlikely, due to the comparable levels of potentiation in control and in the presence of d-APV and the absence of any NMDAR-mediated EPSCs, that NMDARs exist in mature cultured cerebellar PNs (see later for verification).
Therefore, a single depolarising pulse protocol seems likely to induce the release of a retrograde messenger facilitating a mGluR-mediated reduction in PN mIPSC frequency during the initial period (<1 min) after stimulus cessation, similar to previous findings (Glitsch et al., 1996; Glitsch et al., 2000). Subsequently, this decrease gives way to a novel, transient (~5 min) 'rebound' NMDAR-mediated increase in PN mIPSC frequency during RP. These findings would suggest the presence of functional NMDARs on the axon terminals of cerebellar interneurones and their activation playing a pivotal role in mIPSC frequency changes during RP.

6.2. Removal of extracellular Na⁺: Effects on Ca²⁺ sequestration and EAATs

The magnitude of the frequency decrease during DSI, an entirely 'group II-like' mGluR-mediated phenomenon, is slightly, but not significantly, increased by the removal of extracellular Na⁺. This could be accounted for in terms of a change in the Ca²⁺ homeostatic mechanisms in the PN. Previous work has identified the extremely high Ca²⁺ buffering capacity of the mature PN due to the abundance of calcium extrusion/sequestration mechanisms. It has been established that mature PNs have a Ca²⁺ binding ratio of 2000, thus for every 1 free Ca²⁺, 2000 are immediately sequestered on entry (Fierro & Llano, 1996). This produces a neuron where only slight, focal changes in the Ca²⁺ concentration are required in order to initiate downstream signalling cascades. Rapid sequestration is achieved via uptake in the intracellular stores or binding to the abundant Ca²⁺-binding proteins, parvalbumin and calbindin D₂₈K. Clearance of calcium occurs through plasma membrane Ca²⁺ pumps (PMCA), sarcoplasmic reticulum Ca²⁺ pumps (SERCA) and via the cell surface Na⁺-Ca²⁺ exchanger. During repetitive depolarisation the [Ca²⁺], may rise in excess of 2μM from a resting level of 25-35nM and at this level of Ca²⁺ entry the Na⁺-Ca²⁺ exchanger contributes to ~20% of the total Ca²⁺ removal (Fierro et al., 1998). Removal of extracellular Na⁺ results in the collapse of the electromotive force for the forward reaction of the exchanger. This effectively eliminates, at a holding potential of ~70mV, one of the PN Ca²⁺ extrusion mechanisms which manifests as a slowing of the depolarisation-induced Ca²⁺ transient decay phase (Fierro et al., 1998). Therefore, in
this study a net increase in the duration of the cytosolic Ca\(^{2+}\) rise could eventually lead to an enhancement in the level of retrograde transmitter release leading to a more pronounced mGluR-mediated mIPSC frequency decrease and an increase in the duration of DSI. An increase in duration of the postsynaptic Ca\(^{2+}\) rise may also induce maximal activation of postsynaptic protein kinases thus leading to an increased level of GABA\(_A\)R phosphorylation and the mIPSC amplitude potentiation reaching a plateau at earlier times compared to control. The aforementioned changes in DSI on Na\(^+\) removal, although not significantly different, could be accounted for by the 'removal' of the PN Na\(^+\)-Ca\(^{2+}\) exchanger.

One major difference on removal of extracellular Na\(^+\) is that the duration of DSI is prolonged. Glutamate when released into the synaptic cleft, from CFs or PFs, is rapidly sequestered into presynaptic neurones, glia and PNs via excitatory amino acid transporters (EAATs). Removal of extracellular Na\(^+\) will result in an abolition of the transmembrane ion gradients such that the Na\(^+\)-dependent EAAT transporters will cease to function and may in some extreme situations (severe hypoxia or ischaemia inducing rapid rise in [H\(^+\)]\(o\)) reverse (Takahashi et al., 1997). Therefore, depolarisation will result in the release of glutamate or a 'glutamate-like' substance from the PN into the synaptic cleft where upon it will elicit its effect on presynaptic 'group II-like' mGluRs. However, due to the inability of the EAATs to function, the retrograde transmitter will not be sequestered from the cleft and may saturate the presynaptic mGluRs. Inhibition of glutamate transporters will have the equivalent effect of increasing the ligand concentration available for receptor binding (Fitzsimonds & Dichter, 1996). This will continue until, via diffusion in the superfusing Krebs, the glutamate concentration in the synaptic cleft becomes low enough to minimise presynaptic mGluR activation, therefore, allowing the mIPSC frequency to return to control levels. The increase in duration of DSI in Na\(^+\) free medium could be accounted for by the recruitment of presynaptic mGluRs distal to the site of retrograde transmitter release. Under normal physiological conditions the released transmitter would activate a subset of mGluRs initiating DSI, thus causing a reduction in transmitter release for \(~1\)min. The block of EAAT-mediated glutamate uptake will result in the activation of mGluRs distal to the site of release, which may, under normal circumstances, not be activated. This would result in a sequential activation of mGluRs, first proximal then distal to the site of
release, resulting in a prolonged activation of the presynaptic signal transduction mechanisms underlying DSI, manifest as an increase in the duration of DSI. Interestingly, blockade of EAATs in the hippocampus serves to markedly increase the level of DSI without altering the time constant of recovery ($\tau$) (Morishita & Alger, 1999). This group also states that the total duration of DSI is enhanced due to the level of IPSC suppression being larger at each measured interval. However, if the duration of DSI is enhanced then the time constant of recovery ($\tau$) should be increased to allow the IPSC suppression to return to the baseline at differing times. Morishita and Alger (1999) did not elude to this fact and presented data which was apparently conflicting. Interestingly, the timecourse of recovery during hippocampal and cerebellar DSI appears to be enhanced upon increasing the cleft glutamate concentration when compared to DSI in control conditions. These findings would intimate the sequential recruitment of mGluRs proximal, then distal to the site of retrograde transmitter release, manifest as a slowing of the timecourse of recovery. Under normal physiological conditions the cleft glutamate concentration would be stringently controlled by cerebellar EAATs such that only a subset of presynaptic mGluRs would be activated upon initiation of cerebellar DSI. Alternatively, the maintained postsynaptic calcium rise, due to block of the $\text{Na}^{+}-\text{Ca}^{2+}$ exchangers in nominally $\text{Na}^{+}$ free Krebs, may induce the $\text{Ca}^{2+}$-mediated release of transmitter persisting after cessation of the depolarising stimuli. On the assumption that not all presynaptic mGluRs are saturated on release of ‘glutamate’ then the prolonged transmitter release would sequentially activate receptors proximal and then distal to the site of release. This would also manifest as a subtle increase in the magnitude of DSI, as the immediate concentration of transmitter in the cleft increased, and a significant increase in the duration of DSI, due to sequential mGluR activation.

6.3. Removal of extracellular $\text{Na}^{+}$: Effects on resting membrane potential

The removal of $\text{Na}^{+}$ from the superfusing Krebs solution will have a twofold effect on both the resting membrane potential ($E_m$) of cells which are not under voltage-clamp and on the reversal potential ($E_{\text{rev(NMDA)}}$) of the presynaptic NMDARs. The
resting membrane potential of a neurone is defined as the potential difference between inside the neurone and outside the neurone, set by the relative transmembrane gradients of both Na⁺ and K⁺. Neurones in the CNS possess negative resting membrane potentials which is representative of a resting membrane primarily permeable to K⁺ (Hille, 1992). In order to examine the effects of Na⁺ removal on the resting membrane potentials of presynaptic interneurones, which are not under voltage-clamp, the Goldman-Hodgkin-Katz (GHK) voltage equation was used to predict Eₘ in the presence of differing extracellular solutions. The permeability ratio for Na⁺ and K⁺ ions in PNs (P_{Na⁺}/P_{K⁺}) of 0.08 has been assumed in order to attain the mean value of Eₘ recorded from cells within this study (Eₘ = -56.1 ± 1.97mV). This value falls within the range of P_{Na⁺}/P_{K⁺} values calculated from experimental data obtained from a range of different tissues (P_{Na⁺}/P_{K⁺} ranges from 0.01 – 0.09) (Hille, 1992). The values used to calculate Eₘ (all experiments were conducted at 30°C) were gas constant (R) = 8312.3, absolute temperature (K) 303 and Faraday's constant (F) 96,500.

\[
Eₘ = \frac{RT}{F} \ln \left( \frac{[K⁺]_o + \frac{P_{Na⁺}}{P_{K⁺}}[Na⁺]_o}{[K⁺]_i + \frac{P_{Na⁺}}{P_{K⁺}}[Na⁺]_i} \right)
\]

\[
Eₘ = \frac{8312.3 \times 303}{96,500} \ln \left( \frac{4.7 + 0.08[140]}{[140] + 0.08[2]} \right) = -56.8mV
\]

\[
Eₘ = \frac{RT}{F} \ln \left( \frac{[K⁺]_o + \frac{P_{Na⁺}}{P_{K⁺}}[Na⁺]_o}{[K⁺]_i + \frac{P_{Na⁺}}{P_{K⁺}}[Na⁺]_i} \right)
\]

\[
Eₘ = \frac{8312.3 \times 303}{96,500} \ln \left( \frac{3}{[140] + 0.08[2]} \right) = -100.3mV
\]

Therefore, using the permeability ratio P_{Na⁺}/P_{K⁺} = 0.08 the value of Eₘ shifts quite considerably in the negative direction inducing a strong hyperpolarisation of the non
voltage-clamped neurones upon removal of extracellular Na\(^+\) assuming the permeability to other ions is negligible. In reality cerebellar interneurones will have a resting membrane potential of approximately -65 to -70mV (Midggaard, 1992; De Schutter & Bower, 1994; Pouzat & Marty, 1999). In order to ascertain the changes in \(E_m\) subsequent to Na\(^+\) removal, in neurones possessing a resting membrane potential of approximately -68mV, the permeability ratio \(P_{Na^+}/P_{K^+} = 0.04\) was used. The values used to calculate \(E_m\) (all experiments were conducted at 30°C) were gas constant (R) = 8312.3, absolute temperature (K) 303 and Faraday’s constant (F) 96,500.

\[
E_m = \frac{RT}{F} \ln \left( \frac{[K^+]_o + \frac{P_{Na^+}}{P_{K^+}} [Na^+]_i}{[K^+]_i + \frac{P_{Na^+}}{P_{K^+}} [Na^+]_o} \right)
\]

Normal Krebs

Na\(^+\) Free Krebs

\[
E_m = \frac{RT}{F} \ln \left( \frac{[K^+]_o + \frac{P_{Na^+}}{P_{K^+}} [Na^+]_o}{[K^+]_i + \frac{P_{Na^+}}{P_{K^+}} [Na^+]_i} \right)
\]

\[
E_m = \frac{8312.3 \times 303}{96,500} \ln \left( \frac{[4.7]_o + 0.04[140]_o}{[140]_i + 0.04[2]_i} \right)
\]

\[
E_m = 26.1 \ln \left( \frac{4.7 + 5.6}{140 + 0.8} \right)
\]

\[
E_m = -68.1mV
\]

\[
E_m = \frac{8312.3 \times 303}{96,500} \ln \left( \frac{[3]_o + 0.04[0]_o}{[140]_i + 0.04[2]_i} \right)
\]

\[
E_m = 26.1 \ln \left( \frac{3}{140 + 0.08} \right)
\]

\[
E_m = -100.3mV
\]

The negative shift in \(E_m\), on removal of extracellular Na\(^+\), is consistent irrespective of the starting value of \(E_m\) in normal Krebs thus illustrating the pivotal role played by Na\(^+\) in the definition of \(E_m\) in neurones. Removal of extracellular Na\(^+\) will result in the membrane attaining a value for \(E_m\) approximately = \(E_K\) (-100mV) since under these conditions the GHK equation simply reduces to the Nernst equation for K\(^+\).

The secondary effect of removing extracellular Na\(^+\) would be a shift in the reversal potential (\(E_{rev(NMDA)}\)) of presynaptic interneurone NMDARs. Mayer and Westbrook (1987) identified the \(E_{rev(NMDA)}\) of cultured hippocampal neurones to be approximately +0.5mV in the presence of 140mM [Na\(^+\)]\(_o\), 140mM [K\(^+\)]\(_i\) and 2mM
[Ca\(^{2+}\)]_o. On replacement of extracellular Na\(^+\) with the impermeant compound NMDG\(^+\) the \(E_{\text{rev(NMDA)}}\) shifted to a value of \(-20mV\).

6.4. Removal of extracellular Na\(^+\): Effects on presynaptic NMDARs

One distinctive property of the NMDA receptor is its dual dependence of function on agonist (+ co-agonist) binding and membrane potential due to the presence of a voltage-dependent block by Mg\(^{2+}\) at resting membrane potentials (Mayer et al., 1984; Nowak et al., 1984; Mayer & Westbrook, 1987; Alford et al., 1993; Monyer et al., 1994; Momiyama et al., 1996; Glitsch & Marty, 1999). The physiological role of NMDARs is therefore constrained by the excitability of the neurone where at rest most (but not all; see below) NMDARs are blocked by Mg\(^{2+}\) although depolarisation of the neurone, through action potential generation/propagation or activation of colocalised AMPARs, will alleviate the strong voltage-dependent block permitting the influx of Na\(^+\) and Ca\(^{2+}\) (Dingledine et al., 1999). The marked change in \(E_m\) of non voltage-clamped presynaptic interneurones, upon removal of extracellular Na\(^+\), may facilitate an increase in the voltage-dependent Mg\(^{2+}\) block of presynaptic NMDARs thus reducing or blocking the influx of Na\(^+\)/Ca\(^{2+}\) to presynaptic release sites. Interestingly, there are subtle differences in the strength of the voltage-dependent Mg\(^{2+}\) block over a range of physiological membrane potentials dependent entirely upon which NR2 subunit was co-expressed with the NR1 subunit. Monyer and colleagues (1994) expressed NR2A-D with NR1 in human embryonic kidney cells (HEK) and showed distinct differences in their pharmacology. Expression of both NR1-NR2A and NR1-NR2B displayed a stronger voltage sensitivity to the Mg\(^{2+}\) block when compared to both NR1-NR2C and NR1-NR2D. The glutamate-activated inward current in the presence of 1mM extracellular Mg\(^{2+}\) is largest at membrane potentials in the range of \(-25mV\) for the former two receptor channels, whereas it is around \(-45mV\) for the latter two. Therefore, at physiological resting membrane potentials it is plausible that activation of presynaptic NMDARs, consisting of either NR1-NR2C or NR1-NR2D, may induce an influx of Na\(^+\)/Ca\(^{2+}\) thus facilitating an increase in the spontaneous release of GABA, manifest as an increase in the frequency of mIPSCs recorded from mature PNs.
Immunohistochemical studies have identified a predominant expression of NR1, NR2C and NR2D in basket and stellate cells in the molecular layer of the adult cerebellum (Akazawa et al., 1994; Thompson et al., 2000). Interneurones of the molecular layer constitute the major inhibitory afferent input to mature PNs thus the activation of presynaptic NMDARs with a reduced voltage-dependent Mg²⁺ block may underlie the 'rebound' frequency potentiation observed during RP in this study. Glitsch and Marty (1999) postulated that presynaptic NMDARs, present on molecular layer interneurones of the cerebellum, contained NR1-NR2D subunits and were responsible for the NMDAR-mediated increase in mIPSC frequency recorded in PNs.

As previously mentioned, the removal of Na⁺ from the extracellular perfusion medium will have a profound effect upon the activity of presynaptic NMDARs in the present study. If the membrane potential of non voltage-clamped presynaptic interneurones shifted from resting (-56.1 ± 1.97mV) to a value approximately -100mV then this may induce a significant increase in the level of Mg²⁺ block. Examination of the current-voltage relationship plots (I-V plots) for NMDAR receptors containing NR1-NR2C and NR1-NR2D subunits identified that at increasingly negative membrane potentials the voltage-dependent Mg²⁺ block significantly reduced the NMDAR-mediated currents (in the presence of 1mM Mg²⁺) (Monyer et al., 1994). Therefore, the possibility exists that removal of extracellular Na⁺ will result in the block of presynaptic NMDARs present at putative release sites on interneurones innervating mature PNs. The resultant effect would be similar to applying the selective NMDAR antagonist, d-APV. Interestingly, application of d-APV and the removal of extracellular Na⁺ resulted in an equivalent reduction in the basal frequency of mIPSCs (~20%) and both eliminated the 'rebound' frequency increase in mIPSCs observed during RP in normal Krebs.

Although removal of Na⁺, the major charge-carrying ion through NMDARs, will result in a possible increase in the voltage-dependent Mg²⁺ block in non voltage-clamped neurones it does not negate the influx of Ca²⁺ through NMDARs present on interneurones voltage-clamped at -70mV. Whole-cell NMDAR currents are an amalgamation of somatic, dendritic and axonal NMDAR-mediated currents, activated by a short pulse of NMDA. Therefore, the assumption has to be made that all NMDARs throughout the interneurone will be affected in the same way during pharmacological
manipulation. Early work identifying the Ca$^{2+}$ permeability of neuronal NMDA receptors found under normal physiological conditions (145mM [Na$^+$]$_o$, 2mM [Ca$^{2+}$]$_o$ and 140mM [K$^+$]$_o$), as predicted by the constant-field equation, Na$^+$ carried 87.8% and Ca$^{2+}$ carried 12.2% of the NMDA-activated inward current at -60mV (Mayer & Westbrook, 1987). Work by Schneggenburger and colleagues (1993) used confocal imaging to examine changes in Ca$^{2+}$-sensitive fura-2-fluorescence in large forebrain neurones of medial septal slices to predict the fraction of Ca$^{2+}$ entering via NMDARs upon activation. The results displayed a 2-fold lower Ca$^{2+}$ permeability (6.8%) when compared to previously established values using reversal potential measurements. More recent studies on recombinant HEK 293 cells, overexpressing NR1-NR2A subunits, calculated the fractional calcium current ($P_f$) in these cells to be 13.3% (Wollmuth & Sakmann, 1998). The anomaly between the predicted $P_f$ values within different studies may underlie the different methodologies used to obtain the values. The use of Ca$^{2+}$ fluorescence imaging examines Ca$^{2+}$ fluxes at physiological resting membrane potentials and extracellular ion gradients. The estimated Ca$^{2+}$ flux under these conditions should provide a good indication of the relative ion flux upon NMDAR activation, without having to significantly alter the ionic gradients. Changes in one or more of the ion concentrations may lead to effects not observed under normal physiological conditions, and may result in an incorrect interpretation of the relative proportion of Ca$^{2+}$ entering the cell through NMDARs. Interestingly, the replacement of Na$^+$ with N-methyl-D-glucamine (NMDG$^+$) does not inhibit the movement of Ca$^{2+}$ through neuronal NMDA receptors voltage-clamped at -70mV. Brief applications of glutamate (50-200ms) in a nominally Na$^+$ free Krebs solution (5mM Ca$^{2+}$), at -60mV holding potential, still induced a net inward current in cultured hippocampal neurones. The amplitude of the Ca$^{2+}$ current was entirely dependent upon [Ca$^{2+}$]$_o$ (Iino et al., 1990). Confocal microscopic imaging of Ca$^{2+}$ changes in rat hippocampal neurones further identified the persistence of NMDAR-mediated Ca$^{2+}$ currents after NMDA application, in nominally Na$^+$ free Krebs (Segal & Manor, 1992). The removal of Na$^+$ from the superfusing medium resulted in a prolonged [Ca$^{2+}$]$_i$ rise in response to NMDA as a result of the inhibition of cell surface Na$^+$-Ca$^{2+}$ exchangers. Interestingly, removal of Na$^+$ has the same effects on Ca$^{2+}$ homeostatic mechanisms in hippocampal and cerebellar Purkinje neurones (Segal & Manor, 1992; Fierro et al., 1998). Therefore, the
removal of Na\(^+\) will neither negate the entry of Ca\(^{2+}\) via NMDARs on activation nor the subsequent Ca\(^{2+}\)-induced activation of downstream second messenger systems. For NMDA-dependent long-term potentiation (LTP), it is proposed that Ca\(^{2+}\) influx via NMDARs is a requirement for the induction of LTP either through direct activation of Ca\(^{2+}\)-sensitive substrates and/or subsequent release from intracellular stores (Madison et al., 1991; Bliss & Collingridge, 1993). Similarly, local dendrodendritic feedback inhibition of GABA release in the olfactory bulb has been shown to be entirely due to Ca\(^{2+}\) influx via NMDA receptors with only minimal contribution from VACCs (Chen et al., 2000). Therefore, removal of Na\(^+\) in the present study will not oppose the entry of Ca\(^{2+}\) through presynaptic NMDARs providing that the voltage-dependent Mg\(^{2+}\) block is insufficient to inhibit receptor activation. Although, the evidence in this study supports the hypothesis that at highly negative membrane potentials the voltage-dependent Mg\(^{2+}\) block of presynaptic NMDARs is sufficient to block any influx and subsequent enhancement of transmitter release during RP.

Alternatively, the possibility remains that the NMDAR-mediated Ca\(^{2+}\) entry is sufficient to induce CICR in the presynaptic terminal although this does not occur due to the prolonged negative regulation of NMDARs upon presynaptic mGluR activation during DSI (Martin et al., 1997; Haak, 1999). This negative regulation of NMDAR function may underlie the abolition of the NMDAR-induced increase in mIPSC frequency observed during RP in this study.

6.5. Cerebellar interneurone axon terminals: Putative sites for presynaptic NMDARs

In this study PNs were immunopositive for NR1 throughout the soma and proximal/distal dendrites, corroborating earlier early evidence as to the abundance of this subunit in adult rat cerebellum (Petralia et al., 1994). However, brief applications of NMDA induced no inward currents in mature PNs due to the lack of NR2 subunits required to produce functional NMDARs (Moriyoshi et al., 1991). Interestingly, recent immunohistochemical studies have identified differential staining of PNs with NR2A/B/C & D antibodies (Petralia et al., 1994; Thompson et al., 2000). These
findings pose an interesting question as to the reason why NMDAR subunits, capable of forming functional NMDARs, exist separately or as non-functional heteromers in mature PNs. The major inhibitory afferent input to PNs, stellate and basket cells, possess NR1 (Hafidi & Hillman, 1997), NR2A/C (Thompson et al., 2000) and NR2D subunits (Akazawa et al., 1994; Thompson et al., 2000). Unfortunately, immunohistochemical studies in the cerebellum concentrate on the somatic and dendritic distribution of NMDAR subunits whereas this study examined the possibility of NMDARs located at putative presynaptic release sites on interneurone axon terminals. Previous work has identified the existence of presynaptic NMDARs on both excitatory and inhibitory axon terminals in the basal forebrain, midline thalamus and periventricular hypothalamus. However, these findings are not universal to all presynaptic release sites as very few NR1 labelled fibres are found in the midbrain, brainstem and cortical levels, thus demonstrating a degree of specificity in expression (Paquet & Smith, 2000). The immunocytochemical results of this study confirm the presence of NR1 subunits at release sites on cerebellar interneurones, confirming earlier studies of NMDAR immunostaining in the pinceau region of basket cell terminals onto Purkinje neurones (Petralia et al., 1994). Although the staining of NR1 does not confirm the presence of functional presynaptic NMDARs it does, when corroborated by the electrophysiological data, compound the theory of presynaptic NMDARs at release sites on interneurones of the cerebellum. Interestingly, there is significant staining for NR1 at sites juxtaposed to and distal to putative neurotransmitter release sites. Release of a retrograde transmitter from mature PNs may activate NMDARs both on and adjacent to release sites thus altering the neuronal excitability of the presynaptic interneurone. A large proportion of release sites on basket and stellate cells are present <100μm from the soma (Bishop, 1993; Pouzat & Kondo, 1996). Analysis of paired recordings of interneurone-PN synapses in the presence of TTX found that somatic depolarisation does influence the excitability of release sites (Glitsch & Marty, 1999). Therefore, there exists the possibility that NMDARs located close to but not at the release site may still influence the neurotransmitter release process. Although, the NMDARs involved in the increase in transmitter release during RP, would have to be located proximal to the retrograde release site due to the glutamate concentration diminishing rapidly as the distance of diffusion is increased. Interestingly, previous studies have shown multiple
putative release sites spanning the length of both basket and stellate cell axons (Pouzat & Kondo, 1996; Forti et al., 2000; Llano et al., 2000). In young animals (P12-P16) the level of Ca^{2+} fluorescence hot spots, indicating Ca^{2+} entry via P/Q type channels during action potential-dependent depolarisation, is ~10 times more abundant than morphologically mature presynaptic varicosities/release sites (Forti et al., 2000). The sites of high Ca^{2+} entry, hot spots, were deemed to be functionally immature release sites undergoing maturation. Light-microscopy studies, of mature rat cerebella (21-34 days old), have reported estimates of the mean density of varicosities on axons of neurobiotin-filled rat interneurones to be 0.15 boutons μm^{-1} (Pouzat & Kondo, 1996). Therefore, the developmental maturation of cerebellar interneurones results in a high density of axon varicosities, each of which constitutes a functional release site. The staining of cerebellar interneurones within this study identified a high percentage of co-localisation between glutamic acid decarboxylase (GAD), identifying axon varicosities, and synaptophysin, depicting functionally mature presynaptic release sites. The triple immunocytochemical staining protocol achieved in this study identifies two major developmental points. Firstly, the high proportion of synaptophysin, present in axonal varicosities, indicates a high level of developmental maturity in the cultured interneurones used within this study each possessing a multitude of synaptic release sites. Secondly, the presence of NR1 subunits at these functionally mature release sites indicates a putative role for the regulation of vesicle release by NMDARs during the phenomenon of RP. One fundamental flaw in the neuronal connectivity in cerebellar culture preparations is the possibility that cerebellar Golgi cells, which do not make synaptic connections with cerebellar PNs in vivo, may potentially form synapses with mature PNs in culture. Passive observations, in cultures stained with GAD, PV and calbindin D_{28K}, identified the presence of a minimal number of Golgi cells (refer to Chapter 3) incapable of producing the majority of inhibitory afferent input to mature PNs in culture. Therefore, it would be advantageous to attain a quadruple immunocytochemical stain using GAD, PV, synaptophysin and NR1 to identify cerebellar interneurones, BC/SCs, putative presynaptic release sites and the distribution of the NMDAR NR1 subunit, respectively, in order to specifically identify if NMDARs were present on the axon terminals of the major inhibitory afferent input to PNs in culture (BC/SCs). Although it is not possible to use four separable conjugated
fluorophores, due to insufficient separation of the fluorophore emission spectra, comparative staining using PV identified BC/SCs possessing identical morphology to those identified by the triple immunocytochemical staining protocol. Therefore, it can be concluded that NMDARs are present at putative release sites on mature cerebellar BC/SCs.

Background application of NMDA has been shown to preferentially increase the frequency of ‘small’ mIPSCs recorded in mature PNs (Glitsch & Marty, 1999). Although this provides evidence to suggest the presence of presynaptic NMDARs it fails to evaluate the possible NMDA-induced enhancement of synaptic efficacy after only brief applications of NMDA. Results from this study identify an NMDAR-induced enhancement of mIPSC frequency, persisting for the duration of recording, after only a 4s pulse of 100μM NMDA in normal superfusing Krebs (1mM Mg$^{2+}$). Although Mg$^{2+}$ induces a voltage-dependent block of native NMDARs, previous work has identified a 100% increase in mIPSC frequency on application of 15μM NMDA in normal Krebs (1mM Mg$^{2+}$) (Glitsch & Marty, 1999). However, the aforementioned study applied NMDA to the bath for 3 minutes prior to the onset of recording to allow a sufficient equilibrium to be attained. This method of estimating NMDAR-mediated enhancement of transmitter release is overestimated for two reasons. Firstly, bath applying an agonist will persistently saturate all presynaptic NMDARs inducing an almost pathophysiological state. This may lead to long-term changes such as receptor internalisation (Lissin et al., 1999) and a disruption of the regulatory mechanisms underlying normal physiological NMDAR activity. Secondly, bath application of the agonist fails to emulate the minimal release of a retrograde transmitter subsequent to depolarisation, the presence of which would diminish rapidly due to uptake via EAATs and diffusion into the superfusing Krebs. Therefore, the persistent but minimal enhancement of mIPSC frequency, observed after brief NMDA application in this study, may reflect a more physiological NMDAR-mediated enhancement of transmitter release. Interestingly, during RP$_{13}$ the mIPSC frequency is enhanced by ~50% which is comparable to the ~70% enhancement of mIPSC frequency observed 3 minutes after the cessation of a brief pulse of NMDA. These findings allow an estimation of the maximal enhancement of transmitter release possible under normal physiological conditions. However, the results from the exogenous application of NMDA do not account for the
evident time-lag before the onset of mIPSC frequency potentiation observed during RP in chapters 4 and 5. The application of 100µM NMDA would saturate both somatic and axonal NMDARs inducing a supramaximal increase in $[\text{Ca}^{2+}]_i$ at interneurone axon terminals. The global NMDAR-mediated increase in $[\text{Ca}^{2+}]_i$ may account for the 156.8% increase in mIPSC frequency observed during NMDA application. Under ‘normal’ physiological conditions the presynaptic rise in $[\text{Ca}^{2+}]_i$, upon retrograde transmitter activation of presynaptic NMDARs, would be submaximal and may require the recruitment of only a subset of presynaptic NMDARs to induce the ~50% increase in mIPSC frequency observed during RP. The possibility remains that raising the cleft glutamate concentration may activate more presynaptic NMDARs thus enhancing the mIPSC frequency potentiation observed during RP although this hypothesis still has to be investigated.

One interesting aspect of the NMDA-induced enhancement of transmitter release is the preferential increase in release from small, possibly immature synapses. The data acquired in this study concurs with that of Glitsch and Marty (1999) identifying a seemingly developmental role for presynaptic NMDAR activation. This previous study utilised animals from 12-14 days old. As previously mentioned, animals from this age range show a multitude of immature and only minimal functionally mature release sites when compared to cerebella from 21-34 days old animals. The cells used in the present study were maintained in culture for 18-28 days allowing maximal maturation to occur. Although this is sufficient time to allow complete maturation of neurones in culture to occur, there still remains some doubt as to whether neurones in culture can attain the same level of ‘functional’ maturation as those in slice preparations. Therefore, the question as to whether NMDAR-mediated enhancement of neurotransmitter release from cerebellar interneurons is present at all stages in development still remains to be answered.
Chapter 7

PURKINJE NEURONAL GLUTAMATE TRANSPORTERS: PUTATIVE ROLE FOR EAAT3 IN THE RELEASE OF A RETROGRADE MESSENGER DURING CEREBELLAR DSI & RP

INTRODUCTION

Glutamate is the most important and widespread excitatory neurotransmitter in the mammalian CNS. Crucial to the use of glutamate as a neurotransmitter in the brain is the presence of a system which terminates its action. There is no extracellular enzyme capable of breaking down glutamate subsequent to release, unlike the situation for acetylcholine at the neuromuscular junction (Ginsborg & Jenkinson, 1976). Therefore, the synaptic action of glutamate is terminated by its removal from the extracellular space via a family of excitatory amino acid transporters (EAATs). Transmembrane ion gradients (Na⁺, K⁺ & OH⁻/H⁺) drive the uptake of glutamate into glial cells and neurones. Interestingly, PNs in the cerebellum possess an abundance of both EAAT3 (also referred to as EAAC1) and EAAT4 throughout the soma and dendritic tree even though they themselves are not glutamatergic neurones. The process of glutamate sequestration, by the PN EAATs, not only terminates the synaptic action of glutamate released from parallel and climbing fibres but also provides the precursor for the production of GABA. Immunohistochemical studies have identified the localisation of EAAT3 to be enriched in the somatodendritic region and EAAT4 to be prominent in both the soma and dendrites of cerebellar PNs (Furuta et al., 1997). A wealth of evidence now exists indicating an extrajunctional localisation for EAAT4 in cerebellar PNs ideal for a role in both glutamate sequestration and/or restriction of glutamate spillover to adjacent synapses (Kanai et al., 1995; Furuta et al., 1997; Tanaka et al., 1997; Dehnes et al., 1998). Although the localisation of EAAT3 and EAAT4 only partly overlap (Furuta et al., 1997), it could be predicted that EAAT3 would also
facilitate glutamate sequestration and the restriction of glutamate spillover. However, in hippocampal neurones staining for EAAC1 displayed no co-localisation with typical presynaptic or postsynaptic markers (Coco et al., 1997). Therefore, in the hippocampus EAAC1 may play an unconventional non-synaptic role in glutamate uptake under normal physiological conditions.

Glutamate sequestration by PN EAATs serves to eliminate the possibility of glutamate induced excitotoxicity in the cerebellum (Takahashi et al., 1997). However, if one or more of the transmembrane ion gradients fails then the normal uptake of glutamate may cease, and in the most severe of cases (hypoxia or ischaemia) may ultimately lead to the reversal of PN EAATs thus releasing glutamate back into the synaptic cleft (Takahashi et al., 1996). Such a release of glutamate during ischaemia selectively destroys PNs despite the absence of functional NMDARs (Balchen & Diemer, 1992). Therefore, activation of non-NMDA and metabotropic receptors may induce a critical rise in postsynaptic Ca$^{2+}$ leading to the excitotoxic death of the neurone. Although glutamate release via EAATs occurs in situations of severe ischaemia or hypoxia it still remains a possibility that, under normal physiological conditions, high frequency stimulation may induce a rise in the external K$^+$ concentration and reversal of EAAT uptake so as to release glutamate back into the synaptic cleft at physiological concentrations. Previous studies on the possible reversal of neuronal EAATs have mimicked the changes in transmembrane ionic gradients observed during a state of ischaemia or hypoxia (Roettger & Lipton, 1996; Takahashi et al., 1996; Takahashi et al., 1997; Katsumori et al., 1999), however to date, no study has examined the possibility of glutamate efflux under normal physiological conditions.
RESULTS

To examine any potential role for EAATs in the induction of DSI and RP, a specific blocker of EAAT3, \( \text{l-Serine-O-Sulphate} \) (l-SOS), was included in the superfusing Krebs solution. Initially l-SOS was added at a concentration of \( 300 \mu \text{M} \) and subsequently at \( 600 \mu \text{M} \) as these concentrations have been shown to potently block (>80%), in a concentration-dependent manner, glutamate uptake in COS cells expressing EAAT3 (Arizza et al., 1994).

7.1. Concentration-dependent effects of l-serine-O-sulphate on DSI and RP

Application of a depolarising pulse protocol in the presence of Krebs containing \( 300 \mu \text{M} \) l-SOS, although not being significant, induced an increase in the amplitude and a slight reduction in the frequency of PN mIPSCs immediately after cessation of the stimuli, comparable to mIPSC changes during DSI in normal Krebs. The mean mIPSC amplitude increased to \( 125.6 \pm 18.0\% \) (\( P=0.3 \)) of control and the mean mIPSC frequency decreased to \( 80.6 \pm 17.6\% \) (\( P=0.4 \)) of control (Fig. 7.1 A & B) (\( n=3 \)). Increasing the concentration of l-SOS to \( 600 \mu \text{M} \) induced a significant increase in the mean mIPSC amplitude while the mIPSC frequency remained unchanged with respect to control. The mean mIPSC amplitude increased to \( 156.9 \pm 14.2\% \) (\( P<0.02 \)) of control and the mean mIPSC frequency remained at \( 84.4 \pm 11.4\% \) (\( P=0.2 \)) of control (Fig. 7.1 A & B) (\( n=5 \)).

Analysis of mIPSC modulation at 3 min after stimulus cessation (RP\(_{13}\)), in the same cells in which DSI induction had been attempted, identified a maintained increase in the mean mIPSC amplitude. However, application of l-SOS caused a concentration dependent reduction in the 'rebound' PN mIPSC frequency potentiation observed during RP\(_{13}\) in normal Krebs. In the presence of \( 300 \mu \text{M} \) l-SOS, depolarisation induced a rise in the mean mIPSC amplitude to \( 144.7 \pm 4.7\% \) (\( P<0.01 \)) of control but no significant rise in the mean mIPSC frequency (\( 139.2 \pm 17.3\% \) (\( P=0.2 \)) of control) (Fig. 7.2 A & B) (\( n=3 \)). In the presence of \( 600 \mu \text{M} \) l-SOS, depolarisation induced a rise in the mean mIPSC amplitude to \( 139.7 \pm 4.6\% \) (\( P<0.001 \)) of control.
Fig. 7.1. Effects of L-SOS on the induction of DSI. Average changes of mIPSC amplitude (A) and frequency (B) during initial 20s following stimulus induction in PNs voltage clamped at -70mV. Data represents mean values from data acquired in normal Krebs (control) and in 300μM & 600μM L-serine-O-sulphate (L-SOS). Bars represent average values (± s.e) normalised to control values taken in the same cells 2 min after the beginning of the whole-cell recording (Control n=11, 300μM L-SOS n=3, 600μM L-SOS n=5).
Fig. 7.2. Effects of l-SOS on RP. Average changes of mIPSC amplitude (A) and frequency (B) during RP₆ in PNs voltage clamped at −70mV. Data represents mean values from data acquired in normal Krebs (control) and in 300μM & 600μM l-serine-O-sulphate (l-SOS). Bars represent average values (± s.e) normalised to control values taken in the same cells 2 min after the beginning of the whole-cell recording (Control n=11, 300μM l-SOS n=3, 600μM l-SOS n=5).
while again not significantly altering the mIPSC frequency (102.6 ± 15.8% (P=0.9) of control) (Fig. 7.2 A & B) (n=5).

7.2. L-serine-O-sulphate: Effects on cerebellar interneurone NMDARs

Application of a brief 4s pulse of 300μM (Fig. 7.3 A) & 600μM (Fig. 7.3 B) L-SOS produced large inward currents in mature cerebellar interneurones which were partially blocked by co-application with 50μM d-APV (Fig. 7.3 C). After washout this partial block was reversed revealing large inward currents on application of 600μM L-SOS (Fig. 7.3 D). Brief application of 600μM L-SOS did not affect GABA_AR-mediated currents in mature cerebellar interneurones. The effects of L-SOS on GABA_AR and NMDAR-mediated currents are summarised in Table 7.1 below.

Table 7.1. L-SOS effects on GABA_AR- and NMDAR-mediated currents in mature cerebellar interneurones.

<table>
<thead>
<tr>
<th>Krebs</th>
<th>Mean Amplitude (pA)</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-SOS (300μM)</td>
<td>611.4 ± 81.5</td>
<td>5</td>
</tr>
<tr>
<td>L-SOS (600μM)</td>
<td>811.8 ± 105.7</td>
<td>5</td>
</tr>
<tr>
<td>L-SOS (600μM) + 50μM d-APV</td>
<td>158.5 ± 39.4</td>
<td>5</td>
</tr>
<tr>
<td>10μM GABA</td>
<td>3375.8 ± 546.1</td>
<td>5</td>
</tr>
<tr>
<td>L-SOS (600μM) + 10μM GABA</td>
<td>3469.2 ± 273.0</td>
<td>5</td>
</tr>
</tbody>
</table>

7.3. Intracellular L-SOS and the induction and maintenance of DSI & RP

The internal perfusion of 600μM L-SOS will act to block EAAT3 reversal as EAATs can bind/transport glutamate from both extracellular (normal, uptake mode) and intracellular (reversed, efflux mode) sources. The addition of L-SOS to the cytosol will
Fig. 7.3. Effects of applying a sulphate containing serine analogue, l-serine-O-sulphate (l-SOS) on mature cerebellar interneurones. A & B, Application (red bar) of 300μM (A) & 600μM (B) l-SOS resulted in the production of large inward currents when applied to mature cerebellar interneurones. C, Partial block of the l-SOS (600μM) induced current by the addition of the specific NMDAR antagonist, d-APV (50μM). D, Wash-out of d-APV resulted in the recurrence of a large inward current on application of 600μM l-SOS. All experiments were conducted in normal superfusing Krebs (n=5).
Fig. 7.4. Inclusion of l-SOS in the patch pipette solution does not inhibit DSI/RP induction. Comparison between the average changes in mIPSC amplitude (A) and frequency (B) during DSI and RP_{t3} in control conditions (n=11) and with 600µM l-SOS present in the internal patch pipette solution (n=3). Bars represent mean values (± s.e) normalised to control values taken in the same cells 2 min after the beginning of the whole-cell recording.
avoid the non-specific activation of presynaptic NMDARs which would potentially complicate the analysis.

Inclusion of 600μM l-SOS in the internal patch pipette solution did not alter the magnitude of DSI or RP when compared to control. During the initial 20s after stimulation (DSI) the mean mIPSC amplitude increased to 133.2 ± 20.1% of control and the mean mIPSC frequency decreased to 80.9 ± 4.6% of control (Fig. 7.4 A & B) (n=3). Analysis of mIPSC modulation at 3 min after stimulus cessation (RPs), in the same cells in which DSI had been previously induced, identified a maintained increase in the mean mIPSC amplitude and a concurrent ‘rebound’ increase in mIPSC frequency. During RPs the mean mIPSC amplitude increased to 144.7 ± 4.7% of control and the mean mIPSC frequency increased to 152.2 ± 4.7% of control (Fig. 7.4 A & B) (n=3). Therefore, inclusion, in the internal patch solution, of a specific blocker of EAAT3 does not block the induction or maintenance of DSI or RP.

7.4. Block of PN Na+-dependent EAA transporters: Effects on the duration of DSI

Neuronal glutamate transporters are Na+-dependent thus relying on the Na+ concentration gradient across the plasma membrane in order to facilitate glutamate uptake from the synaptic cleft. Removal of extracellular Na+ will result in the abolition of the electromotive force driving the glutamate uptake process and thus inhibiting EAAT function.

Complete removal of Na+ from the extracellular medium (as shown in Chapter 6) resulted in a slight, but not significant, increase in the magnitude of mIPSC frequency modulation during DSI but a significant increase in the total duration of DSI. The mean mIPSC amplitude increased to 145.7 ± 11.3% (P<0.03) of control and the mean mIPSC frequency decreased to 65.1 ± 1.7% (P<0.0003) of control (n=4) (Fig. 7.5 A & B). A summary of the time-dependent changes in both mIPSC amplitude and
Fig. 7.5. (As previously shown in Chapter 6, Fig 6.12.) Comparison between the time-dependent changes in PN mIPSC amplitude and frequency, following stimulus induction, in normal Krebs (empty black circles) and in the presence of nominally Na⁺ free Krebs (filled blue circles). A, changes in mean mIPSC amplitude during control period and after stimulus induction (amplitudes were measured throughout DSI & RP). Current amplitudes were normalised with respect to the mean value recorded directly preceding the point of stimulus induction (depicted by the arrow). B, changes in mean mIPSC frequency during control and after stimulus induction (frequencies were measured throughout DSI & RP). Mean mIPSC frequencies were normalised with respect to the mean value recorded directly preceding the point of stimulus induction (depicted by the arrow). All data are shown as mean ± s.e (Control n=11, Na⁺ free n=4).
frequency during DSI in nominally Na⁺ free Krebs is displayed in Table 7.2 below (as previously shown in Chapter 6, Table 6.5).

Table 7.2. Timecourse of PN mIPSC amplitude and frequency modulation after stimulus cessation in a nominally Na⁺ free Krebs solution.

<table>
<thead>
<tr>
<th>Time (m)</th>
<th>Amplitude ± s.e</th>
<th>Frequency ± s.e</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>113.8 ± 6.4</td>
<td>96.9 ± 11.6</td>
<td>4</td>
</tr>
<tr>
<td>-1</td>
<td>98.9 ± 10.5</td>
<td>99.0 ± 5.2</td>
<td>4</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>100</td>
<td>4</td>
</tr>
<tr>
<td>0.3</td>
<td>145.7 ± 11.3</td>
<td>65.1 ± 1.7</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>156.2 ± 4.9</td>
<td>68.1 ± 10.5</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>150.6 ± 4.3</td>
<td>75.1 ± 5.7</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>142.3 ± 2.1</td>
<td>96.2 ± 17.2</td>
<td>4</td>
</tr>
</tbody>
</table>

*Data in red depicts statistically significant values compared to control (Paired t-test, P<0.05). Time 0 is defined as the point of stimulus induction, all other times are referenced to time 0 min. All values of amplitude/frequency potentiation are normalised to values calculated at time 0 min (set to 100%).
7.1 Concentration-dependent effects of L-serine-O-sulphate on PN EAATs

Excitatory amino acid transporters present on both cerebellar PNs and glial cells are believed to facilitate the processing of information at a relatively high rate in the mammalian CNS, such that they sequester glutamate from the synaptic cleft in order to 'sculpt' postsynaptic currents (Takahashi et al., 1996). Selective inhibitors of the PN EAAT4 serve to prolong the synaptic input from cerebellar CFs and PFs therefore illustrating the putative role of EAATs in the termination of synaptic transmission (Barbour et al., 1994). Similarly, uptake of glutamate, via the second PN transporter EAAT3, serves to reduce the cleft glutamate concentration and suppress synaptic transmission. The glutamate uptake current (depicted by the current derived from the co-transport of Na\(^+\)) can be slowed by increasing the intracellular glutamate concentration thus reducing the driving force for the uptake of glutamate (Takahashi et al., 1996). Furthermore, distinct changes in the ion gradients which drive the uptake of glutamate into PNs, if significantly altered as in situations of hypoxia or ischaemia, can reverse the uptake of glutamate facilitating a rapid rise in the cleft glutamate concentration leading to eventual excitotoxicity of surrounding neurones (Choi et al., 1987; Attwell et al., 1993).

The question therefore remains as to whether under 'normal' physiological recording conditions PN EAATs may reverse to liberate glutamate, resulting in the activation of surrounding NMDA and non-NMDARs. Recent evidence suggesting the reversal of glutamate uptake in PNs utilised solutions whereby [Na\(^+\)]\(_i\) and [glutamate]\(_i\) were increased while [K\(^+\)]\(_i\) was reduced to nominally 0mM (TEA-Cl was included to block K\(^+\) channel activation) and [Na\(^+\)]\(_o\) was maintained at physiological levels. Reversal of the PN EAATs was induced by the brief application of 30mM [K\(^+\)]\(_o\) at +37mV and could be blocked by the co-application of 100µM δ-aspartate (Takahashi et al., 1996). In the present study cells were dialysed with CsCl to block the majority of PN K\(^+\) channels although as previously mentioned a substantial number of PN K\(^+\) channels remained unblocked (refer to Chapter 4). The inclusion of Cs\(^+\) in the internal
solution improves voltage space clamp uniformity and can replace counter-transported K⁺ on glutamate transporters (Barbour et al., 1991). The [Na⁺], was provided in the form of Na⁺-ATP (2mM) while the PN glutamate concentration remained at a concentration 10,000 fold higher than that present in the cleft (Takahashi et al., 1997). Repetitive depolarisation (0mV) induced a net efflux of Cs⁺/K⁺ through unblocked K⁺ channels thus moderately altering transmembrane ion gradients. Modelling the ionic fluxes during repetitive depolarisation, under conditions used to record PN inhibitory synaptic plasticity, calculated the concentration of Cs⁺/K⁺ efflux to be ~10-15mM (unpublished results). Although in reality this will be a gross underestimation of the total K⁺ efflux as the majority of K⁺ channels are blocked by the inclusion of Cs⁺ in the patch pipette solution. Therefore the question exists as to whether this focal increase in extracellular Cs⁺/K⁺ is sufficient to induce the reversal of PN EAATs at depolarised membrane potentials (0mV) thus driving Na⁺ and glutamate out of the PN. As previously mentioned Takahashi and colleagues (1996) induced reversed uptake by removing [K⁺]ᵢ without replacing it with Cs⁺, thus significantly altering the K⁺ transmembrane gradient while in the present study the [K⁺/Cs⁺]ᵢ was maintained at 150mM CsCl inducing an efflux of ~10-15mM (gross underestimated of K⁺ efflux under normal physiological conditions) upon depolarisation. Therefore, it seems unlikely that the transmembrane gradient of K⁺ would alter sufficiently, under the conditions used for recording within this study, to induce the reversal and subsequent efflux of glutamate via PN EAATs. In comparison, Rossi and colleagues (2000) applied 30mM and 50mM K⁺ to hippocampal CA1 cells (clamped at ~30mV to relieve Mg²⁺ block of NMDARs), utilising intra- and extracellular solutions similar to the present study, finding that 30mM K⁺ did not induce a significant release of glutamate while 50mM K⁺ induced a large NMDA and non-NMDA receptor-mediated current activated subsequent to the release of glutamate via hippocampal neurone EAATs. Therefore, the level of K⁺ efflux occurring during repetitive depolarisation of PNs may have to rise to a concentration of ~50mM in order to induce reversal of PN EAATs and the subsequent release of glutamate under 'normal' physiological conditions. The release of glutamate into the synaptic cleft upon depolarisation would have the potential to activate presynaptic non-NMDA and NMDA receptors therefore modulating neurotransmission.
In the present study we attempted to identify the possible role of the abundant glutamate transporter EAAT3 (EAAC1) in facilitating the release of the retrograde messenger postulated to underlie the changes in synaptic efficacy observed during DSI and RP. One inherent problem in the identification of the roles played by individual EAATs during synaptic transmission is the lack of subtype-specific pharmacological blockers that also do not interact with glutamate receptors. In order to make the distinction between the possible activity of EAAT3 and EAAT4 in the depolarisation-induced release of a retrograde transmitter the sulphur-containing amino acid L-serine-O-sulphate (L-SOS) provided a useful tool. Specificity of this compound allowed the preferential block of EAAT3 without having any effect on EAAT4 (Palacin et al., 1998). The majority of EAAT blockers are structural analogues of glutamate or related amino acids such that they either block EAATs or are transported at reduced rates in comparison to glutamate. Interestingly, while L-SOS is a potent blocker of EAAT3 it is also a substrate for EAAT1 and EAAT2 (Arriza et al., 1994; Vandenberg et al., 1995; Vandenberg et al., 1998) such is the inherent problem of using 'supposedly' subtype-specific EAAT blockers. Arriza and colleagues (1994) identified EAAT3-mediated glutamate uptake in COS cells by pharmacological block using L-SOS where the \( K_i \) was calculated to be \( \sim 150 \mu M \). In the present study, depolarisation of PNs in the presence of 300 and 600\( \mu M \) L-SOS induced an increase in the mean mIPSC amplitude, during the initial 20s after stimulus cessation, comparable to that observed during DSI in normal Krebs. However, the reduction in mIPSC frequency observed during DSI in normal Krebs was abolished at both concentrations of L-SOS. In concurrence, the ‘rebound’ frequency potentiation, observed during RP in normal Krebs, was abolished in a concentration dependent manner while the mIPSC amplitude potentiation remained unaffected throughout. Therefore, the application of L-SOS does inhibit the mIPSC frequency modulation during both DSI and RP in a concentration dependent manner without affecting the depolarisation-induced mIPSC amplitude potentiation. As previously mentioned one drawback of using EAAT blockers is their ability to act as agonists at other glutamatergic receptors. On detailed review of the literature it became apparent that L-SOS could potentially be a substrate at both mGluR and NMDARs. Sulphur-containing amino acids such as L-SOS were found to be full agonists at mGluR\(_{1a}\), mGluR\(_2\) and mGluR\(_4\) receptors (Thomsen et al., 1994; Kingston et al., 1998b).
and NMDARs (Pullan et al., 1987; O'Shea et al., 1991). In this scenario the application of L-SOS may cause the persistent activation of presynaptic mGluRs, postulated to mediate cerebellar DSI (Glitsch et al., 1996), NMDARs, identified in this study to underlie the 'rebound' frequency increase observed during RP, and PN mGluR1a, identified as having a putative role in the induction of LTD and RP (Crepel and Krupa, 1988; Hashimoto et al., 1996). Therefore, assuming that the depolarisation-induced release of a retrograde messenger is not inhibited by the application of L-SOS, then saturation of presynaptic mGluRs by L-SOS may result in the perpetual block of the adenylate cyclase pathway (assuming that the mGluR involved in cerebellar DSI is 'group II-like') and the inability of the retrograde transmitter to further reduce the mIPSC frequency during DSI. Similarly, persistent activation of presynaptic NMDARs by L-SOS may potentially induce one of two effects. Firstly, persistent NMDAR activation may result in an overall desensitisation of presynaptic NMDARs such that the release of a retrograde transmitter will not induce the 'rebound' increase in mIPSC frequency observed during RP in normal Krebs. Secondly, bath application of L-SOS may produce a persistent increase in the basal frequency of mIPSCs, similar to the mIPSC frequency increase observed upon bath application of NMDA in the study by Glitsch & Marty (1999). Therefore, all subsequent analysis will be calculated from an already fully potentiated mIPSC frequency plateau. The apparent concentration dependent reduction in the mIPSC frequency potentiation during RP could be accounted for by the competition between L-SOS and the retrograde transmitter for the glutamate binding site on NMDARs, however this remains to be evaluated.

Interestingly, L-SOS is a potent agonist at mGluR1a receptors which is known to be abundant on mature PNs (Baude et al., 1993; Fotuhi et al., 1993; Hampson et al., 1994; Martin et al., 1992; Nusser et al., 1994; Shigemoto et al. 1994). Application of L-SOS should therefore activate PN mGluRs resulting in the production of InsP3 and subsequent 'wave-like' release of Ca^{2+} from intracellular InsP3-sensitive stores. The resultant effect of a rise in [Ca^{2+}]_{i} would be to induce DSI and RP before any postsynaptic depolarisation had been administered thus negating the possibility of being able to induce any further changes in mIPSC amplitude. However, even in the presence of 300 and 600μM L-SOS depolarisation induced an immediate and robust increase in mIPSC amplitude persisting for the duration of recording. One tentative conclusion
drawn from this is that the activation of PN mGluRs alone is insufficient to raise the [Ca\(^{2+}\)]\(_i\) to such a level so as to activate the downstream signal cascade(s) required to induce both DSI and RP. The coincident depolarisation-induced opening of PN VACCs and mGluR activation, mediated by CF and PF activation respectively, may be required in order to attain a [Ca\(^{2+}\)]\(_i\) sufficient to activate downstream signalling cascades and induce PN inhibitory synaptic plasticity. This conclusion contradicts the findings of Hashimoto and colleagues (1996) who mimicked the induction of RP on application of the non-specific mGluR agonist t-ACPD. Therefore, controversy still exists as to whether PN mGluR activation is alone sufficient to induce DSI/RP or whether the coincident influx of Ca\(^{2+}\) via VACCs is required.

7.2 L-serine-O-sulphate: Agonist action on cerebellar interneurone NMDARs & intracellular blockade of EAAT3 transport.

In order to confirm the agonist activity of L-SOS on NMDARs brief pulses were applied to mature cerebellar interneurones, due to there being no functional NMDARs present on mature PNs (Farrant and Cull-Candy, 1991; Llano et al., 1991; Rosemund et al., 1992). Application of both 300 and 600\(\mu\)M L-SOS induced large inward currents which could be substantially reduced by the application of d-APV (50\(\mu\)M) thus confirming the agonist action of L-SOS on NMDARs. Application of d-APV (50\(\mu\)M) is sufficient to block all interneurone NMDARs (refer to Chapter 6), therefore, it remains unclear which receptor type, other than NMDAR and AMPA/KA (blocked by the presence of CNQX in the perfusion media), underlies the residual d-APV/CNQX insensitive current. The effect of the extracellular application of L-SOS, to investigate the role played by EAAT3 in the release of a retrograde transmitter, would be masked by the non-specific effects on presynaptic mGluRs and NMDARs. The Na\(^{+}\)-dependent uptake of glutamate can in certain situations, such as ischaemia and hypoxia, reverse to facilitate the release of glutamate from neurones thus identifying the symmetrical nature of neuronal EAATs in allowing the transport of ions and glutamate in either direction. Therefore, the inclusion of L-SOS in the internal patch pipette solution should, in theory, block the reversal of PN EAAT3 without the possibility of activating PN mGluRs or
presynaptic interneurone NMDARs. Application of L-SOS was without effect on neuronal GABA_A receptors thus providing a useful tool to examine the role of EAAT3 in the depolarisation-induced release of a retrograde transmitter during cerebellar DSI and RP. Depolarisation, in the presence of 600μM L-SOS in the patch pipette solution, induced a reduction in the mIPSC frequency during DSI and a 'rebound' increase in mIPSC frequency during RP, entirely comparable to that observed in normal Krebs. In conjunction with the mIPSC frequency changes was an increase in the mean mIPSC amplitude which occurred during DSI and persisted for the duration of recording, again comparable to that observed in normal Krebs. The inclusion of 600μM L-SOS in the internal patch pipette solution will only block EAAT glutamate efflux (during reversal) leaving EAAT glutamate uptake unaffected. Therefore, it can be concluded, on the assumption that EAAT efflux is blocked by L-SOS inclusion, that EAAT3 is unlikely to play a role in the depolarisation-induced release of a retrograde messenger during DSI/RP.

7.3. Block of PN Na^+-dependent EAA transporters: Effects on the duration of DSI

Although EAAT3 does not play a direct role in the release of the messenger which initiates cerebellar synaptic plasticity, it may provide a role in 'sculpting' the presynaptic effects on neurotransmission and resultant postsynaptic currents. As previously mentioned (see chapter 6 discussion) removal of extracellular Na^+ blocks glutamate transport through the Na^+-dependent EAAT3 and EAAT4 thus allowing the [glutamate]_o to rise subsequent to release from CFs, PFs or PNs. In this study, depolarisation, after the removal of extracellular Na^+, resulted in a slight, but not significant increase in the magnitude but a significant increase in the duration of DSI. This increase can be entirely attributed to a rise in the synaptic cleft concentration of glutamate after release from PNs. The lack of glutamate sequestration results in the recruitment of an increased level of presynaptic mGluRs resulting in a more pronounced level of mIPSC frequency depression. The lack of glutamate sequestration also allows the released glutamate to persist in the synaptic cleft for a longer duration, thus possibly recruiting mGluRs both proximal and distal to the site of release manifest as an increase
in the duration of DSI, where glutamate levels only decrease with diffusion into the superfusing Krebs solution. Therefore, PN EAATs do play a prominent role during inhibitory synaptic plasticity within the cerebellum albeit as a background modulator of the time-dependent changes in cleft glutamate concentration. Further experimentation will be required to identify the proportion of glutamate uptake achieved by EAAT3 and EAAT4 subsequent to the depolarisation-induced release of 'glutamate'.
Chapter 8

GENERAL DISCUSSION

8.1 Presynaptic release of neurotransmitters

Nerve terminals are thought to be the archetypal sites of chemical neurotransmission in the mammalian CNS. Action potential (AP) generation in the cell soma propagates down the axon inducing an overall depolarisation of the axon terminals. This depolarisation serves to facilitate the opening of a plethora of VACCs (Catterall, 1998; Seagar et al., 1999) inducing a rapid, brief influx of Ca\(^{2+}\) resulting in the AP-dependent release of neurotransmitter (Johnston & Wu, 1995). The depolarisation-induced influx of Ca\(^{2+}\) serves to increase the probability of fusion of the vesicular membrane to the presynaptic membrane subsequently ejecting neurotransmitter into the synaptic cleft. Downstream to the opening of VACCs, subsequent to invasion of the axon terminal by an AP, a signalling cascade consisting of Ca\(^{2+}\), cytosolic factors, proteins of the vesicular and plasma membrane and cytoskeletal elements facilitates the final release of neurotransmitter (Bouron, 2001).

An alternative pathway exists for the vesicular release of neurotransmitter which is independent of presynaptic nerve terminal depolarisation. This form of AP-independent release is termed 'spontaneous' because the mechanisms governing the triggering and release are not known. The phenomenon of spontaneous release persists in the presence of the Na\(^+\) channel blocker, TTX, which inhibits action potential generation and propagation. This form of AP-independent exocytosis occurs at both PNS and CNS synapses and generates both spontaneous excitatory and inhibitory postsynaptic currents of small amplitudes (Katz, 1969). The currents induced by the spontaneous release of neurotransmitters are often referred to as 'minis' (Bekkers & Stevens, 1989). Spontaneous release occurs at relatively low frequency when compared to that of AP-dependent release which indicates the low probability of release in the absence of any presynaptic depolarisation. The AP-dependent or AP-independent

221
release of neurotransmitter occurs in small ‘packets’ termed quanta. Each quantum is proposed to represent the release of a single synaptic vesicle (SV), its contents giving rise to a miniature postsynaptic response. Therefore, large amplitude events are representative of the release of a multitude of SVs upon presynaptic depolarisation. Alternatively, minis are thought to underlie the release of a single quantum of neurotransmitter thus providing the building blocks of the AP-dependent responses (Bekkers et al., 1990; Forti et al., 1997). Although recently Llano and colleagues (2000) identified cerebellar basket cell-mediated, TTX-resistant large amplitude events (lamPSCs) resulting from the release of more than one quanta from the same or adjacent release sites. Enhancement of the AP-independent release process can be achieved via a variety of neuromodulators which serve to raise the cytosolic \([\text{Ca}^{2+}]_i\) in close proximity to release sites without requiring VACC activation. The question still remains as to whether AP-dependent and AP-independent release of neurotransmitter utilise the same signal cascade(s) downstream of the increase in \([\text{Ca}^{2+}]_i\) and whether they release quanta from separate vesicle pools. Recent work illustrated that the spontaneous release of glutamate contributed to the maintenance of dendritic structures (McKinney et al., 1999) and that spontaneous vesicular release itself is not ‘a memoryless stochastic process’ (Lowen et al., 1997). The present study examined changes in cerebellar inhibitory synaptic efficacy by monitoring changes in the rate of release and postsynaptic currents induced by the AP-independent release of GABA. Conducting experiments in the presence of TTX provided a system where the neurones of interest were in complete electrical isolation thus eliminating the possibility of reciprocal innervation of presynaptic interneurones subsequent to postsynaptic depolarisation. The work carried out in this study attempted to address the question as to whether the basal spontaneous release of neurotransmitter can undergo short- and/or long-term changes in synaptic efficacy and whether the underlying signalling cascade(s) are similar to that of AP-dependent synaptic plasticity. The main similarities and differences will be discussed later.
8.2 Hippocampal vs cerebellar DSI

Changes in inhibitory synaptic efficacy, due to single or repetitive postsynaptic depolarisation, have been known and examined for over a decade (Llano et al., 1991; Pitler & Alger, 1992). The depolarisation-induced release of a retrograde messenger and subsequent depression of presynaptic vesicle release, termed DSI, has been the focal point of experiments in both the hippocampus and the cerebellum, common in the belief that similar signal transduction cascade(s) underlie both processes. Although similarities do exist there are some quite fundamental differences between hippocampal and cerebellar DSI illustrated both in previous studies and in the present study. The similarities are: Ca\(^{2+}\) dependence of retrograde transmitter release (Lenz & Alger, 1999; Glitsch et al., 2000); transient nature of DSI (Pitler & Alger, 1992; Llano et al., 1991); released transmitter mediating effects similar to glutamate or a ‘glutamate-like’ substance (Morishita & Alger, 1999; Glitsch et al., 1996); activation of presynaptic mGluRs (Morishita et al., 1998; Glitsch et al., 1996) resulting in a decrease in the frequency of neurotransmitter release during DSI (Pitler & Alger, 1992; Llano et al., 1991). Although on the surface hippocampal and cerebellar DSI look equivalent two major differences exist. Firstly, hippocampal DSI is postulated to be mediated via group I mGluRs (most likely mGluR\(_5\) due to high expression levels in the hippocampus (Testa et al., 1994)) or possibly an unknown subtype displaying Group I pharmacology. Although the involvement of a G-protein coupled receptor in hippocampal DSI has been established (Pitler & Alger, 1994), the downstream signalling cascade(s) underlying the decrease in neurotransmitter release have not yet been established. On the assumption that hippocampal DSI is mediated via group I mGluRs then activation of these presynaptic receptors would have to activate an alternative transduction pathway to the known PLC pathway, presumably via the same G-protein, because PLC activation would facilitate the release of GABA during DSI as opposed to the observed inhibition. In contrast, cerebellar DSI has been shown to be mediated by a mGluR with a pharmacological profile similar to a Group II mGluR, although immunohistochemical studies fail, so far, to display any staining for group II mGluRs in the molecular layer of the cerebellum (Ohishi et al., 1994; present study). Activation of presynaptic group II mGluRs, negatively coupled to the adenylate cyclase pathway, would serve to reduce
the presynaptic release of GABA similar to that of hippocampal DSI. Secondly, hippocampal DSI only affects the TTX-sensitive neurotransmitter release process and is relatively ineffective at reducing spontaneous miniature release (Pitler & Alger, 1994).

However, in the cerebellum there are two types of DSI one being TTX-sensitive and the other being TTX-insensitive. Presynaptic mGluR activation during cerebellar DSI facilitates a reduction in the AP-dependent and AP-independent release of neurotransmitter (Llano et al., 1991). Morishita and colleagues (1998) proposed that TTX-sensitive DSI in the hippocampus and cerebellum are mediated via common signal transduction cascade(s) while cerebellar TTX-insensitive DSI may be mediated via alternative signal transduction pathways. As shown in the present study, TTX-insensitive cerebellar DSI is mediated via retrograde transmitter activation of a presynaptic ‘group II-like mGluR’. Therefore, the possibility remains that hippocampal DSI and cerebellar DSI may be mediated via a common retrograde messenger although the presynaptic receptor subtype and subsequent signal transduction cascade(s) activated may be distinct.

Recent evidence has identified the release of endogenous cannabinoids upon repetitive postsynaptic depolarisation of hippocampal slice and culture preparations and cerebellar slice preparations (Ohno-Shosaku et al., 2001; Wilson & Nicoll, 2001; Kreitzer & Regehr). The study by Wilson & Nicoll (2001) illustrated a robust DSI which could be largely blocked by the application of cannabinoid receptor type 1 (CB1) antagonists. Interestingly, postsynaptic depolarisation induced a reduction in the amplitude of evoked IPSCs and a reduction in the frequency of mIPSCs, each of which could be occluded by the application of CB1 antagonists. These findings are in complete contrast to that of previous work (Pitler & Alger, 1994) who were unable to induce any effect on the TTX-insensitive release of GABA during hippocampal DSI. Another discrepancy in the study by Wilson & Nicoll (2001) is the inability of the broad spectrum mGluR antagonists LY 341495 to block the induction of DSI. Previous work in the same tissue induced a significant block of DSI using the non-specific mGluR antagonist (S)-MCPG (Morishita et al., 1998). Complimentary work on the role played by endogenous cannabinoids during hippocampal DSI induction failed to induce DSI in ~50% of the cells tested, presumed to be due to the differential CB1 distribution on interneurones of the hippocampus, thus only the neurones innervated by presynaptic...
interneurone terminals containing CB₁ would a robust DSI be induced (Ohno-Shosaku et al., 2001). Clearly there are major discrepancies between previous work which eluded to glutamate or a ‘glutamate-like’ substance as being the retrograde transmitter and recent studies identifying an endogenous cannabinoid ligand as the retrograde messenger. One possible mechanism for the CB₁-mediated depression of AP-dependent release is via a direct G-protein modulation of presynaptic calcium channels (Twitchell et al., 1997) as Ca²⁺ entry, subsequent to axon terminal depolarisation, is required for the release of neurotransmitter. However, this does not account for the CB₁-mediated modulation of AP-independent, spontaneous release of neurotransmitter which is, at least in the short term, entirely independent of Ca²⁺ entry via VACCs. A secondary effect of CB₁ activation is a negative regulation of adenylate cyclase (Felder et al., 1995) which would facilitate the decrease in mIPSC frequency observed during DSI. Although the magnitude, Ca²⁺ dependence of retrograde transmitter release and transient timescale of depression is entirely comparable between this study and previous studies there still remains much controversy as to the exact nature of the retrograde messenger and the presynaptic receptors activated upon release. The conclusion reached by Ohno-Shosaku and colleagues (2001) did not discount the possibility that presynaptic mGluRs may play a role in hippocampal DSI thus proposing a dual regulatory mechanism controlled by the retrograde release of both glutamate and endogenous cannabinoids. Although this mechanism is appealing considerable work still has to be achieved in order address the discrepancies between studies.

The role of endogenous cannabinoids as retrograde messengers is not restricted to the hippocampus nor only to inhibitory afferent inputs. Concurrent work by Kreitzer and Regehr (2001) illustrated a form of depolarisation-induced presynaptic suppression of PF- and CF-mediated EPSCs recorded in PNs in cerebellar slice preparations, termed depolarisation-induced suppression of excitation (DSE). In parallel with recent studies on hippocampal DSI the postsynaptic depolarisation of mature PNs induced the release of endogenous cannabinoids activating CB₁ on excitatory afferent inputs thus mediating a reduction in the amplitude of eEPSCs. This study identified, using Ca²⁺ fluorescence, the CB₁-mediated suppression of Ca²⁺ influx via VACCs upon depolarisation of the presynaptic terminal. Therefore, it is plausible that hippocampal DSI and cerebellar DSE, if mediated via presynaptic CB₁, activate similar if not identical signal
transduction mechanisms to inhibit the prerequisite Ca\(^{2+}\) influx necessary for neurotransmitter exocytosis. To date no study has focussed on the possible role for endogenous cannabinoid ligands as the mediator of cerebellar DSI although cannabinoid-induced suppression of both sIPSC and mIPSCs has been illustrated in the cerebellum (Takahashi & Linden, 2000).

As previously illustrated the work done in this study attempted to address the mechanism(s) underlying synaptic plasticity of the TTX-insensitive, spontaneous neurotransmitter release process. Although hippocampal DSI, mediated either by 'glutamate' or endogenous cannabinoids, is primarily concerned with the direct inhibition of presynaptic VACCs this mechanism is unable to account for cerebellar DSI in the presence of TTX. Suppression of the spontaneous release of transmitter requires the disruption of the vesicle recycling machinery, downstream of the Ca\(^{2+}\) influx via VACCs, assuming that a) the readily-releasable vesicle pools are identical and b) release is mediated by similar if not identical signal transduction cascade(s). The work carried out in this study identifies the release of a retrograde transmitter, possessing properties similar to that of glutamate, which activates presynaptic mGluRs resulting in the direct disruption of spontaneous GABA release (refer to Fig. 8.1). Therefore, the present study is in accord with that of Ohno-Shosaku and colleagues (2001) in supporting the idea that more than one retrograde transmitter may mediate the presynaptic effects observed during cerebellar and hippocampal DSI. The similarities and differences in retrograde transmitter release and the subsequent activation of signal transduction cascade(s) will be the focal point of future studies.

8.3. Rebound potentiation of neuronal GABA\(_A\) receptors

Repetitive depolarisation of mature PNs, similar to that required to induce DSI, induces a long lasting potentiation of GABA\(_A\)R-mediated eIPSCs, sIPSCs, mIPSCs and whole-cell currents (Llano et al., 1991; Kano et al., 1992; Kawaguchi & Hirano, 2000). Induction of a robust RP requires the postsynaptic influx of Ca\(^{2+}\) via PN VACCs, activation of downstream protein kinases and subsequent phosphorylation of GABA\(_A\)R subunits (Kano et al., 1992; Hashimoto et al., 1996; Kano & Konnerth, 1992; Kano et
Fig. 8.1. Overview of the signalling mechanisms involved in DSI.
Although GABA_\alpha_R phosphorylation is a pivotal part of the RP induction phase the specific sites of phosphorylation and the role played by individual protein kinases still remains unclear. Over the past decade studies have attempted to separate the phenomena termed DSI and RP to examine either the exact nature of retrograde transmitter release or the phosphorylation process underlying the induction of RP. Studies concerned with the induction of DSI first apply a train of stimuli, the effects of which are ignored due to contamination with long-lasting postsynaptic GABA_\alpha_R phosphorylation, then subsequently apply trains of stimuli at 4 min intervals to obtain a robust induction of cerebellar DSI (Glitsch et al., 1996; Glitsch et al., 2000). However, this induces a situation whereby changes in IPSC amplitude during DSI are normalised to an already potentiated amplitude plateau. Although this does separate DSI from the long-lasting effects of RP the question exists as to whether this relatively short-lasting, transient form of synaptic plasticity will significantly affect the excitability of PNs subsequent to the induction of RP. The present study attempted to examine the induction phase of both DSI and RP after a single train of depolarising stimuli thereby addressing the question as to the similarities between the signal transduction cascade(s) required to induce both 'phenomena'. Although previously considered separate, the findings of this study and after extensive review of the literature, it is evident that DSI and RP are entirely comparable and should be classified as a single 'phenomenon'. One plausible hypothesis as to the requirement for the release of a retrograde messenger during the induction of RP comes from the work conducted by Kawaguchi and Hirano (2000). This study concentrated on the synapse specificity of RP induction showing that the presynaptic release of GABA, coincident with repetitive postsynaptic depolarisation, will inhibit the induction of a robust RP via activation of PN GABA_\beta_Rs. The molecular mechanism of suppression has been postulated to be a G_{\text{\alpha}_{\text{o}}}-mediated inhibition of adenylate cyclase thus reducing the level of GABA_\alpha_R phosphorylation by PKA, previously identified to play a role in RP induction (Kano & Konnerth, 1992). The release of a retrograde messenger, facilitating the suppression of presynaptic neurotransmitter release, may serve to vastly reduce the possibility of coincident presynaptic GABA release during repetitive postsynaptic depolarisation. Therefore, the phenomenon known as DSI may exist as a subsidiary component of RP, present only to facilitate the induction of a robust, long-lasting RP of PN GABA_\alpha_Rs.
One major finding of this study was a previously undocumented transient potentiation of mIPSC frequency observed subsequent to the cessation of DSI. The 'rebound' frequency increase was induced by the same depolarising stimuli required to induce a robust DSI. Therefore, it seems probable that the 'wave-like' increase in PN cytosolic Ca\(^{2+}\) levels facilitates the release of a retrograde messenger mediating not only a 'group II-like mGluR'-mediated decrease in GABA release during DSI but also a NMDAR-mediated enhancement of transmitter release at RP\(_{13}\) (refer to Fig. 8.2). The initiation of mIPSC amplitude potentiation occurred immediately after stimulus cessation and continued for the duration of recording similar to that of previous work on RP (Llano et al., 1991; Vincent et al., 1992; Kano et al., 1992; Kano & Konnerth, 1992; Hashimoto et al., 1996; Kano et al., 1996; Kawaguchi & Hirano, 2000). The findings of this study identify the separable components of postsynaptic receptor phosphorylation and the presynaptic retrograde transmitter-mediated modulation of neurotransmitter release. Presynaptic NMDARs underlie the 'rebound' frequency increase during RP due to the complete abolition of the frequency increase in the presence of d-APV and on removal of extracellular Na\(^{+}\) while the exogenous application of NMDA mimicked the induction of the presynaptic plasticity observed (see chapter 6 discussion). Further, immunocytochemical evidence unequivocally identified the presence of presynaptic NMDARs at putative release sites on mature cerebellar interneurones. The present study is the first to show a role for presynaptic NMDARs in the induction of inhibitory synaptic plasticity in the cerebellum as previous work by Glitsch and Marty (1999) postulated the existence of presynaptic NMDARs on cerebellar interneurones through the exogenous application of NMDA, although this study did not address the possibility of presynaptic NMDAR-mediated synaptic plasticity. Interestingly, the former study observed only a modulation of mIPSC frequency upon application of NMDA with no discernible change in mEPSC frequency. These findings are intriguing in that a subsequent study by Casado and colleagues (2000) described an NMDAR-mediated reduction of PF-mediated EPSCs. Although the NMDAR-mediated effects were indirect, where presynaptic NMDAR activation induced the release of NO causing a depression of postsynaptic PN EPSCs, a precedent for the NMDAR-induced regulation of neurotransmitter release was set. The differences that exist between the two studies may concern the fact that the former study examined NMDAR-mediated changes in the
Fig. 8.2. Overview of the signalling mechanisms involved in RP.
spontaneous miniature release of transmitter while the latter only examined evoked transmitter release. The question therefore exists as to whether AP-dependent release is governed by similar signal transduction cascade(s) as AP-independent release and whether they are differentially regulated by presynaptic receptor activation. This question may underlie the reasons why previous studies have failed to identify a change in the frequency of neurotransmitter release during RP. While this study was concerned with changes in the spontaneous AP-independent release of GABA, displaying a transient NMDAR-mediated increase subsequent to DSI, other studies have concentrated solely on the changes in spontaneous AP-dependent release where no changes in sIPSC frequency were observed (Kano et al., 1992; Hashimoto et al., 1996; Kano et al., 1996).

Presynaptic NMDAR activation would result in a large influx of sodium (~90% of the NMDAR-mediated current) and Ca^{2+} (~10% of NMDAR-mediated current) into the presynaptic nerve terminal. In the present study NMDAR activation presumably facilitates the enhancement of neurotransmitter release at a point downstream of presynaptic VACC activation although it is possible that the large influx of Na^+ may cause spatially distinct, focal depolarisations of the presynaptic nerve terminals thus facilitating the opening of presynaptic VACCs. The NMDAR-mediated activation of VACCs and subsequent Ca^{2+} spike has been illustrated in the basolateral amygdala and in the neocortex, the effect of which can be blocked by the application of cadmium (Markram & Sakmann, 1994; Calton et al., 2000). This hypothesis, although inviting, would require the induction of Ca^{2+} spikes in the presynaptic nerve terminals as a result of the opening of the majority of VACCs present on the presynaptic nerve terminal. The result of a presynaptic Ca^{2+} spike at individual release sites would be to induce both multi-vesicular release and an increase in the probability of transmitter release. The large increase in [Ca^{2+}]_i may also serve to induce the coordinated release from closely adjacent release sites even in the presence of TTX. The aforementioned effects would manifest as a large but transient increase in the amplitude and frequency of IPSCs. However, in all the control experiments conducted in this study at no time was there an indication of a ‘switch’ from spontaneous miniature release of transmitter to that of spontaneous AP-dependent ‘like’ release during the induction phase of RP. The aforementioned observations alone would negate any role for the presynaptic NMDAR-
mediated depolarisation of axon terminals in the onset of the 'rebound' mIPSC frequency increase observed during RP in this study. A previous study conducted by Cochilla and Alford (1999) identified the entry of Ca\(^{2+}\) via presynaptic NMDARs in the reticulospinal axons of the lamprey spinal cord, showing that activation of the NMDARs in the presence of TTX was insufficient to activate VACCs as the largest depolarisation induced by the application of 500\(\mu\)M NMDA was +9mV (mean +5.7 ± 1.4mV). In neurones of the lamprey spinal cord there are no low voltage-activated calcium channels such that a +9mV depolarisation, from a mean resting membrane potential of -76.3 ± 0.9mV, would be insufficient to recruit high voltage-activated calcium channels. Similarly, the interneurones used within this study contain N-, P/Q- and R-type high threshold voltage-activated calcium channels (Forti et al., 2000) such that a presynaptic NMDAR-mediated depolarisation of approximately +9mV would not facilitate the opening of VACCs present on presynaptic axon terminals. Therefore, the likely mechanism underlying the NMDAR-mediated enhancement of GABA release may be either through direct activation of Ca\(^{2+}\)-sensitive substrates and/or subsequent liberation of intracellular Ca\(^{2+}\) stores (Bliss & Collingridge, 1993; Bliss & Lynch, 1988; Madison et al., 1991; Korkotian & Segal, 1998; Savic & Sciancalepore, 1998; Caillard et al., 2000; Llano et al., 2000; Emptage et al., 2001).

8.4. Modulation of AP-independent 'spontaneous' release during DSI/RP

In the past two years the question as to the mechanisms underlying the spontaneous AP-independent release of GABA (measured as mIPSCs) has began to be addressed. Convincing evidence now exists that the release mechanism involves the 'spontaneous' release of Ca\(^{2+}\) from ryanodine sensitive stores present in the axon terminals of both hippocampal and cerebellar interneurones (Emptage et al., 2001; Caillard et al., 2000; Llano et al., 2000). Utilising both fluorescent imaging and electrophysiological techniques spontaneous AP-independent release has now been shown to be dependent upon [Ca\(^{2+}\)]\(_{o}\) and can be seen as intermittent fluorescent 'sparks' at interneurone axon terminals. Blocking CICR reduces the frequency of these terminal 'sparks' while application of agonists for ryanodine-sensitive stores has the opposing
effect. Therefore, the work presented in this study presents two fundamental questions as to the regulation of AP-independent release of GABA during DSI and RP. Firstly, does the 'group II-like mGluR'-mediated reduction in mIPSC frequency observed during DSI involve the negative regulation of the adenylate cyclase pathway and does this occur downstream of adenylate cyclase itself at the level of cAMP/PKA? Secondly, does the NMDAR-mediated increase in mIPSC frequency observed during RP involve the enhancement of CICR from ryanodine-sensitive stores and does this enhancement directly facilitate the release of GABA? Although these questions were not addressed in the present study some tentative conclusions can be drawn from existing evidence. Group II mGluRs are known to be negatively coupled to adenylate cyclase system via $G_{i/o}$ (Prezeau et al., 1992; Tanabe et al., 1992) whereby activation facilitates a decrease in both AP-dependent and AP-independent release (Baskys & Malenka, 1991; Gereau & Conn, 1995; Hayashi et al., 1995; Llano & Marty, 1995; Manzoni & Bockaert, 1995). The mGluR-mediated negative regulation of the adenylate cyclase pathway has been proposed to occur downstream of both VACCs and adenylate cyclase itself thus affecting the pathway at the level of cAMP/PKA (Chavis et al., 1998). Therefore, the 'group II-like mGluR'-mediated reduction in mIPSCs, observed during cerebellar DSI in this study, could most likely underlie a negative regulation of presynaptic cAMP/PKA activity and subsequent transmitter release. In contrast, the transient enhancement in mIPSC frequency observed during RP presumably underlies an NMDAR-mediated increase in presynaptic $Ca^{2+}$ having the effect of sensitising the ryanodine-sensitive stores such that when the threshold level of $[Ca^{2+}]_i$ has been reached an 'all-or-nothing' release of $Ca^{2+}$ from intracellular stores occurs, termed CICR (Berridge, 1997; Usachev & Thayer, 1997). Therefore, the enhanced release from presynaptic $Ca^{2+}$ stores may play a pivotal role in the induction of both short- and long-term synaptic plasticity throughout the mammalian CNS. In this study, presynaptic NMDAR activation facilitates the induction of a short-term synaptic plasticity subsequent to the termination of DSI.

One interesting feature of the present study is the evident time-lag between the onset of mIPSC frequency suppression during DSI and the onset of the 'rebound' frequency increase observed during RP. This could be explained by two separable pathways which may centre around similar and/or divergent presynaptic signal
cascade(s). Firstly, as previously mentioned, ‘glutamate’ release during PN depolarisation will activate presynaptic, G-protein coupled ‘group II-like mGluR’ resulting in the inhibition of the adenylate cyclase pathway at a site proposed to be downstream of both VACCs and adenylate cyclase itself (Chavis et al., 1998). Presynaptic enhancement of the adenylate cyclase pathway has previously been shown to facilitate long-term changes in synaptic efficacy in the hippocampus (Frey et al., 1993; Huang et al., 1994; Weisskopf et al., 1994; Brandon et al., 1995; Capogna et al., 1995; Sciancalepore & Cherubini, 1995; Sciancalepore et al., 1995; Trudeau et al., 1996; Bolshakov et al., 1997) and in the cerebellum (Salin et al., 1996; Chen & Regher, 1997) and therefore must play a pivotal role in the spontaneous AP-independent release of neurotransmitters throughout the mammalian CNS. The ‘group II-like mGluR’-mediated inhibition of the adenylate cyclase pathway will inevitably lead to the depression in GABA release observed during DSI in this study. Secondly, the postsynaptic release of glutamate during depolarisation will induce the concurrent activation of presynaptic NMDARs, shown in this study to be present at putative presynaptic release sites on cerebellar interneurones. Recent evidence has identified that Ca^{2+} release from presynaptic ryanodine-sensitive stores during spontaneous CICR underlies the AP-independent release of neurotransmitter in both hippocampal neurones and cerebellar neurones (Savic & Sciancalepore, 1998; Emptage et al., 2001; Llano et al., 2000). The release of Ca^{2+} from intracellular stores can be enhanced either by the application of caffeine, due to the ability of this compound to lower the threshold [Ca^{2+}]; required to induce CICR (e.g. increasing the sensitivity of ryanodine receptors to Ca^{2+}), or by raising [Ca^{2+}]; to the threshold level required to induce CICR (Usachev & Thayer, 1997). Experimental data obtained from dorsal root ganglion (DRG) neurones displayed CICR which was entirely dependent upon raising [Ca^{2+}]; from a basal level of 50nM to 100nM (Usachev & Thayer, 1997) although the length of depolarisation required to achieve this was a rather non-physiological 39 seconds. More recently Korkotian and Segal (1998) used fast imaging of calcium responses in the spines and dendrites of cultured hippocampal neurones to display CICR as a result of caffeine application (5-10mM). The induction of CICR was shown to be almost immediate, subsequent to pressure ejection of caffeine near the recorded dendrite. The Ca^{2+} release phase reached a plateau on a time-scale of 50 to 100ms after initiation of the caffeine pulse thus
showing, at least in spine/dendrites, that the release of Ca\textsuperscript{2+} from ryanodine-sensitive stores is extremely rapid. However, an alternative study examining the effect of the pulse application of caffeine (10mM) on the AP-independent release of GABA in the hippocampus displayed an evident time-lag between the point of caffeine application and the resultant increase in mIPSC frequency observed (Savic & Sciancalepore, 1998). Pressure application of caffeine (10mM) resulted in a ~5-fold increase in the frequency of mIPSCs leading to bursting behaviour. Interestingly, this increase in frequency and bursting activity commenced 10-90s after cessation of the caffeine pulse and persisted for 20-50s. The release of Ca\textsuperscript{2+} during CICR has been proposed to activate the adenylate cyclase pathway (Savic & Sciancalepore, 1998) and thus may potentiate GABA release (Capogna \textit{et al}., 1995; Sciancalepore & Cherubini, 1995; Sciancalepore \textit{et al}., 1995). The discrepancy between the timing of the caffeine-induced change in spine/dendrite fluorescence and caffeine-induced increase in mIPSC frequency may underlie the downstream mechanisms required to enhance AP-independent neurotransmitter release subsequent to CICR as both experimental protocols were effectively identical (Korkotian & Segal, 1998; Savic & Sciancalepore, 1998). Therefore, the question arises as to why, if on glutamate release both presynaptic ‘group II-like mGluRs’ and presynaptic NMDARs are concurrently activated, the mIPSC frequency is first depressed then potentiated. One plausible hypothesis is that ‘group II-like mGluR’ activation inhibits the PKA-mediated release of GABA, occurring ‘immediately’ after the depolarisation-induced release of glutamate. Meanwhile, repetitive NMDAR activation results in a graded increase in the level of presynaptic [Ca\textsuperscript{2+}]. This increase in Ca\textsuperscript{2+} will act to ‘sensitise’ the axon terminal ryanodine-sensitive stores thus facilitating CICR, although an increase in mIPSC frequency may not be observed for ~10-90s (Savic & Sciancalepore, 1998). This time-lag before mIPSC frequency potentiation would be entirely consistent with the ~60s lag before the onset of the mIPSC frequency potentiation observed during RP in this study (refer to chapter 4). Further corroborating evidence arises from the experiments conducted in the presence of the mGluR\textsubscript{2/3} specific antagonist LY 341495 which completely blocked the mIPSC frequency decrease during DSI. In this situation the depolarisation-induced release of glutamate did not immediately enhance the mIPSC frequency and a time-lag of ~20s was observed (refer to chapter 5). Therefore, the evidence provided in this study is in accord with the
hypothesis of Savic and Sciancalepore (1998) in that the enhancement of presynaptic CICR does not immediately facilitate a rise in the frequency of GABA release. The possibility remains that in control conditions the presynaptic release of Ca\(^{2+}\), during NMDAR-induced CICR, activates the adenylate cyclase pathway, previously inhibited by the activation of presynaptic ‘group II-like mGlurRs’, therefore inducing the PKA-mediated enhancement of GABA release. The direct influx of Ca\(^{2+}\) upon presynaptic NMDAR activation may also facilitate the activation of various isoforms of PKC and CaMKII which have been implicated in the enhancement of spontaneous, miniature release (Bouron, 2001). The direct involvement of the aforementioned protein kinases during RP remains to be evaluated. In contrast, a recent study by Llano and colleagues (2000) concluded that presynaptic Ca\(^{2+}\) release from ryanodine-sensitive stores in the axon terminals of cerebellar basket cells resulted in the production of large amplitude mIPSCs (lamIPSCs), presumed to underlie multi-vesicular release. On removal of [Ca\(^{2+}\)]\(_o\) there was a preferential decrease in the large amplitude, multi-vesicular events leaving small amplitude, presumably monovesicular events (mIPSCs) thus conferring a role for presynaptic CICR in the production of large amplitude events. Immediately after the removal of [Ca\(^{2+}\)]\(_o\) there was a preferential reduction in the number of lamIPSCs suggesting a requirement for external Ca\(^{2+}\) for multi-vesicular release. However, during prolonged periods of 0mM external Ca\(^{2+}\) the mIPSC amplitude histograms displayed a reduction in the frequency of all mIPSC amplitudes thus intimating that CICR may underlie both multi- and mono-vesicular neurotransmitter release, although this was not elucidated to. This hypothesis is further compounded upon switching back to a Ca\(^{2+}\)-containing medium after prolonged exposure to 0mM Ca\(^{2+}\) where there was an increase in the frequency of mIPSCs from 0.4Hz to 0.9Hz (in 2mM [Ca\(^{2+}\)]\(_o\)). This increase in frequency was not accompanied by a change in the mIPSC amplitude distribution, which would be expected if the increase in frequency concerned an increase in both small and large amplitude events, thus identifying that the removal of [Ca\(^{2+}\)]\(_o\) does eventually lead to the reduction in the frequency of both mono- and multi-vesicular release, the latter being most susceptible to changes in [Ca\(^{2+}\)]\(_o\). The findings mentioned above were not elaborated further in order to solely identify the mechanism(s) underlying the production of cerebellar basket cell-mediated lamIPSCs. Although the requirement for [Ca\(^{2+}\)]\(_o\) in the spontaneous CICR-mediated release of
neurotransmitter seems quite plausible a previous study by Savic and Sciancalepore (1998) identified no change in the frequency or amplitude of mIPSCs in the hippocampus upon removal of $[\text{Ca}^{2+}]_o$, although they do display the presynaptic CICR-mediated $\text{Ca}^{2+}$ dependence of AP-independent GABA release. Evidently there still remains many unanswered questions as to the role played by presynaptic $\text{Ca}^{2+}$ stores in the AP-dependent and AP-independent release of neurotransmitter.

8.5 AMPA/KA receptor modulation of presynaptic release

The existence of presynaptic AMPARs on both cerebellar basket and stellate cell axon terminals has already been established (Bureau & Mulle, 1998; Satake et al., 2000). Although in this study the non-NMDAR antagonist CNQX was used, in order to block direct AMPAR-mediated depolarisation of PNs, a putative role for AMPA and Kainate receptors in the induction and maintenance of DSI-RP has to be considered. Early studies identified that AMPAR activation on cerebellar stellate cells resulted in complex age- and transmitter release type-dependent effects. Application of the specific AMPAR agonist domoate to immature animals (PN 11-15) induced a large increase followed by a significant decrease (upon cessation of drug application) in the frequency of sIPSCs while displaying a large increase in the frequency of mIPSCs. Under the same application protocol mature animals (PN 21-25) displayed only a very modest increase in sIPSC frequency and negligible changes in mIPSC frequency (Bureau & Mulle, 1998). It thus appeared that presynaptic AMPAR-mediated modulation of GABA release occurred mainly as a developmental requirement. Interestingly, recent work identified that synaptic activation of AMPARs on cerebellar basket cells caused a reduction in the amplitude but not the frequency of sIPSCs in immature animals (PN 12-18) (Satake et al., 2000). This work identified the role played by AMPA but not kainate receptors in the presynaptic reduction of GABA release due to ‘spillover’ of glutamate from stimulated CFs. These findings, as opposed to that of Bureau & Mulle (1998), intimate that repetitive climbing fibre stimulation and subsequent pre- and postsynaptic AMPAR activation causes both PN depolarisation and a reduction in GABA release from cerebellar basket cells. This effect of glutamate 'spillover' and
axon terminal AMPAR activation would result in a more profound depolarisation of the PN without any 'dampening' effects from cerebellar interneurones. The mechanism underlying the AMPAR-mediated decrease in neurotransmitter release, although unknown, may involve either a direct G-protein coupled effect on the downstream cAMP-associated pathways or possibly as a result of presynaptic autoreceptor activation of GABA$_B$Rs (Wang et al., 1997; Rodriguez-Moreno & Lerma, 1998; Frerking et al., 1999; Satake et al., 2000). The possibility remains that presynaptic AMPARs may play differential roles on cerebellar basket and stellate cells during development although this seems unlikely. The study by Satake and colleagues (2000) intimated that they never observed RP upon PN depolarisation due to their relatively short timeframe of recording (e.g. 400ms immediately after CF stimulation) thus identifying that this AMPA-mediated reduction in GABA release may only be a very transient form of plasticity, possibly exacerbating the existing mGluR-mediated cerebellar DSI. Therefore, a plausible hypothesis could be that glutamate 'spillover' during repetitive CF stimulation and the release of glutamate subsequent to PN AMPAR-mediated depolarisation would serve to reduce GABA release, via presynaptic mGluRs and presynaptic AMPARs, for a short period of time during the induction phase of RP. Similar to the effects of presynaptic 'group II-like mGluR' activation in this study, presynaptic AMPAR activation may also serve to reduce the risk of PN GABA$_B$R-mediated suppression of RP induction (Kawaguchi & Hirano, 2000). It would seem plausible that presynaptic kainate receptors may also play a role in the induction and maintenance of cerebellar DSI and RP, however, this still remains to be evaluated.

8.6 Overview

The reductionist approach to this study was entirely intentional so as to illustrate the separable components of both DSI and RP. However, as indicated many similarities exist between the two phenomena including: identical induction protocol; Ca$^{2+}$ dependence of retrograde transmitter release; presynaptic effects of the retrograde transmitter being similar to that of glutamate and mIPSC amplitude potentiation commencing during DSI and persisting for the duration of recording. All of the above
similarities point unequivocally to the fact that both 'phenomena' are actually a single
depolarisation-induced 'phenomenon' (refer to Fig. 8.3). In this scenario the question
exists as to whether DSI provides much of an impact to PN cell excitability subsequent
to the induction of RP. During repetitive CF and PF stimulation in vivo the PN becomes
repeatedly depolarised facilitating a rapid and large rise in \([\text{Ca}^{2+}]_i\) and subsequent
activation of downstream signal cascade(s). Initially depolarisation promotes the
phosphorylation of PN \(\text{GABA}_\text{A}\) receptor subunits, manifest as an increase in the mean
mIPSC amplitude, while simultaneously releasing 'glutamate' back into the synaptic
cleft. The result of this 'glutamate' efflux is the activation of presynaptic 'group II-type
mGluRs' and subsequent reduction in the frequency of GABA release. The presynaptic
mGluR-mediated effects reach a peak at ~20s after stimulus cessation and persist for
~40s before returning to baseline. This short-term, transient form of synaptic plasticity
termed DSI would serve to reduce the possibility of coincident GABA release during
depolarisation of the PN as this has been shown to inhibit, via activation of PN
\(\text{GABA}_\text{B}\)Rs, the induction of a robust RP (Kawaguchi & Hirano, 2000). In view of the
evidence in the present study and that of Kawaguchi & Hirano (2000) it seems probable
that DSI exists as a subsidiary component of RP present only to facilitate the induction
of a long-lasting robust increase in synaptic efficacy at the cerebellar interneurone-PN
synapse. Interestingly, the increase in the mean mIPSC amplitude commences upon
cessation of the depolarising stimuli and rises until reaching a plateau around ~1min,
presumably at the point at which all postsynaptic PN \(\text{GABA}_\text{A}\)Rs may be fully
phosphorylated. The fact remains that if the coincident release of GABA during PN
depolarisation acts to suppress RP induction (Kawaguchi & Hirano, 2000) then when all
PN \(\text{GABA}_\text{A}\)Rs have been phosphorylated (~1min after stimulus cessation) the risk of
RP suppression, over the subsequent 20-40 min RP timecourse, is negligible due to the
phenomenon of RP, unlike LTD, being irreversible (Hansel et al., 2001). Therefore, the
time-dependent changes in mIPSC frequency observed during the first 60s after
stimulus cessation may act to reduce the risk of a \(\text{GABA}_\text{B}\)R-mediated suppression of
RP. Once a robust RP has been induced a NMDAR-mediated increase in the mIPSC
frequency is observed. At this stage the increase in the release rate of GABA and the
increase in the sensitivity of PN \(\text{GABA}_\text{A}\)Rs to GABA results in a significant reduction
in PN excitability. The question may be asked as to why the increase in the release of
Fig. 8.3. Cerebellar DSI and RP: One phenomenon or two?
GABA at this time-point does not induce a GABA$_B$R-mediated suppression of RP. As previously mentioned the induction of RP occurs within the first 60s after stimulus cessation and cannot be reversed, over the subsequent 20-40 min RP timecourse, once RP has been established. The increase in the release of GABA does not occur until 60-90s after stimulus cessation thus having no further effect on RP induction but having a significant effect on PN excitability, effectively clamping the cell in a hyperpolarised state. The results in the present study reveal a small aspect of cerebellar synaptic plasticity which provides us with a glimpse of the true depth of the signal transduction cascade(s) and consequent timing involved in the induction of inhibitory synaptic plasticity within the cerebellum.

The prerequisite step in the induction of cerebellar LTD, DSI and RP is a rapid rise in [Ca$^{2+}$]$_i$ as a result of CF and PF stimulation thus displaying distinct similarities in their induction protocols. Although there are considerable differences between the specific signal transduction cascade(s) involved in the induction of LTD, DSI and RP there is ample evidence to suggest a substantial level of ‘crosstalk’. If this is indeed the case then one tentative conclusion to be drawn from this and previous work is the possibility that cerebellar LTD and DSI-RP may occur concurrently. Separation of the two phenomena is simple as one deals with excitatory synaptic plasticity in the absence of any GABAergic input (recording in a Krebs containing bicuculline) while the other deals with inhibitory synaptic plasticity in the absence of any glutamatergic input (containing CNQX/NBQX). In order to observe both phenomena occurring simultaneously, using electrophysiological techniques, both excitatory and inhibitory inputs to the same PN would have to be monitored, which is technically impossible. The advent of new recording techniques coupled with advances in real-time confocal imaging may in the future allow us to examine the simultaneous induction of both excitatory and inhibitory synaptic plasticity within the mammalian CNS.

The cerebellum is unequivocally involved in the learning of a variety of relatively simple reflex behaviours as lesions within this structure will result in an inability to produce specific modifications in certain reflexes. Although lesions to other motor centres may result in complete paralysis or involuntary movements, lesions of the cerebellum produce distinct errors in the planning and execution of movements. The true depth of the plastic ability of the cerebellum lies in the fact that it can compare
internal feedback signals that reflect the intended movement with the external feedback signals that reflect the actual movement. Once an error has been detected during the information processing stage corrective adjustments are created in the form of feedback and feedforward controls which operate on the descending motor systems of the brain stem and cortex. The cerebellum also plays a predominant role in motor learning. Modulation of the climbing fibre spike patterns occurs during motor learning and this modulation may serve to reduce, by heterosynaptic inhibition, the strength of the mossy fibre input to Purkinje neurones. Early studies by Ito (1984) suggested that information coming into the cerebellum is processed in the deep cerebellar nuclei and that this processing is regulated by the changing levels of Purkinje cell inhibition. Therefore, the plasticity described within this study may in fact underlie one of the fundamental forms of motor learning which acts to decrease the excitability of the PN thus reducing the level of PN inhibition of the downstream deep cerebellar nuclei. The first work describing the effects of lesions to the cerebellum came from Gordon Holmes a physician during the first world war after studying patients who had received gunshot wounds to the cerebellum (Kandel et al., 1991). This early work, although primitive, illustrated the ability of the cerebellum to show plasticity and learned motor activities. A quote from one of his patients, who had suffered a lesion of his right cerebellar hemisphere, underlies the requirement for us to examine and attempt to further understand the information processing pathways which exists in the cerebellum: “The movements of my left arm are done subconsciously, but I have to think out each movement of the right (affected) arm. I come to a dead stop in turning and have to think before I start again”.
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