Photoionization modelling based on HST images of Magellanic Cloud planetary nebulae – I. SMC N 2 and SMC N 5
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ABSTRACT
We construct fully self-consistent, detailed photoionization models for two planetary nebulae (PNs) in the Small Magellanic Cloud (SMC), namely SMC N 2 and SMC N 5, to fit optical and UV spectrophotometric observations as well as HST Faint Object Camera (FOC) narrow-band images taken in the light of Hβ. The derived density structure shows that both PNs have a central cavity surrounded by a shell of decreasing density described by a parabolic curve. For both nebulae, our models fail to reproduce the HST images taken in the light of the [O III] λ5007 line, in the sense that the observed [O III] λ5007 surface brightness decreases more slowly outside the peak emission than predicted. An effective temperature of $T_{\text{eff}} = 111$ 500 K, a stellar surface gravity of log $g = 5.45$ and a luminosity of $L_\star = 8430$ $L_\odot$ are derived for the central star of SMC N 2; similarly $T_{\text{eff}} = 137$ 500 K, log $g = 6.0$ and $L_\star = 5850$ $L_\odot$ are derived for SMC N 5. SMC N 2 is optically thin and has a total nebular mass (H + He) of 0.180 $M_\odot$, while SMC N 5 is optically thick and has an ionized gas mass of 0.194 $M_\odot$. Using the H-burning SMC metal abundance ($Z = 0.004$) evolutionary tracks calculated by Vassiliadis & Wood, core masses of 0.674 $M_\odot$ and 0.649 $M_\odot$ are derived for SMC N 2 and SMC N 5, respectively. Similarly, from the He-burning evolutionary tracks of Vassiliadis & Wood for progenitor stars of mean LMC heavy-element abundance ($Z = 0.008$), we find $M_\star = 0.695$ and 0.675 $M_\odot$ for SMC N 2 and SMC N 5, respectively. We find that Hβ images are needed if one is to derive accurate stellar luminosities directly from photoionization modelling. However, in the absence of an Hβ image, photoionization models based on [O III] images (and nebular line intensities) yield accurate values of $T_{\text{eff}}$ and log $g$, which in turn allow reliable stellar masses and luminosities to be derived from a comparison with theoretical evolutionary tracks. We show that the correct nebular ionized mass can be deduced from the nebular Hβ flux, provided the mean nebular density given by the C III] λ1909/λ1907 ratio is also known.
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1 INTRODUCTION
With the advent of the unprecedented spatial resolution provided by Hubble Space Telescope (HST) imaging, it is now possible to make detailed, fully self-consistent studies of individual planetary nebulae (PNs) in the Magellanic Clouds. These PNs are good objects to study because their distances are well established. In contrast, distances to individual Galactic PNs are usually uncertain by at least 50 per cent (see Gathier et al. 1983). Accurate distances are essential for deriving fundamental parameters such as the luminosity of an exciting star and its core mass, and thus for establishing its evolutionary status. Accurate distances are also required in order to determine the masses of the gaseous shells, which are needed to address questions such as the chemical enrichment of the interstellar medium by low-to-intermediate-mass stars, as well as the mass-loss history of the progenitor asymptotic giant branch (AGB) stars. When compared to
PNe in the Galactic Bulge, the Magellanic Cloud PNe have the additional advantage of a very low interstellar extinction, which enables them to be easily accessible in the UV wavelength band which is vital for the study of key elements such as carbon.

Given the advantages and potential of Magellanic Cloud PNe in understanding post-AGB evolution, in the past 10 years a significant number of studies on this topic have been published; for recent reviews see Barlow (1989) and Dopita (1993). Magellanic Cloud PNe are, however, much smaller in angular diameter than Galactic PNe, mostly less than 2 arcsec and often less than 1 arcsec, and thus cannot be resolved easily from the ground at the present time, except for about half a dozen relatively old and faint PNe (Jacoby 1980). Special technique such as speckle interferometry has been employed to derive the nebular surface brightness and density distribution for a handful of bright PNe (Barlow et al. 1986; Wood, Bessell & Dopita 1986). Wood et al. (1987) used a ground-based direct imaging technique to determine the angular diameters of fainter, larger Magellanic Cloud PNe. These studies provided important information, but details of the morphology of the nebulae remained unknown. Unfortunately, the density distribution derived from speckle interferometry depends on the geometric structures assumed, and a detailed knowledge of the density distribution is required to derive reliable nebular masses and to construct self-consistent photoionization models. The latter are crucial for evaluating the effect of nebular optical depth, in order that an accurate luminosity for the exciting star can be determined.

_HST_ Faint Object Camera (FOC) images have recently been presented by Blades et al. (1992, 1995 in preparation) for a large sample of Magellanic Cloud PNe, in the light of [O III]λ5007 and in Hβ for a few of them. These include several secured after the 1993 December servicing mission which corrected the aberrated optics of the _HST_. Dopita et al. (1993, 1994) have presented _HST_ Wide Field Planetary Camera imaging for two LMC PNe, LMC N 66 in the light of Hα + [N II]λ6584 and [O III]λ5007, and LMC SMP 85 in the light of [O III]λ5007, as well as photoionization modelling calculations based on these images. In both cases, in order to fit the very complex ionization structure and/or morphology, these authors were forced to adopt a two-component model, in which one component was optically thin while the other was optically thick or had a much higher density. A similar two-component model was used by Clegg et al. (1987) to model the Galactic PN NGC 3918. Although it may be physically more realistic for these particular cases, two component modelling calculations cannot be treated rigorously by the currently available photoionization modelling codes, and are therefore ad hoc in some sense. For example, in such cases it is no longer possible to treat the ionization and thermal structures fully self-consistently, not to mention the somewhat arbitrary weighting of contributions from the two components and the sacrifice in accuracy in the treatment of the diffuse ionizing radiation field.

We have begun the photoionization modelling of objects in the Blades et al. (1992, 1995 in preparation) survey. In this paper, we present detailed, fully self-consistent photoionization models for two SMC PNe, namely SMC N 2 (SMP 2) and SMC N 5 (SMP 5). In addition to optical and UV spectro-photometric data published previously, _HST_ FOC mono-

 chromatric images in the light of Hβ are used to construct realistic density distributions. These two nebulae were selected because both of them possess a high degree of azimuthal symmetry and are well resolved by the _HST_. In addition, they are two out of only four Magellanic Cloud PNe that have so far been imaged in the light of Hβ by the _HST_ (the other two are LMC N 201 and LMC N 66). In addition to the information on SMC N 2 and SMC N 5, the modelling calculations presented here may provide a direct check on the capabilities and limitations of current modelling procedures and photoionization codes. In Section 2, we describe the observational data and the ingredients used to construct the models, which are presented and compared to the observations in Section 3. The nebular and stellar masses derived from our models are presented in Section 4.

2 OBSERVATIONAL DATA

2.1 Nebular surface brightness distributions

The Hβ and [O III]λ5007 images of SMC N 2 and SMC N 5 analysed here were secured by Blades et al. (1992) using the _HST_ FOC in 1991 July 9, before the implementation of the _HST_ FOC in 1991 July 9, before the implementation of the _HST_ FOC in 1991 July 9, before the implementation of the COSTAR corrective optics. The detector was a photon-counting system, and each pixel projected to 0.0224 arcsec on the sky. The images were flat-fielded, no artefacts were removed, and the images were then deconvolved using 50 iterations of the Richardson–Lucy method (Richardson 1972; Lucy 1974). As described by Blades et al. (1995, in preparation), comparison between images secured after the implementation of _HST_ with those observed before and then deconvolved using the Richardson–Lucy method, shows that this image restoration algorithm works extremely well and is capable of recovering details to a high degree of accuracy. The Hβ and [O III]λ5007 narrow-band filters have effective wavelengths of 4870 and 5010 Å and effective bandwidths of 36.7 and 35.5 Å, respectively. For both nebulae, the contribution from nebular continuum emission to the Hβ images is estimated to be about 3 per cent, and to be less than 0.5 per cent for the λ5007 images, and is therefore neglected in the analysis. For both objects, no exciting central stars were detected on the images taken through either filter. The deconvolved Hβ images are presented in Fig. 1. The [O III]λ5007 images have been previously published by Blades et al. (1992), but for convenience they are also reproduced in Fig. 1.

The azimuthally averaged surface brightness distributions in the Hβ and λ5007 lines were derived using an algorithm implemented in the SURPHOT package of MIDAS. Since no central stars are detected and both nebulae possess a high degree of azimuthal symmetry, we have defined the gravity centres of the surface brightness as the nebular centres. The integrated flux within a radius r as a function of r was then calculated. For a given radius r, the contribution from pixels for which only part falls inside the circle of radius r was calculated using a differential method. To minimize the error, each pixel of the original images was rebinned to 5 × 5 pixels. Finally, the integrated flux within radius r as a function of r was differentiated with respect to r and then divided by 2πr.
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to obtain the required azimuthally averaged surface brightness distributions. The results are plotted in Fig. 2.

2.2 Optical and UV spectrophotometry

Optical spectrophotometric measurements of SMC N2 and SMC N5 have been presented by Aller et al. (1981), Barlow (1987), Monk, Barlow & Clegg (1988) and Meatheringham & Dopita (1991). The line intensities adopted here are based on the first two references. These two nebulae were observed by IUE using the large aperture in 1981 and 1983. These IUE observations, together with optical spectrophotometric data, have been analysed by Aller et al. (1987) and by Walton, Barlow & Clegg (1991 and in preparation). The UV de-reddened relative intensities listed in Table 1 were taken from Walton et al. (in preparation).

The absolute Hβ fluxes of SMC N2 and SMC N5 were measured by Osmer (1976), Webster (1983), Wood et al. (1987) and Meatheringham et al. (1988). We adopt log $F(\text{H}β) = -12.76$ and $-12.81$ erg cm$^{-2}$ s$^{-1}$ for SMC N2 and SMC N5, respectively. These values are probably accurate to 0.02 dex.

Both SMC N2 and SMC N5 are of relatively high excitation class, and the He II λ1640 line is clearly detected by IUE. The total interstellar reddening toward the objects, including contributions from our own Galaxy and the host galaxy, were derived by comparing the observed He II $I(\lambda 1640)/I(\lambda 4686)$ ratios to their case B theoretical values (Hummer & Storey 1987). The Galactic reddening law of Howarth (1983) and the SMC reddening law of Prévot et al. (1984) were used. The contribution from Galactic reddening was derived from the reddening map of Burstein & Heiles (1982), and the observed $I(\lambda 1640)/I(\lambda 4686)$ ratio was used to derive the remaining SMC reddening. We found $c(\text{Gal})=0.065$ and $c(\text{SMC})=0.015$ for SMC N2, where $c$ is the logarithmic extinction at Hβ. Similarly, $c(\text{Gal})=0.065$ and $c(\text{SMC})=0.097$ were derived for SMC N5. The observed line intensities listed in Table 1 have been corrected for interstellar reddening and are normalized so that $I(\text{H}β)=100$. The Hβ surface brightness distributions of SMC N2 and SMC N5, deduced from the HST images shown in Fig. 2, are normalized so that the total dereddened fluxes are respectively log $I(\text{H}β) = -12.68$ and $-12.65$ (erg cm$^{-2}$ s$^{-1}$). The
[O\textsc{iii}] $\lambda 5007$ surface brightness distributions are then normalized using the intensities of $I(\lambda 4959 + \lambda 5007)$ relative to H$\beta$ as listed in Table 1, assuming $I(\lambda 5007) = 2.88 I(\lambda 4959)$ (Nussbaumer & Storey 1981).

Recently, in a programme aimed at studying the $^{13}\text{C}$ to $^{12}\text{C}$ isotope ratios in PNe, Clegg, Storey & Walsh (private communication) have measured the CN$/I(\lambda 1909)/I(\lambda 1907)$ ratio in SMC N2 using the HST Goddard High Resolution Spectrograph. This line ratio is a sensitive density diagnostic, and is particularly useful for detecting regimes of higher densities ($\geq 10^4$ cm$^{-3}$), where classical density diagnostic ratios such as [O\textsc{ii}] $I(\lambda 3729)/I(\lambda 3726)$ and [S\textsc{ii}] $I(\lambda 6716)/I(\lambda 6731)$ approach their high density limits (Nussbaumer & Schild 1979). They find $I(\lambda 1909)/I(\lambda 1907) = 0.794$, which gives $N_e = 7980$ cm$^{-3}$ for a temperature of 13 450 K, using the atomic data of Keenan, Feibelman & Berrington (1992). This density is about a factor of 3 higher than that deduced from the [O\textsc{ii}] $I(\lambda 3729)/I(\lambda 3726)$ ratio, $N_e = 3080$ cm$^{-3}$. As we will see in the next section, the radial density distribution derived for SMC N2 from its H$\beta$ image reproduces naturally these two density sensitive ratios.

Finally, we adopt a distance modulus of 18.9 to the SMC, corresponding to a distance of 60.3 kpc. This distance to the SMC is slightly larger than the 57.5 kpc used by Barlow et al. (1986).

3 PHOTOIONIZATION MODELS

3.1 Density distribution

Under typical nebular conditions, the mean free path of a hydrogen ionizing photon is much smaller than the characteristic size of the nebula. A nebula can either be optically thin, where all the H atoms are ionized to H$^+$ (density-bounded), or be optically thick, where only part of it is ionized (radiation-bounded). In the latter case the nebula is composed of two distinct zones, i.e. a central region where the hydrogen is nearly fully ionized (Strömgren sphere) and a neutral envelope separated from the ionized zone by a thin transition region. Unlike the [O\textsc{iii}] $\lambda 5007$ line, which is collisionally excited and has an emissivity which depends strongly on the electron temperature and density, H$\beta$ origin-
Table 1. Photoionization model of SMC N 2 and SMC N 5.

<table>
<thead>
<tr>
<th>Model setup</th>
<th>SMC N 2</th>
<th>SMC N 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_{\text{eff}} ) (K)</td>
<td>111500</td>
<td>137500</td>
</tr>
<tr>
<td>( \log g )</td>
<td>5.45</td>
<td>6.00</td>
</tr>
<tr>
<td>( L_* ) ((L_\odot))</td>
<td>8430</td>
<td>5850</td>
</tr>
<tr>
<td>( e )</td>
<td>0.405</td>
<td>0.700</td>
</tr>
</tbody>
</table>

Nebular distribution:
- Fig. 3(a), solid curve
- Fig. 3(b), solid curve

Nebular abundances relative to H (by number):
- He: \(9.77 \times 10^{-2}\); \(1.13 \times 10^{-1}\)
- C: \(5.17 \times 10^{-4}\); \(9.75 \times 10^{-4}\)
- N: \(1.77 \times 10^{-5}\); \(2.15 \times 10^{-5}\)
- O: \(1.43 \times 10^{-4}\); \(2.05 \times 10^{-4}\)
- Ne: \(2.19 \times 10^{-5}\); \(3.11 \times 10^{-5}\)
- S: \(3.70 \times 10^{-6}\); \(3.17 \times 10^{-6}\)

Comparison between observations and model predictions:

<table>
<thead>
<tr>
<th>Properties</th>
<th>SMC N 2</th>
<th>SMC N 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \log f(\text{H}\beta) ) (ergs cm(^{-2}) sec(^{-1}))</td>
<td>-12.68</td>
<td>-12.68</td>
</tr>
<tr>
<td>( \text{He}\lambda 4686/\text{He}\lambda 5876 )</td>
<td>2.58</td>
<td>2.57</td>
</tr>
<tr>
<td>( \text{C}\lambda (\lambda 1548 + \lambda 5500/\text{C}\lambda (\lambda 1907 + \lambda 1909 ) )</td>
<td>1.09</td>
<td>1.41</td>
</tr>
<tr>
<td>( \text{O}\lambda (\lambda 4959 + \lambda 5007)/\text{O}\lambda (\lambda 3726 + \lambda 3729) )</td>
<td>39.4</td>
<td>39.5</td>
</tr>
<tr>
<td>( \text{C}\lambda (\lambda 1909/\lambda 1907 )</td>
<td>0.58</td>
<td>0.60</td>
</tr>
<tr>
<td>( \text{O}\lambda (\lambda 4959 + \lambda 5007)/\lambda 4363 )</td>
<td>87.6</td>
<td>76.0</td>
</tr>
<tr>
<td>( \text{He}\lambda 4471 )</td>
<td>3.77</td>
<td>4.04</td>
</tr>
<tr>
<td>( \text{He}\lambda 5876 )</td>
<td>11.1</td>
<td>11.0</td>
</tr>
<tr>
<td>( \text{He}\lambda 6440 )</td>
<td>199</td>
<td>201</td>
</tr>
<tr>
<td>( \text{He}\lambda 6678 )</td>
<td>28.6</td>
<td>28.3</td>
</tr>
<tr>
<td>( \text{C}\lambda (\lambda 3935 )</td>
<td>27.4</td>
<td>27.8</td>
</tr>
<tr>
<td>( \text{C}\lambda (\lambda 4267 )</td>
<td>0.78</td>
<td>0.23</td>
</tr>
<tr>
<td>( \text{C}\lambda (\lambda 1907, 1909 )</td>
<td>110.7</td>
<td>1130</td>
</tr>
<tr>
<td>( \text{C}\lambda (\lambda 1548, 1550 )</td>
<td>120.5</td>
<td>1593</td>
</tr>
<tr>
<td>( \text{N}\lambda (\lambda 6548, 6584 )</td>
<td>11.1</td>
<td>11.0</td>
</tr>
<tr>
<td>( \text{O}\lambda (\lambda 3726, 3729 )</td>
<td>29.1</td>
<td>29.2</td>
</tr>
<tr>
<td>( \text{O}\lambda (\lambda 7325 )</td>
<td>4.92</td>
<td>3.05</td>
</tr>
<tr>
<td>( \text{O}\lambda (\lambda 4959, 5007 )</td>
<td>1147</td>
<td>1153</td>
</tr>
<tr>
<td>( \text{O}\lambda (\lambda 1663 )</td>
<td>66.9</td>
<td>32.5</td>
</tr>
<tr>
<td>( \text{N}\lambda (\lambda 3868, 3967 )</td>
<td>94.0</td>
<td>94.3</td>
</tr>
<tr>
<td>( \text{N}\lambda (\lambda 4725 )</td>
<td>0.25</td>
<td>0.20</td>
</tr>
<tr>
<td>( \text{N}\lambda (\lambda 5324 )</td>
<td>5.79</td>
<td>7.57</td>
</tr>
<tr>
<td>( \text{Si}\lambda (\lambda 6716, 6731 )</td>
<td>3.77</td>
<td>2.73</td>
</tr>
<tr>
<td>( \text{Si}\lambda (\lambda 6312 )</td>
<td>0.80</td>
<td>1.33</td>
</tr>
</tbody>
</table>

Nebular ionized mass \( M_{\text{ion}}(\text{H + He}) \) \((M_\odot)\):
- SMC N 2: 0.180
- SMC N 5: 0.194

SMC H-burning central stars:
- Star mass \( M_* \) \((M_\odot)\):
  - SMC N 2: 0.674
  - SMC N 5: 0.649
- Evolutionary age since \( T_{\text{eff}} = 10^4 \) K (yr):
  - SMC N 2: 4000
  - SMC N 5: 5500
- Predicted \( \log g \):
  - SMC N 2: 5.48
  - SMC N 5: 5.99

LMC He-burning central stars:
- Star mass \( M_* \) \((M_\odot)\):
  - SMC N 2: 0.695
  - SMC N 5: 0.675
- Evolutionary age since \( T_{\text{eff}} = 10^4 \) K (yr):
  - SMC N 2: 2700
  - SMC N 5: 7800
- Predicted \( \log g \):
  - SMC N 2: 5.50
  - SMC N 5: 6.01

A formalism to convert the observed \( \text{H}\beta \) surface brightness distribution to a density distribution under the assumption of spherical symmetry is given by Harrington & Feibelman (1983). They use a density distribution of the form

\[
N_H(\rho) = N_0 \sum_{k=0}^{K} \sum_{a=0}^{N} a_{ka} (\rho/\rho_a)^{1+a} \exp\left(\frac{-\rho/\rho_a}{2}\right),
\]

where \( \rho \) is the radial distance from centre, \( H_a \) and \( N_0 \) are scaling factors for radius and density, \( a_{ka} \) are dimensionless...
constants, and $K$ and $N$ are integers. Assuming uniform electron temperature and that hydrogen is fully ionized everywhere, it can be shown that the projected surface brightness distribution that results from such a density distribution is a function of the impact parameter of the line of sight, $r$, of similar form

$$I(r) = \sum_{k=0}^{K} \sum_{n=0}^{N} b_{k,n}(r/H_k)^{2n} \exp(-r/H_k)^2 ,$$

(2)

where $b_{k,n}$ are functions of $a_{k,n}$ and $H_k$. A remarkable property of the brightness distribution of this form is that convolution of it with a Gaussian beam,

$$G(x, y) = \frac{1}{\pi s^2} \exp \left( -\frac{x^2 + y^2}{s^2} \right) ,$$

results in another expression of exactly the same form; only the constants are changed. That is, the broadened brightness distribution is given by

$$S(r) = \sum_{k=0}^{K} \sum_{n=0}^{N} c_{k,n}(r/Q_k)^{2n} \exp(-r/Q_k)^2 ,$$

(3)

where $Q_k^2 = H_k^2 + s^2$, and $c_{k,n}$ are functions of $b_{k,n}$ and $H_k/Q_k$.

The angular resolution of the HST is not limited by atmospheric broadening (seeing); however, the small angular sizes of the Magellanic Cloud PN mean that the finite angular resolution of the HST needs to be taken into account when comparing the observed H$\beta$ surface distribution with the predictions of modelling calculations. For a telescope of diameter $D$, the angular resolution is limited by the diffraction limit given by $\Delta \theta = 1.22\lambda/D$, where $\lambda$ is the observing wavelength. For the HST, $\Delta \theta = 0.05$ arcsec at the wavelength of H$\beta$. In the analysis below we have assumed an HST angular resolution of 0.05 arcsec for both H$\beta$ and [O ii] $\lambda 5007$ images, and have convolved the theoretical brightness distributions with a Gaussian of 0.05 arcsec FWHM (or in terms of Harrington & Feibelman’s parameter $s = 0.03$ arcsec) before comparing them to the observations. In practice, the density distribution is derived by varying $a_{k,n}$ until the resultant $S(r)$ matches the observations. Note that $N_0$ is not a free parameter, but is constrained by the absolute H$\beta$ flux.

Strictly speaking, the Harrington & Feibelman formalism is valid only if the nebula is optically thin, i.e. if the nebula is fully ionized everywhere. As we will see below, SMC N 2 is found to be fully ionized. For this nebula, the density distribution deduced in the above manner reproduces correctly the H$\beta$ brightness distribution after the ionizing radiation field had been adjusted to reproduce the ionization structure and H$\beta$ luminosity (see below) and no iteration was required. This is not the case for SMC N 5, which is found to be optically thick and radiation-bound, as indicated by its quite strong [O ii] $\lambda 3726$, 3729 line emission, in spite of its stronger He ii $\lambda 4686$ emission as compared to SMC N 2. For SMC N 5, several iterations were required to match both the ionization structure and the H$\beta$ brightness distribution.

Finally, photoionization models based on density distributions derived as described above generally give an average density too low to reproduce density-sensitive line ratios such as [O ii] $I(\lambda 3729)/I(\lambda 3726)$ and C iii] $I(\lambda 1909)/I(\lambda 1907)$, indicating the presence of density fluctuations. A standard way to overcome this difficulty is to introduce the so-called filling factor, $\epsilon$, such that within any small region a fraction $\epsilon$ of the volume is filled with material of density $N_0(\rho)$, while the complementary fraction $(1 - \epsilon)$ is empty. For SMC N 2 and SMC N 5 our best-fitting models give $\epsilon = 0.405$ and 0.700, respectively.

The density distributions for SMC N 2 and SMC N 5, which reproduced the correct ionization structure, H$\beta$ brightness distribution, absolute H$\beta$ flux and observed density-sensitive line ratios, are shown in Figs 3(a) and (b). As in the case of IC 3568 studied by Harrington & Feibelman (1983), both SMC N 2 and SMC N 5 show a sharp drop in brightness near the nebular centre (Fig. 2) and it is thus

---

**Figure 3.** Density distributions of (a) SMC N 2 and (b) SMC N 5 derived from HST FOC H$\beta$ images using the Harrington & Feibelman formalism (dashed lines). $\epsilon$ is the filling factor and equals 0.405 and 0.700 for SMC N 2 and SMC N 5, respectively. The density distributions adopted in our final photoionization models for these two nebulae are given by solid lines which are two-part polynomial fits to the dashed lines. See text for more details.
necessary to use a density distribution with a large value of \( N \) in equation (1). Here we have adopted \( N = 12 \) for both nebulae. Large values of \( N \) result in very sharp, thin shells. To reproduce the extended, slowly decreasing brightness outside the peak emission, several shells are added together. In our case, \( K = 3 \) and 4 have been used for SMC N 2 and SMC N 5, respectively.

Fig. 3 shows that SMC N 2 and SMC N 5 have very similar density structures, i.e. a central cavity surrounded by a thick shell whose density decreases slowly as radius increases. We have used low-order polynomials to fit the relatively rough density distributions derived using equation (1). Indeed, we find that a second-order polynomial is sufficient to describe the density variation in the thick shell for both nebulae. Such fits are shown in Fig. 3 and are adopted as the density distributions in our final models.

3.2 Photoionization models

Once the density distribution is established from the H\( \beta \) brightness distribution, using either the formalism of Harrington & Feibelman (1983) in the case of SMC N 2, or just based on test-and-try as in the case of SMC N 5, photoionization models which reproduce the correct ionization structure, i.e. models which match the observed line ratios such as \( I(\lambda 4686)/I(\lambda 5876) \) and \( I(\lambda 4959 + \lambda 5007)/I(\lambda 3726 + \lambda 3729) \), and the absolute H\( \beta \) flux, are constructed using the code written originally by Dr. J. P. Harrington and later revised and updated by Dr. R. E. S. Clegg (see Harrington et al. 1982 and Clegg et al. 1987 for a description). The free parameters include the effective temperature \( T_{\text{eff}} \), luminosity \( L_\star \) and surface gravity \( \log g \) of the exciting star. The filling factor is also treated as a free parameter such that both the absolute H\( \beta \) flux and density-sensitive line ratios such as C\( \text{iii} \)//\( I(\lambda 1909)/I(\lambda 3729) \) and O\( \text{iii} \)//\( I(\lambda 3729)/I(\lambda 3726) \) are matched. The Auer & Mihalas (1972) hydrogen and helium blanketed NLTE model atmospheres published by Clegg & Midlemass (1987) are adopted for the energy distribution of the exciting stars. Chemical abundances derived by Walton et al. (in preparation) based on a semi-empirical ion method were used as the first approximation. The H\( \beta \) surface brightness distributions predicted by the models were then convolved with a Gaussian of FWHM 0.05 arcsec and compared to those deduced from the HST images. This process was repeated until a model which matched all these constraints was reached. Finally, the chemical abundances were adjusted and the free parameters fine-tuned so that the absolute fluxes of well-measured lines such as He\text{ii} \( \lambda 4686 \), C\text{iii} \( \lambda 1907, 1909 \), [N\text{i}] \( \lambda 6584 \) and [O\text{iii}] \( \lambda 5007 \) were matched. The resultant abundances are in excellent agreement with those derived previously by Aller et al. (1987) for SMC N 2 and SMC N 5, and by Barlow et al. (1986) for SMC N 2.

The input parameters of the final models for SMC N 2 and SMC N 5 are listed in Table 1, where predictions from the models are compared to observed values. As can be seen in Table 1, excellent agreement is achieved between observations and model calculations for all important diagnostic line ratios as well as with the absolute fluxes of all important lines that are well measured. The only exception is the C\text{iv} \( \lambda \lambda 1548, 1550 \) lines where, for both nebulae, the models give fluxes about 30 per cent higher than observed. Such a discrepancy is frequently encountered in nebular photoionization modelling calculations, and is generally attributed to the effect of dust absorption on these two resonance lines (e.g. Harrington et al. 1982). The effect is, however, much smaller than in Galactic PNe such as NGC 7662, modelled by Harrington et al., and NGC 3918, modelled by Clegg et al. (1987), indicating much smaller dust optical depths in these two SMC PNe. Our models also predict much smaller O\text{iii} \( \lambda 1663 \) line fluxes, probably because of the observational errors involved in measuring this weak line, which consists of two components spanning a wavelength range of several Ångströms. Finally, for SMC N 2, the model predicts a slightly low [O\text{iii}] \( I(\lambda 4959 + \lambda 5007)/I(\lambda 4363) \) line ratio, implying a higher average electron temperature, 14 300 K, as compared to the 13 400 K implied by the observed ratio. This may partly be due to observational error in the intensity of the relatively weak auroral line \( \lambda 4363 \). The intensities of the [O\text{iii}] optical lines of SMC N 2 adopted here are based on observations by Aller et al. (1981). For comparison, measurements presented by Meatheringham & Dopita (1991) give \( I(\lambda 4959 + \lambda 5007)/I(\lambda 4363) = 59.1 \), implying \( T_e = 16 000 \) K. A better measurement of the \( \lambda 4363 \) line is thus required in order to clarify the situation.

A remarkable feature of our photoionization model for SMC N 2 is that it successfully reproduces the accurate density diagnostic ratios of C\text{iii} \( I(\lambda 1909)/I(\lambda 1907) \) and [O\text{iii}] \( I(\lambda 3729)/I(\lambda 3726) \), even though the former indicates an electron density three times higher than does the latter (Section 2.2). This strongly supports the validity of the density structure we deduced for this nebula from its HST H\( \beta \) image.

The model monochromatic surface brightness distributions in the H\( \beta \) and [O\text{iii}] \( \lambda 5007 \) lines, before and after convolution with a Gaussian of FWHM 0.05 arcsec, are plotted in Fig. 2 for SMC N 2 and SMC N 5. In both cases, although the broadened theoretical H\( \beta \) brightness distributions closely match what is observed, the models fail to reproduce the \( \lambda 5007 \) brightness distributions: the observed \( \lambda 5007 \) brightness outside the peak emission decreases much more slowly than predicted. The origin of this discrepancy is not clear. One possibility is that the nebulae are not strictly spherically symmetric, as can be seen on the H\( \beta \) image of SMC N 2. Thus our spherically symmetric models are only one-dimensional approximations to the real, three-dimensional objects. Even so, it is still hard to understand why this is not revealed in the H\( \beta \) images. Another possibility is that the model atmospheres adopted here are not good enough in giving the correct fluxes in the O\text{iii} and O\text{iv} ionizing continua. Clegg & Midlemass (1987) argued that the 'mean light-ion' of Mihalas (1972) produces 'artificial' absorption edges which do not occur in actual stellar flux distributions and were hence excluded from their calculations. The opacity of metal ions in photosphere or in stellar winds could, however, have effects on the emerging stellar ionizing flux that are worth further investigation. The modelling of additional nebulae of different properties may help to clarify the situation.

The variation of electron temperature, electron density, and the ionization structure of H, He, C, N and O, as functions of radius, in SMC N 2 and SMC N 5, that are predicted by our nebular models are shown in Figs 4 and 5. SMC N 2 is found to be completely ionized. H is still 95 per cent ionized at the outer boundary of our nebular model for SMC N 2, at
a radius of 0.35 arcsec (0.102 pc), where the H\(\beta\) surface brightness has dropped to about 0.05 per cent of its peak value, which occurs at a radius of 0.096 arcsec. The optical depth at the H ionizing threshold at this outer radius is, however, quite significant, \(\tau(H\beta) = 54\), indicating that most of the ionizing photons from the central star should have been absorbed within the nebula. Unlike SMC N 2, however, SMC N 5 is radiation-bounded: H\(^+\)/H drops below 0.5 at a radius of 0.237 arcsec (0.0692 pc). At the outer boundary of our model for SMC N 5, at \(r = 0.30\) arcsec, H\(^+\)/H \(\approx\) \(7 \times 10^{-4}\) and \(\tau(H\beta) \approx 1300\).

Our photoionization models predict \(V\) magnitudes of 20.9 and 21.6, respectively, for the central stars of SMC N 2 and SMC N 5. For SMC N 2, the H\(\beta\) surface brightness near the nebular centre is about \(1.2 \times 10^{-12}\) erg cm\(^{-2}\) s\(^{-1}\) arcsec\(^{-2}\), or for a pixel size of 0.0224 arcsec, \(6.0 \times 10^{-16}\) erg cm\(^{-2}\) s\(^{-1}\) pixel\(^{-1}\). The predicted continuum emission from its central star at the corresponding wavelength is \(9.9 \times 10^{-16}\) erg cm\(^{-2}\) s\(^{-1}\), assuming an effective bandwidth of 36.7 \(\AA\) for the H\(\beta\) filter (Section 2.1). Thus, even if all the emission from the central star of SMC N 2 is caught by a single pixel on the H\(\beta\) image, it would still be very difficult to pick it out from the surrounding nebular H\(\beta\) emission background. The optical emission from the central star of SMC N 5 is even fainter, and a similar conclusion can be drawn. These results are consistent with the fact that no central stars were detected on our HST H\(\beta\) and [O\(\text{iii}\)] \(\lambda\)5007 images of these two nebulae (Section 2.1). The central stars would be much easier to detect by imaging through a continuum filter (e.g. at 4200 \(\AA\)). Meatheringham & Dopita (1991) report the detection of stellar emission from SMC N 5 from their optical spectroscopy. They derived H and He\(^+\) Zanstra temperatures of 126 000 and 155 000 K, respectively. Their detection is, however, doubtful considering the faintness of stellar emission as compared to the (total) nebular continuum emission. For example, at the wavelength of 4200 \(\AA\), the expected stellar flux is only 6 per cent of that from the nebular continuum. Note that from photoionization modelling calculations, Dopita & Meatheringham (1991) derived \(T_{\text{eff}} = 147\) 000 K and \(L_\odot = 2780\) \(L_\odot\) for the exciting star of SMC N 5, which predicts even fainter stellar optical emission. The best opportunity for detecting these hot stars is, however, in the UV wavelength region. For this purpose we have investigated the IUE SWP spectra available for SMC N 2 and SMC N 5, which are plotted in Fig. 6. Unfortunately, after the contribution from nebular continuum emission has been subtracted, no stellar continuum can be detected above the noise level for both objects. The stellar and nebular continuum fluxes predicted by our models are shown in Fig. 6. For SMC N 5, the weakly detected con-

© Royal Astronomical Society • Provided by the NASA Astrophysics Data System
The nebular ionized masses (H + He) of SMCN 2 and SMCN 5, integrated over the whole volume, are listed at the end of Table 1 and are 0.180 and 0.194 M☉, respectively. Since SMCN 2 is fully ionized, 0.180 M☉ should be the total mass of the gaseous shell. SMCN 5 is, however, radiation-bounded; hence the ionized mass found here is a lower limit to the total nebular (ionized plus neutral) mass. It is impossible to derive the total nebular mass for this object without knowing something about the mass in neutral form. Integra-
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Figure 6. The dereddened *IUE* spectra of (a) SMC N2 (formed by merging the spectra from SWP 14078, 20454 and 20527) and (b) SMC N5 (formed by merging the spectra from SWP 14076, 14077 and 20453). The dotted and dashed lines are the predicted contributions from the central star and nebular continuum emission, and the solid lines are the sum of these. Note that the flux is plotted on a logarithmic scale, where all pixels with negative values have been discarded.

...tion of the density distribution adopted here, shown in Fig. 3, to infinite radius will simply give an infinite value. Obviously, this density distribution should be cut off beyond a certain radius.

As described in Section 1, accurate nebular masses for PNe are important for a number of purposes. In order to derive nebular masses, we generally need to know nebular sizes or, preferably, nebular density distributions. Such information is, however, difficult and time-consuming to obtain for PNe such as those in the Magellanic Clouds, due to their very small angular sizes. A method to deduce nebular ionized masses without knowing the nebular sizes was proposed by Barlow (1987) who showed that the ionized mass of a PN can be derived from its absolute Hβ flux, provided its mean electron density is known, i.e.

$$M_{\text{ion}} = \frac{8.12 \times 10^{11} I(\text{H} \beta) t^{0.91}(1 + 4y) D^2(\text{kpc})}{\langle N_e \rangle} \text{ M}_\odot, \quad (4)$$

where $t = T_e/10^4$ K, $y$ is the He abundance by number, $D$ is the distance to the nebula and $\langle N_e \rangle$ is the mean electron density derived from a density-sensitive forbidden line ratio.

The key point of this method is to find an observable density-sensitive ratio of two emission lines whose emissivities trace closely the nebular overall ionized mass distribution and from which an $\langle N_e \rangle$ characteristic of the whole nebula can be determined. Barlow (1987) argued that for optically thin PNe, most of the O$^+$ giving rise to the emission of the [O ii] $\lambda\lambda 3726, 3729$ doublet (whose ratio is a sensitive probe of electron density) arises from recombination of electrons with O$^{2+}$ ions, which, as a dominant ion, should trace the ionized gas well. Thus, for optically thin nebulae, the electron density deduced from the [O ii] doublet ratio should give a good approximation to $\langle N_e \rangle$, provided that fluxes integrated over the whole nebula are used for both lines. The photoionization models presented here can be used to test this method. Using the C iii] $I(\lambda 1909)/I(\lambda 1907)$ and [O ii] $I(\lambda 3729)/I(\lambda 3726)$ line ratios given by our photoionization model for SMCN 2, we find $\langle N_e(\text{C iii])} \rangle = 7770$ cm$^{-3}$ and $\langle N_e(\text{[O ii])} \rangle = 2730$ cm$^{-3}$. Substitution of these two densities into equation (4) yields $M_{\text{ion}}$ equal to 0.156 and 0.444 M$_\odot$, respectively. Similarly, for SMCN 5, $\langle N_e(\text{C iii])} \rangle = 6670$
Figure 7. Diagrams showing the radial variations of the surface brightness of (a) the \( [\text{O} \, \text{ii}] \lambda \lambda 3726, 3729 \) lines, and (b) their ratio, (c) the surface brightness of the \( [\text{C} \, \text{iii}] \lambda \lambda 1907, 1909 \) lines, and (d) their ratio, for SMCN 2 as derived from our photoionization model for this nebula. The dotted and solid lines are, respectively, the intrinsic surface brightness distributions predicted by the model, and the same distributions after convolution with a Gaussian of FWHM of 0.05 arcsec.

\[ \text{cm}^{-3} (N_{e}([\text{O} \, \text{ii}])) = 4370 \text{ cm}^{-3}, \] yielding ionized nebular masses of 0.197 and 0.300 M\(_{\odot}\), respectively. These results may be compared to the actual nebular ionized masses of 0.180 and 0.194 M\(_{\odot}\) listed in Table 1 for SMCN 2 and SMCN 5. Obviously, even for SMCN 2, which is optically thin, the \( M_{\text{ion}} \) derived from the mean \([\text{O} \, \text{ii}]\) density overestimates the actual value. On the other hand, for both objects the nebular mass \( M_{\text{ion}} \) derived from the mean \([\text{C} \, \text{iii}]\) density provides a good approximation to the real value. This result can be understood by comparing the nebular density distributions shown in Fig. 3 with the surface brightness distributions of the \([\text{C} \, \text{iii}]\) and \([\text{O} \, \text{ii}]\) lines presented in Figs 7 and 8. Even for SMCN 2, most of the \([\text{O} \, \text{ii}]\) emission comes from the outer part of the nebula, where the density has dropped significantly. In contrast, the \([\text{C} \, \text{iii}]\) lines trace much better the overall distribution of nebular mass, owing to the higher ionization potential of \( \text{C}^{+} \) as compared with that of \( \text{O}^{0} \).

### 4.2 Central star masses

Once the effective temperature and luminosity have been determined, the mass of the central star can be derived by interpolating between theoretical evolutionary tracks. The result depends on whether the star is assumed to be burning hydrogen or helium in a thin shell above its CO core, which in turn depends on the phase of the thermal pulse cycle at which the departure from the AGB occurs. In the HR diagram in Fig. 9, the luminosities of the central stars of SMCN 2 and SMCN 5 are plotted against their effective temperatures. Also shown are H- and He-burning evolutionary tracks calculated by Vassiliadis & Wood (1994) for progenitor stars with heavy-element abundances corresponding to the mean metal abundances of the LMC (\( Z = 0.008 \)) and SMC (\( Z = 0.004 \)). The stellar masses derived by interpolating between the SMC H-burning tracks and the LMC He-burning tracks (for progenitor stars with an SMC mean metal composition, only one He-burning track, for a core mass of 0.558 M\(_{\odot}\), was calculated by Vassiliadis & Wood 1994), and the corresponding evolutionary ages since the stars first reached an effective temperature of 10 000 K, are listed at the end of Table 1. (The results listed for SMCN 2 as a He-burner were derived by extrapolating the two LMC He-burning tracks for masses of 0.669 and 0.679 M\(_{\odot}\), the largest core masses calculated by Vassiliadis &
Figure 8. Same as Fig. 7, but for SMC N 5. The sharp variations seen in the dotted lines in (b) and (d) near the nebular edge are artefacts produced by numerical rounding errors. The nebula becomes neutral at a radius of approximately 0.24 arcsec (cf. Fig. 5), and so the [O III] and C III] line fluxes beyond this point are essentially zero.

Wood for He-burners.) From the radius (which can be calculated from the effective temperature and luminosity) and the mass of the central star, the stellar surface gravity can be derived. The results are also listed in Table 1, and are in close agreement with the values used to construct the nebular photoionization models.

As described in Section 3, although accurate determination of stellar luminosities by modelling calculations requires realistic nebular density distributions such as those derived from the Hβ surface brightness distributions, stellar effective temperatures Teff and surface gravities log g deduced from such calculations are not very sensitive to the actual density distributions. Reasonable accurate values of Teff and log g can be derived even using density distributions derived from images taken in the light of the [O III] λ5007 line, treated as if they were taken in Hβ. It is thus interesting to see whether reliable values of the stellar core mass can be derived from Teff and log g alone with the help of theoretical evolutionary tracks, without resort to stellar luminosity. Such a technique to derive Mc from Teff and log g has been previously employed (e.g. Méndez et al. 1988; Méndez 1991) to study Galactic PNe for which distances and therefore luminosities are difficult to obtain, with the values of Teff and log g derived by fitting high-spectral-resolution profiles of stellar H and He absorption lines with theoretical line profiles obtained from non-LTE model atmosphere calculations. For this purpose, we have rederived the stellar core masses for SMC N 2 and SMC N 5 by interpolating their Teff and log g values derived from our photoionization modelling calculations between the H- and He-burning tracks of Vassiliadis & Wood (1994). From H-burning evolutionary tracks of mean SMC metal abundance, we find Mc = 0.680 and 0.648 M⊙ for SMC N 2 and SMC N 5, respectively, in excellent agreement with the values of 0.674 and 0.648 M⊙ listed at the end of Table 1, derived from the Teff and L* obtained from our modelling calculations. The above values of Mc = 0.680 and 0.648 M⊙, together with the corresponding values of Teff and log g yield luminosities L* of 9200 and 5720 L⊙ for SMC N 2 and SMC N 5, respectively, consistent with the (more accurate) luminosities listed in Table 1, which were derived directly from our modelling calculations. Similarly, from the H-burning evolutionary tracks of mean LMC metal abundance,
we find $M_e=0.688$ and $0.677\, M_\odot$ for SMC N2 and SMC N5, respectively, in turn implying $L_e=9310$ and $5970\, L_\odot$, again in excellent agreement with those listed in Table 1. These calculations clearly show that reasonably accurate values of $M_e$ (and thus $L_e$) can be derived with the aid of theoretical evolutionary tracks, provided that reliable values of $T_{\text{eff}}$ and log $g$ can be determined, either by photoionization modelling as used in this study, or by stellar absorption-line profile fitting as employed by Méndez et al. (1988) and Méndez (1991).

The evolutionary ages given at the end of Table 1 can be compared to the expansion ages of the gaseous shells. The [O\textsc{iii}]$\lambda5007$ line profiles of SMC N2 and SMC N5 have been measured by Dr J. Meaburn using the University of Manchester Echelle Spectrometer (Meaburn et al. 1984) on the AAT at a resolution of $12.9\, \text{km s}^{-1}$. The result for SMC N2 has been presented by Barlow et al. (1986). They gave an expansion velocity of $17\, \text{km s}^{-1}$. In their analysis, contributions from instrumental and thermal broadening to the observed linewidth were taken into account and they assumed that the nebular expansion velocity increases linearly with radius (Robinson, Reay & Atherton 1982). The expansion velocity thus obtained corresponds to that at the nebular peak emission. A similar analysis of the data for SMC N5 shows that it has the same expansion velocity as SMC N2, i.e. $17\, \text{km s}^{-1}$. In the light of H$\beta$, SMC N2 and SMC N5 have angular radii of $0.095$ and $0.091$ arcsec, respectively, at their peak surface brightness (Fig. 2). At the distance of $60.3\, \text{kpc}$ adopted here for the SMC, the corresponding linear sizes of $0.028$ and $0.026\, \text{pc}$ yield expansion ages of $1600$ and $1530\, \text{yr}$ for SMC N2 and SMC N5, respectively. For SMC N2, as already noted by Blades et al. (1992), the expansion age thus derived is too short as compared to the evolutionary age if the central star is on a H-burning evolutionary track, but is more easily reconciled if the star is on a He-burning track. For SMC N5, however, both H-burning and He-burning assumptions give similar evolutionary ages, between $5500$ and $7800\, \text{yr}$, much longer than the expansion age. Even if we assume that the nebular expansion velocity increases linearly with time from a starting value of $10\, \text{km s}^{-1}$, the expansion age increases by only about $30\%$ per cent, still significantly lower than the evolutionary age. On the other hand, it is possible that the assumption that the expansion velocity increases linearly with radius is valid only for optically thin objects and not for SMC N5, which is optically thick. For SMC N5 the nebula extends beyond the ionization front boundary. Accordingly, the assumption that the expansion velocity of $17\, \text{km s}^{-1}$ derived
above corresponds to expansion at the peak density may not be right, and the expansion age of SMC N 5 could be higher than the 1530 yr given above.

The above comparisons between the nebular expansion and evolutionary ages are based on an extremely simplified evolutionary scenario for PNe as uniform expanding shells. However, recent radiation-gasdynamics modelling of the evolution of PNe shows the importance of the evolution of the central star and its fast stellar wind on the nebular morphology and kinematics. For example, Mellem (1994) finds that the ionization of a nebula by its central star can lead to a stalling of the expansion of the nebula, giving an expansion age apparently lower than the corresponding evolutionary age [but see also Marten, Gęsicki & Szczepka (1993) who find exactly the opposite result from independent numerical studies]. Our results on the expansion and evolution ages for SMC N 2 and SMC N 5 are consistent with the stalled expansion calculations of Mellem (1994). It should be noted, however, that the evolutionary ages quoted above, from Vassiliadis & Wood (1994), refer to the time since the central star had $T_{\text{eff}} = 10^4$ K. Given that calculated time-scales for evolution from the AGB (which should correspond to the zero-point for the nebular expansion) to $T_{\text{eff}} = 10^8$ K are very sensitive to the assumptions of the evolutionary models (Schröberner 1990; Vassiliadis & Wood 1994), it appears that comparisons between nebular expansion ages and central star evolutionary ages may not be very profitable at present.

### 4.3 Abundances

The chemical abundances derived from our modelling calculations for SMC N 2 and SMC N 5 are compared in Table 2 to values published previously by other workers (Barlow et al. 1986; Aller et al. 1987; Dopita & Meatheringham 1991; Walton et al. 1991 and in preparation). All the abundances listed in Table 2 are derived from photoionization modelling calculations, except those from Walton et al. where a semi-empirical iucf method has been used. For C, O and Ne, the abundances generally agree within 0.05 dex (12 per cent), except for oxygen, for which Dopita & Meatheringham derived an abundance which was 0.2 dex lower in the case of SMC N 2, and 0.1 dex lower in the case of SMC N 5. Our helium abundances are about 0.04 dex lower than those given by Aller et al. (1987) and Barlow et al. (1986), and are in better agreement with those of Walton et al. This is because in Walton et al. and in the current work the effect of collisional excitation of the helium triplet metastable ground level (2S) by electron impacts, which enhance the observed helium line intensities, has been accounted for. The agreement between the nitrogen and sulphur abundances is, however, less satisfactory, with discrepancies of as large as 0.3 dex. The large scatter in the derived N and S abundances is simply due to the fact that for both elements only lines from a single ionization stage have been measured, i.e. [N II] $\lambda\lambda6548, 6584$ and [S II] $\lambda\lambda6716, 6731$. (For SMC N 2, the intensity of the [S II] $\lambda6312$ line has also been measured, but with a large uncertainty due to its weakness. Because of its high excitation energy, the flux of this line is very sensitive to the electron temperature.) In both SMC N 2 and SMC N 5, most nitrogen and sulphur exists in ionization stages higher than N$^+$ and S$^+$, and so N and S abundances based only on the [N II] and [S II] lines depend critically on the ionization structures determined by the modelling calculations.

### 5 SUMMARY

We have constructed fully self-consistent photoionization models for two SMC PNe, SMC N 2 and SMC N 5, based on realistic nebular radial density distributions derived from HST FOC H/$\beta$ images. The models successfully reproduce the observed H/$\beta$ surface brightness distributions and all the important line fluxes obtained from optical and UV spectrophotometry. The models, however, fail to reproduce the surface brightness distributions in the [O III] $\lambda$5007 line, which has also been imaged by the HST. This discrepancy could arise from the crudeness of the model atmospheres used in the current calculations. Our modelling calculations show that although reliable values of $T_{\text{eff}}$ and log $g$ can be obtained by making use of [O III] surface brightness distributions, accurate density distributions derived by imaging in the light of 'proper' lines such as H/$\beta$ are crucial for obtaining reliable stellar luminosities by matching the nebular emission properties. An alternative way to obtain the stellar luminosities, however, is to derive the stellar core mass $M_*$ directly by interpolating between theoretical evolutionary tracks in the $T_{\text{eff}}$-log $g$ plane, using the values of $T_{\text{eff}}$ and log $g$ derived from photoionization modelling fits to the observed line ratios, which are less dependent on the actual nebular density distributions. The resultant value of $M_*$, together with the derived $T_{\text{eff}}$ and log $g$, can then be used to calculate the stellar luminosity. It is found that the stellar luminosities deduced in this manner agree reasonably well with those derived from photoionization modelling matches to the observed nebular H/$\beta$ surface brightness distributions and line fluxes. We have also shown that the correct nebular ionized mass can be deduced from the nebular H/$\beta$ flux, provided that the mean nebular density given by the C III] $\lambda1909/\lambda1907$ ratio is also known.
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