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Abstract

Driven by technological advancements, we now own and operate an ever-growing number of digital devices, leading to an increased amount of digital data we produce, use, and maintain. However, while there is a substantial increase in computing power and availability of devices and data, many tasks we conduct with our devices are not well connected across multiple devices. We conduct our tasks sequentially instead of in parallel, while collaborative work across multiple devices is cumbersome to set up or simply not possible. To address these limitations, this thesis is concerned with cross-device computing. In particular it aims to conceptualise, prototype, and study interactions in cross-device computing.

This thesis contributes to the field of Human-Computer Interaction (HCI)—and more specifically to the area of cross-device computing—in three ways: first, this work conceptualises previous work through a taxonomy of cross-device computing resulting in an in-depth understanding of the field, that identifies underexplored research areas, enabling the transfer of key insights into the design of interaction techniques. Second, three case studies were conducted that show how cross-device interactions can support curation work as well as augment users’ existing devices for individual and collaborative work. These case studies incorporate novel interaction techniques for supporting cross-device work. Third, through studying cross-device interactions and group collaboration, this thesis provides insights into how researchers can understand and evaluate multi- and cross-device interactions for individual and collaborative work. We provide a visualization and querying tool that facilitates interaction analysis of spatial measures and video recordings to facilitate such evaluations of cross-device work. Overall, the work in this thesis advances the field of cross-device computing with its taxonomy guiding research directions, novel interaction techniques and case studies demonstrating cross-device interactions for curation, and insights into and tools for effective evaluation of cross-device systems.
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Chapter 1. Introduction

Our interactions with computers have fundamentally changed in the last 30 years. Mark Weiser’s vision of ubiquitous computing (ubicomp) was that users could interact with the devices they have and that are in their surroundings through context-aware and ambient intelligence so that “no one will notice [the devices’] presence” (Weiser 1991). His seminal paper, published in 1991, led to a large body of research into such multi-device usage and interactions that go beyond the one-person-one-device paradigm. Since then multi-device research has become an important part of the field of human-computer interaction (HCI). However, instead of blending all devices together and trying to hide the boundaries between them, designers are rethinking Weiser’s original vision, to embrace and leverage the heterogeneity of devices and their “seams” (Oulasvirta 2008; Chalmers and Galani 2004)—and in doing so ultimately creating an ecology of devices. Such device ecologies—i.e. groups of computing resources that are fixed and/or mobile and are aware of their social use, interactive capabilities, and/or spatial location (Bødker and Klokmose 2012)—build the conceptual foundation of cross-device computing. Cross-device experiences however need to be purposefully built so that they can be used in the right place (Rogers 2006)—in every meaning of the word place: physical, social, and temporal (Buxton 2018). Rather than just being fixed to a single place, through technological advancements, much of the cross-device research agenda in the past 30 years has been concerned with how to embed devices in everyday use setting, taking into account mobility, flexibility, and the ad hoc-ness of device ecologies and people. From smart-space, multi-display, distributed surface and multi-device, to cross-display, trans-surface, and cross-device interaction: research involving people’s interactions with various device configurations and ecologies has now become an area of growing prominence, being at the forefront of modern HCI research (Bødker and Klokmose 2012; Dourish 2004; X. A. Chen et al. 2011; Greenberg et al. 2011; Raptis, Kjeldskov, and Skov 2016; Rogers et al. 2007; Beaudouin-Lafon 2000).
However, this rapid growth has led to many disconnected concepts, terms, techniques, and approaches that has resulted in a fragmented research landscape. While technology has advanced and ubicomp has entered our everyday life, we still see many unsolved problems and fundamental open questions (Raptis, Kjeldskov, and Skov 2016). This thesis therefore begins by **mapping the current state of cross-device computing research**. Through the creation of a unified terminology and taxonomy for cross-device research this thesis frames the research agenda within the field of cross-device computing. It also provides a reflective discussion of the design space that identifies opportunities and challenges for cross-device research. The second part of this thesis presents **three case studies of cross-device interactions for knowledge work**—and more specifically for content curation activities. It demonstrates how the concept of instrumental interaction (Beaudouin-Lafon 2000) can be leveraged for cross-device interactions; how cross-device work can blend physical and digital artefacts in a scenario of curation work; and demonstrates the versatility of cross-device setups. Several use case applications are then presented for connecting multiple devices in flexible physical workspace configurations. The last part is concerned with **studying and understanding people's interactions when using multiple devices**. An empirical study explores different design choices influencing the dynamics of cross-device interactions and further contributes to a description of collaboration styles for cross-device work. Finally, through a novel interaction analysis tool, this thesis provides support for researchers to study and understand individual and collaborative cross-device work.

### 1.1 Research Questions

The work described in this thesis is guided by the following overarching research question:

> How can we leverage cross-device computing for designing new interactive systems in human-computer interaction (HCI)?

Since the overarching research question is exploratory, the following three research questions have been identified, addressing theory, tools, and evaluation. This thesis is divided into three parts, each corresponding to one of the three research questions.
RQ1 (Theory): What is the current state of the field of cross-device computing and which challenges and opportunities exist?

This research question will build the theoretical foundations and a unified understanding of the domain of cross-device computing. The goal is to weave together the related but disparate threads of research—often described with diverse terminology—into one taxonomy that helps to inform and guide further research. This will conceptualise cross-device work and identify challenges and opportunities for future cross-device work.

RQ2 (Tools): How can we leverage cross-device principles to design tools for knowledge work?

This research question addresses the design and development of novel interaction techniques and tools that enable people to conduct knowledge work—and more specifically curation tasks. Informed by the outcomes and synthesis from RQ1, the design of these tools uses a combination of people’s existing personal devices, large displays, and tangible tools with new ways of cross- and multi-device interactions. Through two case studies this thesis provides insights on how cross-device interactions can support the selecting, reviewing, and sharing (curation) of artefacts through instrumental interaction and blending of physical and digital artefacts. A third case study explores the design-space of spatial configurations using mobile devices and to enable cross-device work beyond curation activities.

RQ3 (Evaluation): How can we study and evaluate cross-device systems?

When designing cross-device interaction techniques and tools—such as the ones in Part II—researchers need to study how they are being used and whether they support an individual or group in accomplishing their tasks at hand through interaction analysis. Since such studies often involve multiple devices as well as multiple people, this research question will explore how collaborative cross-device scenarios can be studied and generally how they affect aspects of group collaboration. Further, this research question will explore how researchers can be supported in the interaction analysis of such study scenarios by means of data visualisation and automated tools.
1.2 Overview and Structure of Thesis

In summary, the work in this thesis contributes a taxonomy of cross-device computing work to infer requirements and build new cross-device tools for knowledge work—and more specifically curation tasks. Insights into studying and understanding multi- and cross-device interactions are given, as well as a tool to support researchers’ interaction analysis.

This thesis is structured into three parts, each corresponding to one of the research questions: Part I) understanding and taxonomy of cross-device computing; Part II) three case studies on designing cross-device interaction techniques; Part III) insights and tools for studying and understanding the dynamics of cross-device interaction and group collaboration. Before stepping into the three parts, however, Chapter 2 will first lay out the methodology used for the research conducted in this thesis. The individual studies will be discussed in detail in later chapters.

While the write-up of the conducted work appears linear, the reality is that much of this work was conducted in parallel or overlapped in other parts. The research studies influenced each other and the findings of one project might have influenced the design of one or multiple other projects. Figure 1 shows a visual overview of the following chapters. The reason for presenting the methodology (Chapter 2) before the related work is that the taxonomy (Chapter 4) presents an extended systematic literature review and is therefore best situated after the general related work in Chapter 3.

Figure 1. The structure of this thesis divided into the three parts: Part I) Background; Part II) Three case studies; Part III) Studying and understanding dynamics of cross-device interaction.
Part I: Theory of Cross-Device Interaction

Part I of this thesis is concerned with relevant prior work conducted in the areas of ubiquitous computing, group collaboration, and knowledge work and curation. It comprises Chapter 3 and Chapter 4 as shown in Figure 2.

![Figure 2. Chapter structure of Part I](image)

Chapter 3 describes relevant previous research on ubiquitous computing and briefly introduces the domain of cross-device computing within this field. Group collaborations and tools supporting these are discussed as well as knowledge work and the specific tasks of curation activities within.

Designing interfaces or applications that move beyond the bounds of a single device’s screen enables new ways to engage with digital content. Chapter 4 contributes an in-depth analysis and taxonomy of a corpus of 510 research papers in the cross-device computing domain in HCI. This chapter provides: i) an overview, historic trends and unified terminology of cross-device research; ii) discussion of major and under-explored application areas; iii) mapping of enabling technologies; iv) synthesis of interaction techniques spanning across multiple devices; v) and review of common evaluation strategies.

The outcomes of Part I are addressing RQ1 and are building the theoretical foundations to inform the design of novel interaction techniques in Part II.
Part II: Case Studies of Cross-Device Interactions for Knowledge Work

In the second part of the thesis, three case studies are presented that apply the insights gained through the cross-device taxonomy to design novel cross-device interaction techniques for knowledge work. Informed by several informative studies, three systems have been developed and are described in Chapter 5, Chapter 6, and Chapter 7 as shown in Figure 3.

![Figure 3. Chapter structure of Part II.](image)

**Chapter 5** describes *CurationSpace*, which introduces a set of novel interaction techniques, allowing individuals or groups to more easily curate digital resources during content curation. Insights from a study are described on (i) how people understand the interactions; (ii) how *CurationSpace* supports collaborative work; and (iii) how people appropriate the space on a digital tabletop.

**Chapter 6** reports findings from two sets of interview studies. Insights gained from members of a volunteer-driven historic society as well as professional curators allowed to gather specific requirements for a system supporting curation tasks. The
findings and lessons learnt through these interviews fed into the design of a multi-device content curation tool: CurationLens, that leveraged physical and digital tools for the curation of both physical and digital artefacts while allowing curators to use their existing devices (such as smartphones and tablets).

Using multi-display setups in a work setting supports spatial thinking and multi-tasking (Andrews, Endert, and North 2010). However, multi-monitor setups are not as flexible as mobile devices (tablets or smartphones), while mobile devices mostly lie flat on a table—especially when not in active use—and therefore lack the spatial properties of multi-display setups. Chapter 7 describes SurfaceConstellations, which enables end-users to create 3D-printed brackets to link together two or more tablet or smartphone devices in flexible spatial setups. While the previous chapters explored cross-device interaction for curation work, Chapter 7 explores how cross-device interactions can support work in other domains through four additional mini case studies.

The outcomes of Part II provide insights into how multi- and cross-device computing can be leveraged in different domains of knowledge work and contribute to answering RQ2. The tools that have been designed for this purpose allowed me to gain insights into how cross-device interactions can be designed to effectively support knowledge workers in their tasks, based on the cross-device taxonomy as well as informative studies conducted as part of this thesis.


Part III comprises Chapter 8 and Chapter 9 which are concerned with understanding group dynamics through the analysis of cross-device interactions (Figure 4).

The traditional paradigm for interacting with computers and smart devices is one-device-per-person. In the notion of cross-device interaction, the boundaries of these relations do not exist in this traditional sense. However, people are not used to having—and in particular using—multiple devices in parallel (Plank et al. 2017). Chapter 8 explores the spatial properties of group collaboration in a ‘bring-your-own-device’ scenario and how aspects of group collaboration can be influenced through basic cross-device functionality. While studying the cross-device tools
through interaction analysis, a new coding scheme and collaborative coupling styles for cross-device interactions were developed which are presented here.

![Figure 4. Chapter structure of Part III](image)

When developing cross-device tools, researchers often conduct studies to assess their effectiveness and opportunities for improvements. However, interaction analysis based on video recordings of such studies is a time-consuming and labour-intensive process. In Chapter 9 a system was developed—EagleView—which provides analysts with real-time visualisations during playback of videos and an accompanying data-stream of tracked interactions. It further allows analysts to query people’s interactions with an easy-to-use visual interface. EagleView thus supports researchers in the cross-device computing domain with interaction analysis of their studies.

Part III provides answers to RQ3 by contributing insights into how design parameters of multi-device configurations can affect group collaboration and how these can be studied and evaluated. It further provides a tool that enables researchers to conduct interaction analysis in multi- and cross-device interaction scenarios.

Chapter 10 concludes this thesis by discussing how the works conducted answer the research questions. Directions for future research in the area of cross-device computing will be discussed.
Chapter 2. Methodology

Our interactions with technology increasingly involve more than just a single device and it is becoming more common to transition from one device to another. For example, finding a photo on one’s phone while creating a presentation on a laptop; or using a tablet to draw a sketch to use in a report that is being written on a desktop computer. Furthermore, many people work collaboratively, with each person using their own devices when working together, meaning that multiple devices are being used at the same time. This can not only lead to incompatibility due to different operating systems, form factors, and software used, but also to coordination problems when it comes to sharing or working together on the same piece of content. To help overcome these issues, new opportunities for collaborating and new interaction paradigms have been proposed, together with a large body of research exploring such interactions. In addition, there is now a plethora of available devices, new device form factors, and a number of new device capabilities appearing, offering new research opportunities that go beyond wall or tabletop displays and desktop setups.

The aim of the research reported in this thesis is to contribute to new understandings in the growing area of cross-device work. Firstly, by reviewing and analysing the current state of the field of cross-device computing through a systematic literature review and the resulting cross-device taxonomy. Secondly, based on the literature review, design a set of new interaction techniques and tools. And thirdly, to study and evaluate these cross-device interaction techniques and tools in individual work and group collaborations, providing insights and support for researchers on how to evaluate cross-device systems. The domain selected to explore how to support individual and group work is knowledge work—work where the fundamental task is to think (Drucker 1959)—and in particular the area of curation of digital and physical artefacts. The reason for the choice of knowledge work is that it is a kind of work that
requirements the use of multiple resources—often a mix of digital and physical—that is currently carried out by both individuals and teams of people. It can often be labour-intensive and laborious work that could be reduced and made more efficient through rethinking how devices can be used.

Generally, the research in this thesis followed an extended user-centred iterative process (Harper et al. 2008) as shown in Figure 5. The extended user-centred iterative design process as described by Harper et al. (2008) consists of five stages. The authors note that these five stages do not need to be followed in order. In fact, they normally are entered at any of the points and then iterate during the course of a research project (Harper et al. 2008).

Figure 5. Overview of the conducted research, separated into the stages of the extended user-centred iterative design process of Harper et al. (Harper et al. 2008).

In the following, these five stages of the extended user-centred iterative design process are briefly summarised. Figure 5 shows how the research in this thesis maps to the stages.

**Stage 1: Understand.** The first stage focusses on understanding the current state of values and a thorough reflection on principles and concepts. Ultimately this stage results in “making choices” (Harper et al. 2008, 59). Choices about the domains of interest, about the users involved, and help to surface prior work that is relevant.
**Stage 2: Studying.** This stage is concerned with understanding the details of individuals’ and groups’ existing practices. Compared to stage 1, which “provides a framework to guide design and research” (Harper et al. 2008, 60), this stage provides insights into people’s actual practices and allows for reflection on the value, perspectives, and needs. This then allows researchers to imagine technological intervention in the design stage.

**Stage 3: Design.** The design phase is the creative phase that has as its outcome the design requirements and goals for a (technology) intervention. These requirements are rooted in the outcomes of the first two stages, being framed by the choices considered in stage 1 as well as the insights into practice of stage 2. The actual methods used for these range from sketching to paper prototypes to clickable prototypes and working applications.

**Stage 4: Build.** This stage involves the actual development of prototypes and technology. The aim of this stage is to build a prototype that provides insights about how a system, tool, or interaction technique might enhance an experience or workflow. Using this prototype, the next stage can then be entered: evaluation.

**Stage 5: Evaluate.** This stage evaluates the prototypes built in the previous stage, and ultimately allows for reflection on design requirements. The methods used here have a broad range from focus groups to lab studies to in the wild deployments. The aim is to validate the interaction techniques or tools to gain insights into how they support the identified requirements—and to then revisit the original design as part of the iterative design process.

For this thesis a combination of methods was used throughout the five stages: interviews, observations, studying people’s current practices; design of interaction techniques; system development; and evaluating the interaction techniques through user studies. For analysing qualitative data (the tagged dataset in Chapter 4, study data in Chapter 5, interviews in Chapter 6) the methodological approach of Thematic Analysis was used. In the following the Thematic Analysis (TA) method will be described. As stated by Blandford et al. TA is a structured way of coding qualitative data for analysis, used widely in HCI (Blandford, Furniss, and Makri 2016, 52).
Opposed to Grounded Theory (GT), which is a cycle of gathering data and analysing data where (initial) outcomes of the analysis influence any subsequent data collection processes, TA operates on a finalised dataset (Blandford, Furniss, and Makri 2016). TA is a “method for identifying, analysing and reporting patterns (themes) within data” (Braun and Clarke 2006). Braun and Clarke identify six phases of TA in their 2006 paper:

1. **Familiarising yourself with your data.** Transcribing and reading the data and noting down anything that seems interesting.

2. **Generating initial codes.** Going systematically through the entire dataset and coding interesting parts. Collating data relevant to each code.

3. **Searching for themes.** Finding themes within the codes and merging the codes and data for each theme for further analysis.

4. **Reviewing themes.** Reviewing whether the ‘theme candidates’ from step 3 fit the codes extracted in step 2 as well as the entire dataset.

5. **Defining and naming themes.** Refining the themes and finding adequate descriptors.

6. **Producing the report.** Upon further reflection of the themes producing a report of the analysis. Opportunity to relate back to existing literature.

Braun and Clarke leave it open as to whether the analysis should be informed by a pre-existing coding scheme or whether it should be grounded only in the data. However, a researcher should “work systematically through the entire data set, giving full and equal attention to each data item, and identify interesting aspects in the data items that may form the basis of repeated patterns (themes) across the data set” (Braun and Clarke 2006, 89).

Blandford et al. described a pragmatic approach to Thematic Analysis of qualitative data in HCI (Blandford, Furniss, and Makri 2016, chap. 5.2), which loosely follows the above-mentioned steps of Thematic Analysis (TA). They begin their “‘bottom-up’ or ‘grounded’ qualitative data analysis” (Blandford, Furniss, and Makri 2016, chap. 5.2) method with a first pass of rough coding to get a feeling of what is in the data and to find common themes. In a second pass, the researcher looks more systematically for patterns that might be interesting for analysis. While doing both of these steps they
highlight that it is important to consider and analyse the entire dataset, while from time to time stepping back to see the big picture. For example, whether any higher-level themes are emerging or whether any topics have been missed or are not matching to the overall dataset. They describe their pragmatic approach as an iterative process between finding the detail and looking at the big picture, to eventually build a narrative for each theme individually. When the researcher feels that a certain level of saturation has been reached, they can start to link various themes through a narrative, merge similar ones, or remove obsolete ones. While Blandford et al. acknowledge that “this sounds chaotic, it should become highly systematic and rigorous in later stages” (Blandford, Furniss, and Makri 2016, chap. 5.2). Within the scope of this thesis, this pragmatic approach of Thematic Analysis will be followed where indicated.

The rest of this chapter describes the methods used for each of the three parts.

2.1 Part I: Theory of Cross-Device Computing

Part I first introduces the areas of ubiquitous computing (ubicomp) and cross-device computing in general. Furthermore, as part of Chapter 3, other related work around group collaboration, and especially digital spaces and tools supporting it, as well as knowledge work—with specifics to curation work—is presented.

To gain a thorough understanding of cross-device computing, initially a systematic review of prior work was conducted. The resulting Cross-Device Taxonomy can be found in Chapter 4. To create the collection of papers for this analysis, a systematic search in the ACM Digital Library\(^1\) was conducted in May 2018. The search terms included all possible combinations of *cross-* and *multi-* with each of *device, surface, monitor* and *display*; and *distributed user interfaces* as well as acronyms. By looking at references within this corpus as well as using the co-authors’\(^2\) own expertise of the cross-device research domain, an additional 48 articles were identified that were missing from the search results (which is a common strategy for survey and taxonomy papers, e.g.

---

\(^1\) ACM Digital Library: https://dl.acm.org

\(^2\) Referring to the co-authors of the corresponding ACM CHI 2019 paper as attributed in Chapter 4.
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(Ledo et al. 2018; Grubert, Kranz, and Quigley 2016). After merging duplicates, the initial selection comprised a set of 738 papers.

Inclusion and exclusion criteria were applied: the selected papers had to be concerned with interaction tasks or techniques, tracking technology for people and/or devices, or technologies involving multiple devices. Excluded were those papers without a contribution (e.g. proceedings’ front matter, keynotes, workshop’s calls for participation) or short contributions with a full paper follow-up. The resulting corpus included 510 papers in total, which are incorporated in the taxonomy.

For each paper, a brief summary was written, a definition of cross-device interaction extracted, and each paper was tagged. The tagging categories for the taxonomy were iteratively developed through both top-down specification of categories and bottom-up trial-tagging. Top down tagging was conducted through the use of general tags and broader questions that were set up prior to the actual tagging work. During the tagging process, the specific answers found in each paper were matched to the general questions and categories set. For interesting observations where there were no categories or general tags set out prior to the tagging process, new categories or questions were added or existing sets of tags extended—this is called bottom-up trial tagging. After the process these specific instances were revisited and merged to higher level general themes/tags. Some of the general tags already emerged during the process and were elevated to higher level themes or tags along the way. By using both approaches it was possible to answer specific questions in a structured way, but also leaving the opportunity to discover new opportunities for discussion.

The final tagging categories included: contributions, application areas, interaction technique details, deployments, evaluation techniques, definitions, technological aspects, and several further fields. All 510 papers were tagged with a custom-built web-based paper-tagging system (Figure 6). The front-end included forms for tagging and annotation, pre-set tags, free text fields, and auto completion (Figure 7). During tagging emerging patterns were frequently discussed with co-authors of the resulting paper (as stated in the beginning of Chapter 4), tagging schemes revisited, and if there were changes in the tagging scheme previously reviewed papers were iterated on. The final tagging
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dataset was cleaned up (e.g. filling missing tags, correcting misspellings, and merging identical tags) and exported as JSON for analysis.

Figure 6. Screenshot of the web-based tagging system showing the overview with assigned papers and links to quickly access the full paper.

The analysis primarily focused on three data collections: 1) the tagging dataset with all data fields; 2) the complete set of all papers’ document PDFs; and 3) extracted text from all PDFs excluding references. The analysis was done iteratively by all co-authors individually, in pairs, and in group discussions. During the process the relationships among the codes were then identified to conclude higher level themes using Thematic Analysis in a pragmatic approach as described earlier at the beginning of this chapter. In addition, Tableau, R, and Excel were used to visualise the development of key topics over time and to support uncovering trends and patterns. These visualisations acted as pointers to where a deeper look into either the dataset would be useful or needed, as well as into the papers themselves. They also surfaced visual patterns that could then be discussed further. For example, how certain types of evaluations were employed over the course of the years or how the popularity of certain device types changed. Frequent full-text searches complemented these
explorations to confirm or refute a trend. For example, by conducting a keyword search over the extracted text and including the surrounding text in the search results, it was possible to quickly gauge whether a certain paper would be relevant or useful to answer a question or not. This paper could then be examined in more detail.

The findings and insights gained through these studies and reviews were then used to design novel cross-device interaction techniques and tools, as described in Part II.

Figure 7. Screenshot of the detail-view of the tagging system, showing the first set of fields available. Some free-text entry and some with clickable tags.
2.2 Part II: Case Studies of Cross-Device Tools

The literature reviewed, and especially the cross-device taxonomy, helped in understanding the current state of the field of cross-device computing. Through the taxonomy, the tools that are described in Part II can be categorised and situated within the existing work. As mentioned earlier, content curation activities were chosen as the domain of study; as well as comprising many knowledge-rich work activities where content is selected from many pre-existing resources, they are often carried out using multiple devices over time, that can be repetitive, time-consuming and inefficient. The outcomes of a curation task are ultimately shared with or presented to an audience—which might be collaborators, friends, or e.g. through an exhibition. In addition, content curation activities are performed by a variety of people inside and outside professional environments. The diversity of activities involved in curation suggests there are a number of opportunities for where new kinds of linked devices and interaction techniques could be developed to better support groups and individuals in their use of both digital and physical resources.

Similar to the overall methodological approach followed in this thesis, the methodology used to build the tools as part of this thesis followed an extended user-centred, iterative process (Harper et al. 2008) as discussed at the beginning of this chapter. Each of the tools was informed by an understanding of the problem space through literature, observations, and by working with professional or volunteer curators. Using early design explorations, paper prototyping, clickable prototypes, focus groups, as well as workshops provided insights into suitability of certain technologies or interaction techniques. Not all of these informative studies are reported in this thesis. However, they led to design considerations and generally helped to inform choices for technology as well as techniques, eventually leading to the design and building of the tools which are presented here.

2.2.1 Understanding Curation

To develop an understanding of the practice of curators, semi-structured interviews were conducted with both professionally trained curators as well as members of a group of volunteer historians (Chapter 6). The goal was to understand what curators do, where and with whom they conduct these tasks, and how they go about their work.
The semi-structured interviews asked questions around the following major themes: the curators’ role, activities and tasks, workspace, tools, the digital and physical divide, collaboration, and presentation. Semi-structured interviews were chosen to allow for a wide range of insights into curators’ workings. While an (online) questionnaire might have yielded a higher number of replies, it would have limited the level of detail that could have been gained. Using semi-structured interviews allowed for the adaptation of questions and of the direction of the interview to accommodate for different settings and provided the opportunity to dig deeper where an interesting direction opened up during the interview. The interviews were audio recorded, transcribed, and analysed, following the pragmatic approach to Thematic Analysis as described at the beginning of this chapter. The relationships among the open codes were identified to conclude higher level themes. This gave insights into how people conduct a curation task and work collaboratively as a group. Together with findings from the literature, curation was then scoped in terms of the activities of selecting, refining and analysing, and sharing and presenting documents and artefacts.

2.2.2 Design and Building of Interactive Systems

Part II of this thesis involved building several prototypes—cross-device tools for content curation and more generally knowledge work:

(i) *CurationSpace* (Chapter 5), a cross-device system combining smartwatches with a tabletop, where the interactions are based on the notion of instrumental interaction and dynamic media. This shows how cross-device systems can be used to provide expressive tools for collaborative curation work, while protecting users’ privacy by allowing them to flexibly share what and when they need to.

(ii) *CuratioLens* (Chapter 6), which extends CurationSpace’s interaction model to the physical space by allowing the use of multiple devices to curate physical as well as digital artefacts. This shows how cross-device systems can support a scenario where people use their existing devices (‘bring-your-own-device’) to individual and collaborative curation while blending interaction with physical and digital artefacts.
(iii) *SurfaceConstellations* (Chapter 7), a modular platform to easily (re-)configure cross-device setups. It combines the advantages of multi-monitor workspaces and multi-surface environments with the flexibility and extensibility of more recent flexible cross-device setups in a ‘bring-your-own-device’ (BYOD) setting.

The development generally followed a user-centred design process, where insights gained from the literature review formed a starting point for iterative designs of the tools and interaction techniques. Each system underwent several iterations from low fidelity prototypes using sketches, cardboard, and mock-ups demonstrating the interaction, to high fidelity prototypes. Through frequent discussions, informal testing, as well as pilot studies the tools and techniques were iteratively developed. Formal user studies were then conducted to evaluate the prototype systems in terms of their usability and usefulness to support curation tasks. Using a user-centred iterative design process allowed for rapid prototyping to gather early feedback on sketches, design ideations, and clickable prototypes to feed back on the design and development, before evaluating it through user studies.

*CurationSpace* (Chapter 5) was designed as a collaborative curation tool using a tabletop display and a wrist-worn smartwatch. The design of *CurationSpace’s* interactions started with low fidelity sketches of how the interactions could look like. Through several discussions within supervisory meetings, the interactions were refined and quickly implemented in early versions of clickable prototypes—rudimentary mock-ups of the interaction that were functional to the point where they could communicate the idea of how the interaction would look and feel. Using these clickable prototypes in informal settings with colleagues as well as collaborators, constructive feedback on the interface and the interaction of the system was gathered. A scenario-based user evaluation (Ledo et al. 2018) was conducted, aiming to gain insights into how the fundamental concepts were understood and whether they were usable by and useful to curators. Participants were presented with a fictional scenario and were asked to take on the role of one of the protagonists. They were guided through the scenario by the study facilitator—who in this case also served as a collaborator in case the scenario required two people. A scenario-based user evaluation is useful to gather feedback on the general interaction scenario without the
tool being in a development state where it can be widely deployed. While *CurationSpace* is a fully functioning system, the requirements for an in the wild deployment are far higher than what can be expected from many research prototypes (more on this later). The benefit of a scenario-based user evaluation is that the facilitator can guide the user through a (hypothetical) task without worrying about breakdowns and unexpected appropriations. They can then discuss with the participant how the system could be useful in the participant’s everyday work life.

The interaction with the system during the scenario, as well as the subsequent semi-structured interviews, were video-recorded and analysed using the pragmatic approach to Thematic Analysis described earlier at the beginning of this chapter. While the user study showed the concepts of *CurationSpace* were easy to learn and use, it remains a research prototype that takes a long time to set up, is difficult to maintain, and is not ready to be deployed in the wild. More details about the system, the study, and the findings can be found in Chapter 5.

The *CurationSpace* study revealed that people use more and more digital devices, such as multiple tablets or smartphones. Therefore, the next tool built was *CurationLens*, a curation system which leverages the readily available power of these portable devices. *CurationLens* (Chapter 6) expands *CurationSpace*’s document and interaction model to the physical space, creating consistency between how people interact with digital as well as physical tools, supporting small groups of 2-4 people in their curation activities. *CurationLens* brings together lessons learnt from earlier prototypes as well as insights gained through interviews with curators. Each component of *CurationLens* addresses one of the main curation tasks: selection (*input*), refinement and analysis (*manipulation*), sharing and presenting (*presentation*). All these stages are integral part of *CurationLens*. *CurationLens* was developed as a web-based system meaning any device with a web browser could be used. This enabled users to use their existing (mostly) portable devices, demonstrating the power of a bring-your-own-device (BYOD) (Ballagas et al. 2004) scenario. The findings from interviews with professional and volunteer curators led to design requirements for *CurationLens*. The system was subsequently developed iteratively, starting with ideating through sketches and cardboard prototypes, some including rudimentary interactive
components. Interactions were iteratively refined through discussions with colleagues and supervisors. The usability of CurationLens was assessed through conducting a heuristic evaluation using Olsen’s heuristics (Olsen 2007). Olsen’s heuristic evaluation was chosen as a lightweight tool to discuss and reflect on usability aspects of more complex systems and allows for attribution for off-the-desktop, nomadic, and changing systems. CurationLens is a UI application that supports complex tasks and interactions.

It was not possible to conduct a thorough usability testing as it would have suffered from the three problems that Olsen identified when building new prototypes (Olsen 2007):

(i) a complex system might not be suitable for a walk-up-and-use evaluation, since the assumption of the same pre-existing knowledge is difficult to control for as well as assuming that a specialised system should be usable without any special training.

(ii) To be able to compare two systems, a comparative system needs to exist. When creating novel interaction techniques this is difficult to control for. Many independent variables result in findings from a comparative study to be attributable rather to the “differing techniques being tested not the variations in approach to the task or user expertise” (Olsen 2007).

(iii) Extensive testing of complex systems requires multiple sessions with expert users. Especially if the questions of such a test ask how tools support a user’s work or users might appropriate tools for their needs. Furthermore, specialised user groups are difficult to recruit especially for a long-term evaluation, which would go beyond a first-use study. Hence, the heuristic evaluation approach was chosen for CurationLens, as it was a better match for the type of system being built: allowing for discussion and critical reflection on the design choices while not being restricted by the limitations of a too-early usability evaluation (Greenberg and Buxton 2008).

CurationLens did not set any special technical requirements for the hardware needed and reduced the setup to simply loading a web page in the browser. This
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demonstrates how a user’s existing devices can be successfully used for cross-device curation tasks. The BYOD scenario also enabled easy (re)configuration of the physical device setup. However, such setups are limited to devices being handheld or positioned flat on the table (as also frequently observed in a later study in a BYOD scenario, reported on in Chapter 8), or at most having them stand up using the device’s case. Therefore, a solution was needed that enabled users to customise their physical device setup: SurfaceConstellations.

SurfaceConstellations (Chapter 7) was developed as a hardware and software platform that enabled flexible workstation setups for reconfigurable workspaces using people’s own devices (such as smartphones and tablet devices). The platform consisted of customisable 3D-printed brackets that clip on to devices and provided a graphical web-based tool that allowed untrained users to customise and download their 3D-printing files. SurfaceConstellations serves as an example of how novel cross-device system setups can be created without the need for rigid or expensive setups, combining the advantages of multi-monitor workspaces and multi-surface environments with the flexibility and extensibility of cross-device setups. Through conducting four case studies, the flexibility of the brackets is demonstrated, broadening the scope of the thesis and demonstrating the suitability of cross-device interaction techniques to further knowledge work use-cases beyond content curation.

2.3 Part III: Studying and Evaluating Cross-Device Tools
Part III is concerned with studying and understanding cross-device interactions. When evaluating cross-device tools, often user interactions with such systems need to be observed and analysed—some of which have been conducted in the evaluations in Part II. However, interaction analysis of cross-device systems is challenging as it entails many different factors, such as multiple users, devices, and interactions between all of them as well as other entities. Some descriptions for collaboration styles and coding schemes exist but are either not suitable for cross-device tools or can only accommodate two people. Therefore, to conduct such an analysis, a new
coding scheme, together with collaboration styles for group work in a cross-device scenario was developed. To do this, a user study was conducted on how aspects of a user interface design in a collaborative cross-device task can be manipulated to increase collaboration, leading to better task outcomes. This resulted in the description of coupled collaboration styles as well as a coding scheme for cross-device systems in Chapter 8. The approach adopted to analyse the video recordings of the study was interaction analysis (Jordan and Henderson 1995). Interaction analysis is an interdisciplinary method to empirically understand the interactions of one or multiple people with each other or their environment. It requires repeated viewing of short subsets of audio-visual recordings to identify moments of interactions on a micro-level that might not be “visible” from a written transcript alone, such as sociolinguistics, proxemics, and ethology—it seeks to understand how and why people interact with each other and their environment (Jordan and Henderson 1995). Practically in this dissertation interaction analysis was conducted following the pragmatic approach of Thematic Analysis described earlier in this chapter. For the study reported on in Chapter 8, no pre-existing coding scheme was used, but one was developed iteratively. One focus point of the analysis was the collaboration styles participants employed. Therefore, previously developed coupled collaboration styles (Isenberg et al. 2012; A. Tang et al. 2006) were used as a starting for the analysis, but were extended for a study with groups of four (instead of pairs) within a multi-device usage scenario (instead of single-device).

Interaction analysis is a time-consuming task and the repeated reviewing of audio-visual material can take several times the duration of the original recording. While systems for tracking people and devices in a space have become more readily available (e.g. Kinect, BLE-tracking, etc.), tools that support gaining insights into interactions based on such tracking data are rare. To support researchers who develop and study cross-device systems in a single- or multi-user scenario, EagleView was developed. EagleView is a video analysis tool that enabled researchers in their interaction analysis by providing visualisations of people’s movement and interactions as well as search functionalities on recordings of study deployments (Chapter 9).
2.4 Summary

The research conducted in this thesis used different methods, in particular: systematic literature reviews, interviews, user-centred design methods, as well as user studies to evaluate systems and tools. By following the methodology described in this chapter, the research was able to advance and answer the three research questions: the taxonomy and related systematic literature review of Part I provides answers to RQ1. The user-centred design methods used in Part II supported the design and development of novel cross-device tools that demonstrate how cross-device principles can be leveraged for knowledge work. The study as well as the tool reported on in Part III provided answers for RQ3 on how cross-device systems can be studied and evaluated.

2.5 Ethical Approval for the Studies in this Dissertation

All studies involving human participants were approved either by the UCL or UCLIC ethics boards. The studies in Chapter 5 and Chapter 8 were conducted under UCL Ethics Project ID Number UCLIC/1415/005/ICRI Rogers/Capra/Gallacher. The interviews and observations with curators and the historic society (Chapter 6) were conducted under UCL Ethics Project ID Number 6877/001. The study in Chapter 9 was conducted under UCL Ethics Project ID Number UCLIC/1617/011/Staff Marquardt/Brudy.
PART I: THEORY OF CROSS-DEVICE COMPUTING

The first part of this thesis is concerned with the understanding of cross-device interaction, the current state of the field, and more generally giving a background on previous work that informed the work in this thesis. In Chapter 3, we first provide an overview over prior work in the areas of ubiquitous computing and cross-device interaction, group collaboration, and knowledge work and curation. Chapter 4 examines the research domain of cross-device computing in greater detail through a cross-device taxonomy. We will discuss existing and future challenges and opportunities. These insights build the theoretical foundations for designing cross-device interaction techniques and tools in the following Part II.

3 In the following chapters the use of “we” refers to Frederik Brudy as well as co-authors of the publications associated with the work, as indicated in the beginning of each chapter.
Chapter 3. Related Work

In this chapter, relevant prior work will be discussed. First, a general introduction to multi-device interactions in ubiquitous computing will be provided. A large-scale systematic review and taxonomy of cross-device research is presented later on in Chapter 4. The premise of this thesis is to design for cross-device interactions in individual and collaborative scenarios. Therefore, a brief introduction to collaborative work will be given in section 3.2. Much of the cross-device interactions support not only individual but also collaborative work, and cross-device content transfer and interactions techniques are largely enabling group collaboration with multiple devices. A special focus will be given to multi-device environments for individual and collaborative work. While the general use-case for the tools presented in Part II is knowledge work, a specific focus of the applications built as part of this thesis is curation work. Therefore section 3.3 will give an introduction to these areas of knowledge work, sensemaking, and curation.

In subsequent chapters, additional related work will be discussed where more specific details are relevant.

3.1 Ubiquitous Computing and Cross-Device Interaction

People own and use more devices and generate more data than ever. As a result, many knowledge workers’ tasks entail digital content from a large number of sources. Digital technology can help support these tasks and digital devices have the potential to support all stages of such work. Vannevar Bush examined “the real heart of the matter of selection [of required information]” (Bush 1945) and coined an answer to the increasingly
complex tasks involved in indexing, accessing, and linking information in his early vision of Memex (1945). Bush used an analogy of how the human brain works to create the concept of a machine that would enable a person to create a “trail” of information by linking associations between items, allowing the person to instantly jump between items—much like how our thoughts work through association. Memex offered multiple screens to project output on (from microfilm) and used levers, keyboards, and pens to allow for navigating and editing a collection. Although only an early vision, Bush’s vision showed how using multiple screens supports the thinking and linking of ideas and documents. Since then, multi-monitor setups have become almost a standard by which knowledge workers’ desks are set up. Financial trading desks, control room engineers, business analysts, and photo and video editing: all of these benefit not only from increased resolution that is offered by multiple monitors, but they also allow a user to dedicate certain areas of the workspace to a particular usage (Andrews, Endert, and North 2010; Sellen and Harper 2002). Much alike to how the space on a desk is used, multi-monitor setups “facilitate versatility in use” (Grudin 2001). This versatility of multi-display setups has driven many more recent research agendas.

We have now entered Mark Weiser’s envisioned time of the third wave of computing (Weiser 1991)—the time where every person has access to and is using multiple computers. This is opposed to the first wave (one mainframe computer used by multiple users) and the second wave (one personal computer (PC) per user). His vision of ubiquitous computing (ubicomp)—users interacting with the devices they have and that are in their surrounding through context-aware and ambient intelligence—laid out in 1991, led to an explosion of research into new device form factors and interaction paradigms that transcend the individual device and user. Researchers have explored how a single person can explore and work with large collections of digital data, for example on large screens (Andrews, Endert, and North 2010; Hutchings, Stasko, and Czerwinski 2005), using tabletop or wall displays (Everitt et al. 2006; Wigdor et al. 2009; Streitz, Geissler, et al. 1999), by combining multiple, handheld devices with tabletops and large wall displays (e.g. (Greenberg, Boyle, and LaBerge 1999; Robertson et al. 1996)), or more purely, using multiple, separate,
handheld devices in conjunction (Hamilton and Wigdor 2014; Schwarz et al. 2012; Marquardt, Hinckley, and Greenberg 2012).

Using multiple devices has not only the advantage of increased screen space, but also the power of mobility and the flexibility of setup and use of such device ecologies—groups of computing resources that are fixed and/or mobile and are aware of their social use, interactive capabilities, and/or spatial location (Bødker and Klokmose 2012). Devices cannot be considered in isolation anymore, since new devices can be dynamically added or removed, the layout of a setup can be altered at any time, and different affordances and technical capabilities of different device types can be leveraged for increased effectiveness and ease of use. This interplay between device is more crucial to understand—and for interface designers to get right—than ever before (Bødker and Klokmose 2012). As soon as multiple devices are involved in a system or interaction there need to be techniques to span an interaction between two or more devices, to transfer content between devices, and to combine them into one interaction space. Interactions for such device ecologies—and rooted in the Weiserian vision of ubiquitous computing—created a new direction for research: cross-device interactions. Cross-device interaction research focusses on how multiple devices can be used together to achieve one goal and how they can operate in concert. For example, how the usable screen estate of multiple devices can be combined to a larger interaction space (Schwarz et al. 2012; Rädle et al. 2014), how an interaction can span across multiple devices (Chang and Li 2011), and how people can interact with devices in their surrounding using others’ or their own devices (Dippon, Wiedermann, and Klinker 2012).

Although much of the current ubicomp—and cross-device—research is still deeply founded in Weiser’s vision of seamless interaction, it has elicited critical reflection. As Rogers (Rogers 2006) argues, instead of using technology in the Weiserian vision of calming people, ubicomp technologies need to be built to engage people: purposefully built experiences that can be used in particular places and support a current task or situation at hand, while ultimately leaving the users in control of their interactions with the world—a “shift from proactive computing to proactive people” (Rogers 2006). On the other hand, Oulasvirta noted that we have access to many powerful computing devices with different forms factors, affordances, functionalities, and
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technical capabilities. While the fundamentals of context-awareness are already intrinsically founded in our actions, it is indeed the user who is “doing the ubicomp” (Oulasvirta 2008). Similarly, Dourish argues that users, not designers, appropriate technology and thus create meaning for their interactions (Dourish 2004).

And while Weiser’s vision has elicited this criticism (Rogers 2006; Oulasvirta 2008), Buxton pointed out that the research spawned by this vision “has little or anything to do with what [Weiser] or the rest of us on the team envisioned or intended” (Buxton 2018). He points out that term ubiety more accurately points towards what technology should do: being at the right place—in all meanings of the word place: physical, social, and temporal. Therefore, instead of blending all devices together and trying to hide the boundaries between them, designers should embrace and leverage the heterogeneity of devices and their “seams” (Oulasvirta 2008; Chalmers and Galani 2004)—ultimately creating an “ecology of devices” that allows people to do the right thing, at the right place, with the tools they need (Buxton 2018).

While the amount of research in ubicomp has truly increased over the past 30 years, this led to a fragmented research landscape and many open questions. This thesis will use the term cross-device computing as an umbrella for the vast amount of research conducted in this area, which will be explored in depth through a cross-device taxonomy in the next chapter. The goal is to unify the terminology and strategies in the cross-device space, while extending the scope of earlier taxonomies. In particular, the focus is on themes around interactions within cross-device settings.

3.2 Group Collaboration

One premise of ubicomp and a large body of the research conducted in the area is that people—and especially knowledge workers—increasingly conduct their work collaboratively, not only working side-by-side, but co-accessing information on the same screen or moving between devices. Physical connections between people matter and working on such tasks collaboratively in small groups has advantages beyond the individual’s work: group collaboration facilitates critical discussion of material, allowing to reveal more connections between the various resources (such as thematic links between different object) reviewing and connecting more source material; or
related work (evolution of a relation over time), and bringing together people with expertise from different backgrounds, sharing their knowledge and opinion. As a result, collaborative work brings about broader and deeper insights, enables parallel work (and thus faster task completion), and overall aids a more successful task outcome.

People might start their work on a topic individually. For example, office workers might work individually on a subset of a report, but throughout the process come back together to share their current progress and to ensure that they have a common story arc. They work collaboratively to ensure that headings match, that written texts work well together and that bridges to/from neighbouring parts flow, and that overall the paper appears in a uniform presentation. Another example would be the volunteers of a historic society, interested in curating the rich history of their local areas: they might work on a report about a historic building, go to archives to find information (e.g. maps, photos, reports), talk to contemporary witnesses, or search online for all the relevant information. This individual work then leads to collaborative activities: they meet with their colleagues to discuss their discovered sources, materials, interpretations, etc. and collaboratively work on a report. They share what they have collected and combine it with others’ ideas.

When collaboratively working on information as a group, information constantly needs to be interpreted and findings communicated to other people. Leaving out digital devices fosters face-to-face communication and interactions between people, as the ability to interact face-to-face and seeing the action is important and fundamental (Hilliges et al. 2007). When working with pen and paper people know how to use and share them collaboratively. They use a very fine-grained micro-mobility (Luff and Heath 1998) of their documents to communicate non-verbally their intention to either share them or conceal them from other’s views. With micro-mobility the spatial arrangements, orientation, and positioning of objects is described. Depending on their intention, people arrange documents in their hands, on their desks, and in general in their environment differently, depending on the intended level of collaboration and use (Luff and Heath 1998; Marquardt, Hinckley, and Greenberg 2012). However, with digital systems and tools this is more complicated and sharing of data and tools requires different interactions. Menus and pointing devices require disparate interactions compared to real world tools, which breaks the fluidity of the
interaction. Digital devices might get in people’s way and keep them from interacting with their collaborator—imagine people in a collocated meeting all staring at their own personal screen rather than communicating with each other. On the other hand, while two people collaboratively working on a text using one screen ensures close collaboration, other benefits of collaborative work are lost, such as parallel work and shared control over content and context.

Several research projects as well as commercial systems have been proposed that aim to support small groups in working with digital data and tools in a similar way as with paper. They often involve large multi-touch wall displays and tabletops, handheld mobile devices, or a combination thereof, many of which involving multi- and cross-device interactions. The tools implemented as part of this research aim to support individual as well as collaborative work. Because of the discussed advantages a group has compared to individual workers, related work on group collaboration will be discussed in the following.

3.2.1 Shared Digital Spaces for Group Collaboration: Tabletop and Wall Displays

Tabletop and wall displays have received much attention as potential technologies to support small group collaboration because they offer a large display area and increased space in front of or around a collocated group. Using a wall display as a shared, physical reference point supports synchronization of group activity via body language and gaze (J. R. Wallace et al. 2011). Vertical collaborative spaces (i.e. wall displays) work well for presentations or when one group member is the “information gatekeeper”, but compared to horizontal tabletop displays they do not afford equal and democratic access (Everitt et al. 2006). Further, a group’s strategies and speed are affected by the group’s as well as the table’s size and especially for larger groups, combining a horizontal display with an additional vertical display provides more space for shared information (Ryall et al. 2004). MultiSpace explored methods to transfer content between shared devices—a tabletop and wall-display—inspired by the micro-mobility of people using paper document, thus supporting group collaborations using digital resources through interactions such as portal-based techniques for transferring documents between devices, arbitrary positioning of
documents to allow for different viewing angles, and by enabling people to work on and transfer *sections* of documents rather than entire documents (Everitt et al. 2006).

Groups appropriate the space on and around a tabletop in different ways and fluidly transition between different coupling styles—from closely coupled collaborations, to more loosely coupled (A. Tang et al. 2006). Consequently, tabletop systems need to be designed to support such flexibility in coupling to enable fluid transitions between them while accounting for people’s need for personal space on and around digital systems (A. Tang et al. 2006). People use the area directly in front of them as a personal space where they collect and store information that is (not yet) shared. This has been observed on whiteboards (J. C. Tang 1991) as well as when working on and around a table (Kruger et al. 2003). Scott et al. observed that people create their own territories when working on interactive tabletops (Scott and Carpendale 2006) and organise their workspace into personal, group and storage territories (Scott, Carpendale, and Inkpen 2004). They observed that people understood and respected others’ personal territories without any communication needed, and people rarely performed any actions outside their own or the group’s territory.

Although the benefits of a shared space on tabletop and wall displays have been shown, they are difficult to set up and do not easily support ad hoc meetings, which contrasts to meetings often happening spontaneously (Schreiner et al. 2015). And while shared technologies, involving large tabletop and wall displays, have shown much promise for supporting collocated, collaborative tasks, they have not been a commercial success; being expensive, needing a long setup process, and requiring a permanent place to be set up in. Collaborative meetings (especially when creative work or problem solving tasks are involved) need to “happen” rather than being constructed (Streitz, Geißler, et al. 1999), therefore prompting an *ad hoc*ness in the entire process of configuration work. Technology and computer support is important and needed, however it should be in the background (Hilliges et al. 2007) as the “*creative potential [is in the people], not the computers*” (Streitz, Geißler, et al. 1999). Activities for problem solving are more successful when done in a group, rather than individuals working on their own (Streitz, Geißler, et al. 1999; Hilliges et al. 2007). While digital technology facilitates the division of labour in teamwork (Mark, Haake, and Streitz 1997), systems for group collaboration have to be designed in ways that allow the
division of tasks into subgroups, and the division of labour, while still in a collocated environment. Staying in a large group for the entire time degrades performance (Streitz, Rexroth, and Holmer 1997). Thus, the use of multiple personal mobile devices in combination with tabletop and/or wall displays for collaborative scenarios increased.

Chapter 5 will describe a system combining a smartwatch and a tabletop display. Therefore, relevant related work for tabletop and large-display interactions has been discussed. Introducing another device—a smartwatch in this case—allows for a wider range of interactions and extends the screen space available with support for displaying contents on the screen that is most appropriate. Previous researchers have explored this transition from larger wall and tabletop displays to multi- and cross-device interactions, which will be discussed in the following section.

3.2.2 From Large Displays to Cross-Device

Large interactive surfaces (Nacenta et al. 2012; A. Tang et al. 2006; J. R. Wallace, Scott, and MacGregor 2013) and combinations of mobiles can support collaborative work and help mediate ad hoc collaborations and decision-making activities (DiMicco, Pandolfo, and Bender 2004; Lucero, Keränen, and Korhonen 2010; Wozniak et al. 2016). In small group collaborations, using individual tablets negatively affects communications and engagement, when compared to using pen and paper (Haber, Nacenta, and Carpendale 2014). A combination of mobile devices and a shared tabletop was found to lead to increased and better group collaboration (Seifert et al. 2012) and enabled groups to organise relevant materials on the shared space, while being able to work on individual tablets (J. R. Wallace, Scott, and MacGregor 2013). Providing a group working on a tabletop with a shared space to display an overview of results can facilitate collocated collaboration (Isenberg et al. 2012), and support group collaboration through mutual awareness and observability of users’ actions (Hornecker et al. 2008). For example, with MobiSurf (Seifert et al. 2012) it was found that the combined use of personal and shared devices together with an interactive tabletop facilitated switching between individual and group work activities. Displaying different types of information on the shared display impacts a group’s performance—i.e. a shared task overview facilitates monitoring group progress, while
displaying *replicated content* facilitates conversational grounding (J. R. Wallace et al. 2011).

However, while an increased display size can benefit individual sensemaking (Andrews, Endert, and North 2010), recent studies suggested that an increased size of a shared space is not indicative of improved collaborations, as participants’ attention may be diverted towards the screen instead of other collaborators (Zagermann et al. 2016). Recently portable and handheld devices have been used in individual as well as in collaborative scenarios, enabling ad hoc collaborations. In the following, more mobile multi-device environments for knowledge work and sensemaking will be described.

### 3.2.3 Multi-device Environments for Individual and Collocated Sensemaking

In collaborative scenarios, portable devices (e.g. (Wozniak et al. 2016; Hamilton and Wigdor 2014)) or a combination thereof (e.g. (C.-W. Chung, Lee, and Liu 2013; Hesselmann, Henze, and Boll 2010; Hilliges et al. 2007; J. R. Wallace, Scott, and MacGregor 2013)) can mediate collaborative sensemaking activities. Such multi-device setups can provide a shared display (C.-W. Chung, Lee, and Liu 2013; Plaue and Stasko 2009; J. R. Wallace, Scott, and MacGregor 2013) and collaboration space (A. Tang et al. 2006), support spatial and visual organisation of content (Zagermann et al. 2016), provide awareness (Gergle, Kraut, and Fussell 2004; Vogt et al. 2011), and support a shared understanding (Hilliges et al. 2007; J. R. Wallace, Scott, and MacGregor 2013). For example, MindMap (Lucero, Keränen, and Korhonen 2010) allowed a collocated group to use mobile phones for collaborative brainstorming. The system enabled a small group to collaboratively view and edit a digital mind-map using multiple phones acting as peepholes into the system. New devices are easily added to the system using a stitching (Hinckley et al. 2004) gesture. Leveraging mobile personal devices for ad hoc collaborations led to further projects exploring the main principles of the *Social and Spatial Interactions (SSI) platform* (Lucero, Keränen, and Korhonen 2010), which extended the normally-individual use of personal handheld smartphones to shared collocated interactions.
Collaborative spatially aware actions have been explored in many other projects. While Lucero et al. did not employ any external tracking infrastructure in the aforementioned systems but instead relied on manual configuration, other systems employed fine-grained external tracking for spatially aware interactions. For example, the Proximity Toolkit (Marquardt, Diaz-Marino, et al. 2011) used marker-based tracking to enable precise track the position and orientation of devices on a room-scale, enabling a wide variety of proxemics-aware systems. HuddleLamp (Rädle et al. 2014) created spatial awareness across devices, only requiring a web browser on the client side, while the devices were tracked through a simple depth-sensing camera placed overhead. And while spatially aware interactions are preferred by users and can decrease the mental demand and effort by allowing people to “think in space”, they have to be designed with great care to avoid frustration and frequent mental switching (Rädle et al. 2015). Further, users are hesitant to use multiple tablets in parallel, hinting at a “legacy bias” to use tablets as computers rather than documents (Plank et al. 2017).

The design and implementation of these systems demonstrate the plausibility of using one’s own personal devices to conduct collaborations where interactions span across devices. The research in this thesis explores the design of cross-device systems and tools that support individual and collaborative work. Earlier work will be extended by investigating how ad hoc collaboration tasks in a collocated setting can be supported, while still incorporating a shared space. The related work of practices in a shared interaction space motivated the investigation of a shared display in a BYOD ecology. A detailed analysis of the research domain of cross-device computing and interactions as well as an accompanying cross-device taxonomy can be found in the following Chapter 4.

3.3 Knowledge Work and Curation

The fundamental task of people conducting knowledge work is to think (Drucker 1959) with knowledge being the most important resource in today’s workforce where people “think for a living” (Davenport 2005). While it is difficult to define precisely what a knowledge worker is or what they do precisely (Pyörä 2005), the term is mostly used to describe people who use their knowledge for the “processing of non-
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Routine problems that require non-linear and creative thinking” (Reinhardt et al. 2011). Such creative thinking processes comprise a combination of divergent and convergent thinking processes, where the workers iterate between generating a broad range of creative ideas in one step and narrow them down in another step. “Knowledge work does not simply mean the application of existing knowledge and its exploitation in a new setting” (Reinhardt et al. 2011), but rather the creative application of it to adapt to entirely new situations (Reinhardt et al. 2011), increasing the focus on the development of mental skills (Sellen and Harper 2002). Knowledge workers are “expert[s] in making professional judgments about a specific domain” (Sellen and Harper 2002, 51).

Reinhardt et al. describe a topology of knowledge worker tasks based on descriptions and usage of those terms in a review of previous work (Reinhardt et al. 2011). These tasks range from the gathering of pre-existing information (acquisition and information search), to thinking about and understanding something (analysing), organising (information organisation), creating textual and visual content (authoring/co-authoring), to the sharing (dissemination, communication, networking). They are conducted not only in individual settings, but also collaboratively by making use of other experts to discuss a problem or find different solutions, through networking, and by co-authoring content. Table 1 shows their full topology of knowledge actions.

<table>
<thead>
<tr>
<th>Knowledge Action</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acquisition</td>
<td>Means gathering of information with the goal of developing skills or project or obtaining an asset.</td>
</tr>
<tr>
<td>Analyze</td>
<td>Means examining or thinking about something carefully, in order to understand it.</td>
</tr>
<tr>
<td>Authoring</td>
<td>Means the creation of textual and medial content using software system, for example, word processing systems presentation software.</td>
</tr>
<tr>
<td>Co-authoring</td>
<td>Means the collaborative creation of textual and medial content using software applications, for example, word processing systems/ presentation software.</td>
</tr>
<tr>
<td>Dissemination</td>
<td>Means spreading information or information objects, often work results.</td>
</tr>
<tr>
<td>Expert Search</td>
<td>Means the retrieval of an expert to discuss and solve a specific problem.</td>
</tr>
<tr>
<td>Feedback</td>
<td>Refers to the assessment of a proposition or an information object.</td>
</tr>
<tr>
<td>Information Orga.</td>
<td>Is the personal or organisational management of information collection.</td>
</tr>
<tr>
<td>Information Search</td>
<td>Means looking up information on a specific topic and in a specific form. Often we search using the folder structure of a file system or we search using an information retrieval service.</td>
</tr>
<tr>
<td>Learning</td>
<td>Means acquiring new knowledge, skills or understanding during the execution of work or based on formalised learning material.</td>
</tr>
<tr>
<td>Monitoring</td>
<td>Means keeping oneself or the organisation up-to-date about selected topics, for example, based on different electronic information resources.</td>
</tr>
</tbody>
</table>
2.3.1 Collaborative Decision-Making and Sensemaking

Sensemaking allows a group to derive new insights through an iterative process (Pirolli and Card 2005) of foraging and sensemaking (Vogt et al. 2011) where materials are collected and organised to interpret new information and to gain new insights (Russell et al. 1993). Group collaborations have been shown to be beneficial for sensemaking, as a group can leverage each other’s cognition (Harper and Sellen 1995; Heer and Agrawala 2008; Paul and Reddy 2010; Willett et al. 2011) and collaborators can create a shared understanding of the available information (Hertzum 2008). Vogt et al. (Vogt et al. 2011) reported that collaborators may take on one of two primary roles of foragers (gathers information and maintains an overall awareness of the state of the task) and sensemakers (dominant participant, who asks foragers to find documents, writes down key information, and steers the group’s direction). These roles are fluid and collaborators may switch roles throughout the process (Vogt et al. 2011). Isenberg et al. (Isenberg et al. 2012) observed several communication styles within tabletop collaborations during a sensemaking task. They noticed that participants in closely-coupled collaborations engaged in active face-to-face communication. The ability to share and discuss relationships between task materials, while closely-coupled, benefits group performance (Hansen and Järvelin 2005; Isenberg et al. 2012). In contrast, participants in loosely-coupled collaborations worked in parallel rather than together and focused more on their own task at hand with limited interaction. They were less successful in connecting key facts and
completing their assigned task (Isenberg et al. 2012). These coupling styles however only account for two people around a tabletop and do not take any mobile devices into account or allow for discussion of more than two people. In Chapter 8 these will be extended to allow for groups of four people as well as account for multiple private and shared devices.

3.3.2 Sensemaking on Large Surfaces and across Devices

Previous research has explored how a single user can work with large collections of digital data, for example, on large screens (Andrews, Endert, and North 2010), tabletops (Everitt et al. 2006) or using multiple devices (Hamilton and Wigdor 2014). While public displays offer a high resolution interaction space for collaboration (Andrews et al. 2011), it was pointed out that territoriality (Scott, Carpendale, and Inkpen 2004) and privacy (Brudy et al. 2014) have to be considered. Augmented Surfaces (Rekimoto and Saitoh 1999) introduced hybrid and collaborative digital/physical interaction space and UbiTable (C. Shen, Everitt, and Ryall 2003) explored the design space of tabletops when used in a kiosk-style walk-up-and-use scenario.

Using a phone as an input device for large displays has been explored, e.g. in Touch & Interact (Hardy, Robert 2008) a phone could be used to interact with a display similar to a stylus on a PDA. Schmidt et al. built on this input vocabulary (Schmidt et al. 2010) and detected a phone’s touch on a tabletop to, for example, allow data transfer or tool selection and extension of the input and output space (Schmidt et al. 2012).

These prior works demonstrate that sensemaking—and knowledge work—can be effectively supported by novel device setups, such as using large screen, multiple displays, or setups across multiple devices. The tools developed in Part II further enable knowledge work to be conducted across a tabletop/smartwatch configuration and across multiple portable devices. The specific aspect of knowledge work that will be focus of these tools is curation, which will be discussed in the following section.

3.3.3 Curation

Traditionally confined to museums and galleries, the word curator has its origins in the Latin word curare—meaning to take care of something or someone (Oxford
Dictionary)—and was originally used to describe caretakers of minors (George 2015). Later it was used to describe a selector and interpreter for art works for an exhibition. Curating collections and presenting them with a story in mind, led to art being accessible to a broader audience than only to the upper class. Museums were no longer pure archives or repositories for objects but became a place to learn and exchange about art and artists. Over the years, curation was more and more seen as an activity, rather than an abstract concept (Bhaskar 2016). From exclusive custodianship of official records, to selecting and filtering, to a participatory community-based archival approach: the understanding of curation and the curator’s role has shifted over the years (Bhaskar 2016; Cook 2012).

Nowadays, as soon as we open a newspaper or a website, we are confronted with the word “curation”—it has become a buzzword, used in many different forms and existing outside the traditional museum setting. For example, on Pinterest people curate photo boards, and their owners are considered the curators of these collections. Radio DJs are considered music curators; literary curators curate poetry; and people in general curate their personal playlists on Spotify or their family photo albums (Bhaskar 2016; Sabharwal 2015). Although new types of curation work is often supported by algorithms and computer systems (e.g. Flipboard, Google News, Reddit), these algorithms primarily identify popular content, rather than using specialised knowledge to select it (Rotman et al. 2012). Manual work and people’s individual insights are still needed for curation to present ideas that go beyond finding content related to previous interests. Curators use specialised knowledge to aggregate and validate some form of artefacts or content around a relevant topic in order to present it to an audience (Bhaskar 2016; George 2015; Obrist 2015).

Content curation consists of aggregating, validating, analysing, presenting, and preserving content. This content can take different forms, such as multimedia, text and metadata (Rotman et al. 2012). Content curation differs from simply archiving, as it is more concerned with the content itself rather than the artefacts. A content curator is a person who finds, organises, and shares information around a relevant topic (Bhargava 2009). This means that content curation is not concerned with the creation of new content, but the selection, organisation, and interpretation of existing content.
However, this does not mean that simply copying content is enough, as content curators add “value and relevance beyond the original content” (Fields 2011).

Curators transform, interpret, and rework source information to exceed beyond the boundaries of the original content (Bhaskar 2016; Sternfeld 2010). An important part of curation activities is to select, search, and enrich raw data with metadata (Lord and Macdonald 2003; Sabharwal 2015; Sternfeld 2010). Metadata—data about data—allows for the contextualization of content and the addition of further meaning to the raw data (Sabharwal 2015), enabling the use of search interfaces and tagging systems to browse content. Search can be based on an algorithm, whereas tagging brings in a subjective component, as tags are often created by a person and therefore founded in subjective beliefs, experiences, or views (Lord and Macdonald 2003; Sabharwal 2015). These processes are essential for the contextualization of raw data, transforming a document into a record containing its historical, social, political, and cultural contexts (Sabharwal 2015).

Several descriptive frameworks for different approaches of curation have been put forward (Digital Curation Centre 2016; Lord and Macdonald 2003), laying curation activities out as a progress through a series of distinct and interconnected stages from selecting artefacts (Bhaskar 2016), to understanding content and making connections (Sternfeld 2010), presenting these new ideas or representations to others (Rotman et al. 2012), to eventually archiving and preservation of data and artefacts (Bhaskar 2016) (Sternfeld 2010). Curation has been described as an iterative process, where the outcome of one cycle feeds as an input to another (Digital Curation Centre 2016; Lord and Macdonald 2003), and although the tasks are described as individual units, they can occur in parallel and curators can switch between selecting, understanding, and sharing (Digital Curation Centre 2016). These existing curation models either (i) focus only on one aspect of the curation process without including e.g. the input (selection) or output (presentation, sharing), or (ii) describe the outcome of curation rather than the process how to arrive at the result (Bhargava 2011), or (iii) they focus on activities that go beyond finding the hidden value by including preservation and long-term archival. Therefore, for this thesis, curation is described as a process centred around information and content to derive new insights and create new representations.
3.3.3.1. Definition of Curation in this Thesis

Generally the goal of curation is to find the hidden value and making it visible or available to others (Bhaskar 2016; George 2015; Obrist 2015; Rotman et al. 2012) and for the scope of this thesis, curation is defined as the process of selecting and reviewing existing artefacts and data to present it to an audience. Curation activities progress through a series of distinct and interconnected stages from selecting artefacts (digital and/or physical) and information about artefacts, to understanding content and making (new) connections, and eventually presenting these new ideas or representations to others (e.g. through an exhibition, website, or brochure). Figure 8 shows how these three stages are connected in a curation-task-cycle. It should be noted that these curation tasks are not isolated, atomic units, but are rather high-level tasks that can consist of many subtasks. Curation is an iterative process to achieve a presentable or shareable result. The curators’ focus and outcome might be different, but in each of these instances, the curator uses specialised knowledge to select and review some form of content in order to present it to an audience (Rotman et al. 2012). It is not limited to a particular end result or outcome of a curation process.

The audience for the curated content can be of various types, for example website visitors of a blog, viewers of a presentation, readers of a report about the history of a building, or a child’s grandparents when being given a family calendar or photo book.
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Figure 8. The curation-task-cycle consists of the three main curation tasks: select, review, and present, each of them consisting of a subset of tasks. The result of one cycle feeds into another curation cycle as input.

Compared to other models (e.g. (Bhargava 2011; Digital Curation Centre 2016; Lord and Macdonald 2003)) the curation-task-cycle does not include the processes of archival or preservation. Although these are needed steps to preserve history, allowing long-term access to information and data, they are excluded here to focus on the processes and tasks that involve reworking content for producing a result which then can be archived. The outcome of one iteration can serve as input for another cycle. In the following the three main curation tasks are explained in more detail.

**Selection:** Selection is about finding and identifying the initial information needed for a new exhibition, selection, or collection. Depending on the source of the data, the information and content then needs to be validated or cross-referenced with other sources. **Selection** entails reducing the information from a vast and crude collection of information to be more targeted and focused for its further use and purpose. Its purpose is to help finding the little in the many. Without selection, “the chance of finding that one must-see piece, or that extraordinary specimen, would be vanishingly small. [...] The more [there is] in any given area, the more [...] selection is needed to make it manageable” (Bhaskar 2016, 119). Curators are expert selectors, who have either gone through many hours of learning and practising
or have, through their extensive interest and devotion for a topic, otherwise built up specialist knowledge about a topic which they bring into the process. As a result, their choices are appreciated and trusted by other people—their audience—because of their expertise in a field (Bhaskar 2016). Search interfaces and tagging functionality help curators to start their selections. Searches can be based on an algorithm (at least for text documents; for images or video metadata must exist), whereas tagging brings in a subjective component, as tags need to be created by a person and are often founded in subjective beliefs, experiences, or views (Sabharwal 2015; Lord and Macdonald 2003). Metadata provides contextualising content, ensuring that the data can be found and used in the future, making it a key factor for the trustworthiness of a digital collection as its quality heavily influences the ability to filter or search for objects (Lord and Macdonald 2003; Sabharwal 2015).

**Reviewing:** After (and even during) the selection of information, further reviewing and reduction of the selected material needs to be conducted. Source materials are filtered, screened, reviewed, and compared. This is where new connections are made, existing connections reconsidered, (historically) evaluated, and circumstances explained. This task requires the most knowledge, skill, and experience (George 2015; Rotman et al. 2012). Describing the content of the artefacts helps to find them again in later stages of the process (i.e. through metadata), but also to interpret the contents and relate it to other areas.

**Presenting:** Presenting curated content to an audience can take on a variety of different forms, such as reports, websites, exhibitions, or other forms of public engagement. The audience for the curated content is varied, for example website visitors, the audience of a presentation, visitors to a museum or gallery, or readers of a report about the history of a building, a leaflet of an exhibition, and many more. Presenting can also take the form of sharing content, rather than showcasing it in the traditional sense. For example, when working with colleagues, curators might share data and artefacts, using cloud services or shared network drives.
In summary, in this thesis, the term *curation* will be used to describe the processes of selecting, reviewing, and presenting artefacts. Curation is about working with and reworking information about artefacts (digital and physical) to find new insights, connections, and eventually present these to or share them with others. Although further tasks, such as archival and preservation of artefacts, are an important part of professional curators, this will not be part of this thesis. Instead the focus will lay on *content curation*. The term *curator* will be used to describe a person who conducts these content curation activities, whether they had any professional training or not. *Professional curators* on the other hand will be used for curators who work in a professional environment or have had some professional curation training.

### 3.4 Conclusion

Weiser’s vision of ubiquitous computing has led to a large body of research in the area of multi- and cross-device computing. Much of this work has used a broad range of terminology, introduced a vast number of concepts, and so far, a unifying taxonomy and summary of the cross-device computing field has been missing. Therefore, in the next chapter, an in-depth analysis of a large body of previous cross-device research will be conducted to lay out a taxonomy of cross-device computing. This taxonomy is a continuation of the brief introduction of ubicomp and cross-device interactions in the earlier section 3.1.

Working in a small group enhances the process, by making it easier for people to find connections between content items, divide labour, and involve people from different backgrounds into the process. Leveraging handheld devices to allow for cross-device interactions and content transfer for knowledge work has shown potential and allowed for ad hoc scenarios. Various techniques and technologies for cross-device interactions with digital whiteboards, tabletop displays, handheld devices, and body worn devices have explored the potential and design space of cross-device interaction. The work in this thesis explores further how cross-device tools and systems can successfully be applied to collaborative work within the domain of knowledge work and curation tasks through three case studies.
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This thesis is at the intersection of three areas of Human-Computer Interaction (HCI) as shown in Figure 9. How groups collaborate when located in the same room has been studied. Extending the research on cross-device interaction techniques, considering spatial characteristics of a small group in order to allow for knowledge workers to conduct tasks in ad hoc scenarios will be a goal of this thesis.

![Figure 9. Research context of this research project.](image)

In this chapter, the history and development of ubiquitous computing in general—and cross-device interaction specifically—was introduced. In the following chapter, a thorough systematic analysis of cross-device computing will allow to unify the terminology used as well as set out a taxonomy of key characteristics. Further, we analyse previous work through four analytical lenses (application domains, interaction techniques, technical tracking systems, and evaluation strategies) this will inform the design and development of cross-device tools in Part II.
Chapter 4. Cross-Device Taxonomy

In this chapter, we present a cross-device taxonomy, laying out the current state-of-the-art in multi-device and cross-device interaction research based on the in-depth review of 510 research papers in the field. We show how historic trends led to today’s research domain of cross-device computing. We propose a unified terminology and a taxonomy of key characteristics. By showcasing the wide range of domains for cross-device applications, we exemplify the diversity of areas that cross-device systems have been used for. To inform the work on Part II—case studies of novel cross-device interaction techniques—existing interaction techniques as well as technical tracking systems are examined and discussed. Evaluating such novel interaction techniques validates their suitability for particular tasks. We therefore discuss evaluation strategies for cross-device systems.

Through our review we identified several key challenges and opportunities in the cross-device research domain. These will be discussed at the end of this chapter. The aim of this chapter is to provide a general introduction to cross-device research, unify the terms we use, and show that cross-device computing techniques have been used for a broad range of tasks and activities. With these goals in mind, we opted to carefully select references to avoid overlong lists of references or tables that are

---


I was leading the work conducted in this chapter as well as the write-up for the CHI’19 paper. The tagging of papers was conducted by all co-authors, where each author worked on a subset of at least 100 papers, with cross-checks conducted by me to review the tagging scheme. I lead the analysis effort, where every author contributed, involving frequent points of synchronisation through calls and written exchanges. Christian Holz developed the tagging system, I contributed to the development. I further ensured data consistency and cleaning of the datasets.
difficult to read. We prioritised seminal publications, earlier work and first contributions, and frequently cited papers—but also included other relevant work. We acknowledge that our references are not a listing of every paper in cross-device research, but a representative and curated subset most relevant for this taxonomy.

This work directly incorporates and extends earlier taxonomies of multi-device research. Our taxonomy spans across the research areas of distributed user interfaces (Demeure et al. 2005; Elmqvist 2011), second-screen and multi-device research (Neate, Jones, and Evans 2017), and mobile multi-device ecosystems (Grubert, Kranz, and Quigley 2016). We build upon other related taxonomies—all with their own specialised focus: for example, covering the scale of multi-display systems (Terrenghi, Quigley, and Dix 2009), display switching for multi-displays (Rashid, Nacenta, and Quigley 2012b), interaction techniques for spontaneous device association (Chong, Mayrhofer, and Gellersen 2014), or characteristics of devices’ ownership, access, and distance (Scharf et al. 2013). While relevant technical aspects will be covered (e.g. tracking systems and evaluation strategies for cross-device interactions), other engineering aspects are outside of the scope of this taxonomy, for example cross-device architectures or development frameworks (an overview is available in (Husmann 2017)).

In summary, this chapter contributes: (1) a taxonomy and unified terminology for cross-device research, (2) a mapping and reflective discussion of the current design space (across application domains, technology, interaction techniques, and evaluations), and (3) identification of challenges and opportunities informing a future research agenda of cross-device research.

4.1 History and Unifying Terminology

In the previous chapter ubiquitous computing generally and the early visions of cross-device computing were introduced as a general introduction (section 3.1). In this section, we synthesise related work to build a unified understanding of the domain of cross-device computing. We untangle the diverse terminology and various strands of research to build a single taxonomy that enables us to frame, guide, and inform current and future researchers in the area of cross-device computing.
4.1.1 Three Areas of Cross-Device Research

We begin by unpacking a brief history of the earliest work in the area, and by highlighting the main trends over time. We divide this work into three key areas of cross-device work: (1) early work on multi-monitor workstations, (2) emergence of multi-display/surface environments, and (3) the increasingly mobile, ad hoc cross-device use.

4.1.1.1. Area 1: Multi-Monitor Workstations

One of the earliest visions for a personal workstation, the Memex (Bush 1945), featured a setup consisting of multiple monitors, two for display and one for pen input. Early work included in our survey covers multi-screen systems (Mano, Omaki, and Torii 1981) from as early as 1981, where the effect of having four monitors at a workstation was studied. Wellner (Wellner 1993) took this notion further with DigitalDesk. Similar—albeit later—work includes Grudin’s (Grudin 2001) work on peripheral awareness in multi-monitor use, and the advantages of spreading information across connected, but distinct, output screens. Prior work has extensively studied multi-screen setups (Nacenta, Mandryk, and Gutwin 2008; Santosa and Wigdor 2013; Hutchings et al. 2004; Dostal, Kristensson, and Quigley 2013; Rashid, Nacenta, and Quigley 2012a).

4.1.1.2. Area 2: Multi-Device Environments and Spaces

Weiser’s “The Computer for the 21st Century” (1991) inspired research on computing that went beyond the single user at a single computer. Notably, Rekimoto’s work from the late 90s (Rekimoto and Saitoh 1999; Rekimoto 1997) explored interaction techniques that crossed device boundaries, after Fitzmaurice introduced the notion of spatially aware palmtop devices a few years earlier (Fitzmaurice 1993). Around the same time, research on large interactive spaces started to appear, with seminal work like i-LAND (Streitz, Geissler, et al. 1999). Diverse multi-display environments emerged, enabling interactions that spread across landscapes of devices: digital wall-displays, tabletops, and tablets (e.g. (Everitt et al. 2006; Nacenta et al. 2006; Wigdor et al. 2009; Cauchard et al. 2011; Langner, Horak, and Dachselt 2018; Marquardt, Diaz-Marino, et al. 2011; Forlines et al. 2006; J. R. Wallace, Mandryk, and Inkpen 2008; Seyed et al. 2012; Grubert and Kranz 2017; Beaudouin-Lafon et al. 2012).
4.1.1.3. Area 3: Ad hoc, Mobile Cross-Device Use

Different from fixed spaces and ecologies, the third area of cross-device work focuses on mobile and flexible ad hoc cross-device setups. Enabled by ubiquitous availability of smartphones and tablets, this research strives towards individual or collaborative applications spanning across portable devices, providing a digital information space to support the task at hand (Ballagas et al. 2004; Grubert et al. 2015; Grubert, Kranz, and Quigley 2016; X. Chen et al. 2014; Rädle et al. 2014; Spindler et al. 2014; N. Chen, Guimbretière, and Sellen 2013; Hinckley et al. 2009; Marquardt et al. 2018; Hinckley et al. 2004; Rekimoto 2004; N. Chen, Guimbretière, and Sellen 2012; Marquardt, Hinckley, and Greenberg 2012). Ad hoc portable setups lead to new challenges for technology, tracking, and field studies, as we explain in more depth shortly.

4.1.2 Towards Unified Terminology

When sampling the research space, it became clear that there is a need to unify the terminology used to describe ongoing research. Not entirely unexpectedly for a large research field, in some cases the different introduced terms describe identical research areas. At other times, it is the other way around, when identical terms in fact refer to different areas of research. We untangle the diverse terminology of cross-device work and map terms out into a single ontology in Figure 10. The main goal of this synthesis is to provide better guidance about scope and specialisations of cross-device research. The ontology is formed of two parts terms used to refer to cross-device literature:

- The top part of Figure 10 categorises key terms of cross-device sub disciplines. The nested categories begin at the bottom with dual-display and multi-monitor work (Figure 10a), extend to work with multiple mobile devices, tablets or slates (Figure 10b), further to the category of cross/multi-display (Figure 10c) and cross/multi/trans-surfaces (Figure 10), and finally to cross/multi-device and distributed covering the broadest scope (Figure 10). The nested structure in the figure indicates focus areas associated with each term as well as the often-included device form factors. It is important to note that a large subset of the terms is used interchangeably.
The bottom part of Figure 10 includes a list of terms indicating focus areas of research projects (Figure 10f): interactions and collaboration; interfaces; applications or systems; platform or middleware; environments or ecologies; and computing. We annotated these terms with the most common research focus of papers using each term.

**Figure 10. Ontology of cross-device research terminology.**
4.2 Taxonomy of Key Characteristics

In this section, we dive deeper into our derived taxonomy of key characteristics of the cross-device design space. In particular, our taxonomy in Figure 11 is a fine-grained synthesis of the disparate but interwoven threads of the research field. We explain the six key dimensions and discuss how to use this taxonomy as a lens to look at existing—or inform new—research.

4.2.1 Dimension 1: Temporal

Cross-device work can be classified as either synchronous (when interactions happen at the same time) or asynchronous (with a sequential flow of interactions across devices). The large majority of the work in our survey falls into the former category.

4.2.2 Dimension 2: Configuration

This dimension classifies the actual setup of the cross-device system as well as its use of input and output modalities. The main categories within synchronous use are mirrored and distributed user interfaces. Most active research is done within the distributed UI category, investigating the spatial and logical distribution of interfaces. The asynchronous work is divided across two categories: interfaces that allow migration across devices, and cross-platform research to make applications run consistently across diverse operating systems. Related taxonomies align with this dimension, in particular Elmqvist’s taxonomy of distributed UIs (Elmqvist 2011) and Rashid’s focus on multi-device attention switching (Rashid, Nacenta, and Quigley 2012a).

4.2.3 Dimension 3: Relationship

Research addresses different people-to-device relationships. While one person interacting with a single device (1…1) is usually not part of cross-device work, one person interacting with two or more devices (1…m) covers work on cross-device workstations. Collaborative settings fall mostly in two categories: group activities where each person primarily uses a single device (1…1 x 1…1), and collaborative settings with n-people and m-devices (n…m). Examples of the last two categories relate closely to research and studies done in the CSCW community.
**Figure 11. Taxonomy of cross-device design space dimensions: temporal, configuration, relationship, scale, dynamics, and space.**
4.2.4 Dimension 4: Scale
Interactions can vary across the dimension of scale: from near, to personal, social, and public rooms or buildings. Edward Hall's *proxemics* is a commonly used anthropological lens for the scale of interactions (Hall 1969), which was later operationalised for cross-device work as *proxemic interactions* (Marquardt, Diaz-Marino, et al. 2011; 2011; Ballendat, Marquardt, and Greenberg 2010). Scale dimension relates closely to Terrenghi's taxonomy of display ecosystems across scale (Terrenghi, Quigley, and Dix 2009) and the progression of Weiser's Tab/Pad/Yard computing (Weiser 1991).

4.2.5 Dimension 5: Dynamics
Dynamics can vary between setups, and the categories of *ad hoc/mobile*, *semi-fixed*, and *fixed* spaces closely relate to the phases of cross-device research we introduced earlier. Fixed spaces often include larger-scale wall displays and tabletops, while semi-fixed spaces allow a certain degree of reconfigurability, and ad hoc/mobile spaces focus on portable devices, allowing dynamic changes and re-configuration.

4.2.6 Dimension 6: Space
The last dimension differentiates between collocated and remote interactions (and corresponds to Johnson's CSCW matrix (Johansen 1988)). The large majority of cross-device work covers collocated scenarios, but few examples address the challenges of providing cross-device interactions across remotely distributed locations (Bardram et al. 2012; Clemens N. Klokmose et al. 2015).

*Note:* research projects do not necessarily have to fall into one single category. Instead, it is common that projects address different areas across this design space. Furthermore, research might follow lateral transitions, where the scope of the research shifts over time across any of these dimensions.

4.3 Application Domains
Our survey revealed a range of different application domains for cross-device computing. Although only 63/510 papers were tagged as making an application
contribution, 361/510 papers included some form of application use cases to motivate
or frame the main contribution, such as new system designs, interaction techniques,
tracking technologies, or interaction concepts. We identified nine high-level
application-type clusters: (i) knowledge work, (ii) home computing, (iii) data
exploration, (iv) mobile computing, (v) games/installations, (vi) collaboration,
(vii) education, (viii) health, and (ix) software development (Table 2).

The largest category of applications focuses on knowledge work with 62 papers.
Knowledge work applications were initially developed for single-user personal
workspaces, but gradually moved towards multi-user collaborative environments as
well as mobile and nomadic work. Typical knowledge work is information
management across various displays and devices (Mano, Omaki, and Torii 1981;
Robertson et al. 1996; Fitzmaurice 1993), sharing information and resources across
devices (Oulasvirta and Sumari 2007; Johanson et al. 2001), multi-device activity and
task management (Bardram et al. 2012; Prante et al. 2004; J. R. Wallace et al. 2009;
Houben and Bardram 2013), or productivity and creativity tasks (Oleksik et al. 2013;
Wellner 1993; Zhao and Liu 2004; Marquardt, Diaz-Marino, et al. 2011; Huang,
Mynatt, and Trimble 2007). Other domains include police analyst workstations
(Anslow et al. 2015), industrial facilities (Kubitza 2016), aviation cockpits (Fayollas
et al. 2014), and collaboration between aerospace scientists and engineers (Huang,
Mynatt, and Trimble 2007).

Starting in the year 2000, we see a growing interest in applying cross-device
interaction to data exploration. Information visualisation leveraging mobile devices
including tablets and smartphones has called for new interaction vocabulary
In particular, Horak et al. (Horak et al. 2018) described interaction concepts for a
smartwatch-display configuration in a crime analysis scenario using a real city
criminal dataset. Other kinds of data sets that has been explored including geography
(Oskamp et al. 2015, 2015; Masoodian, Luz, and Kavenga 2016), physics (Wigdor et
al. 2009; Beaudouin-Lafon et al. 2012; Sollich et al. 2016), life science (Forlines and
Lilien 2008; Gjerlufsen et al. 2011; Schneider et al. 2012; Grote et al. 2015; Coffey et al.
2011), city planning (Chan et al. 2010; van der Laan et al. 2013), energy (Seyed et al.
2013; Celentano and Dubois 2015), and finance (Marquardt et al. 2018).
Education (Kreitmayer et al. 2013; Cao, Esponda, and Rojas 2016; Wong-Villacres et al. 2015) and health (Alsos and Svanæs 2006; Winkler et al. 2013; Fardoun, AL-Ghamdi, and Cipres 2014; Mentis 2017) have also been popular application domains, where there has been an emphasis on collaborative and distributed work. Education applications have primarily focused on supporting classroom capture (Viel et al. 2013), classroom presentation (Han, Perret, and Naghshineh 2000; Cao, Esponda, and Rojas 2016), educational games (Lyons et al. 2006; Bouabid et al. 2014; de la Guía, Lozano, and Penichet 2013), and simulations of classroom activities (Johanson et al. 2002; Pietroszek and Lank 2012; Villanueva, Tesoriero, and Gallud 2014; Wong-Villacres et al. 2015; Nebeling et al. 2015). Kreitmayer et al. (Kreitmayer et al. 2013) present one of the few in the wild studies, where they observed collaborative activities in the classroom to inform the design of a group finance management activity with a shared tablet and large display. In the health domain there have been a few studies in the wild, including work on exploring pre-surgery scenarios (Alsos and Svanæs 2006), supporting patient registration (Winkler et al. 2013), and designing distributed user interface systems in surgery practice (Fardoun, AL-Ghamdi, and Cipres 2014; Mentis 2017). Other health applications are designed for personal use, namely memory games (de la Guía, Lozano, and Penichet 2014b), cognitive training (de la Guía, Lozano, and Penichet 2014a), and physical activity monitoring (Klaassen, op den Akker, and op den Akker 2013).

4.4 Tracking Systems for Cross-Device Interfaces

The cornerstone of cross-device interaction is a mechanism for exchanging data between devices. This often requires a tracking system that can reliably track individual devices and (more recently) also the individuals operating these devices. Various tracking systems have distinct qualities. For example, spatial resolution (3D position in space vs. distances between devices), degree of instrumentation required, or scale (e.g. tracking devices on a table vs. in a room). Of 510 papers in the dataset, 55 papers have a core contribution that involved developing or customising a tracking system; all other papers either leveraged existing tracking systems, designated fixed device locations (e.g. multi-device systems where the devices are stationary), or used non-spatial tracking systems (e.g. discovering devices that are on the same network).
We organised all tracking-focused papers in Table 3, which we obtained through bottom-up analysis of the tracking characteristics (proximity vs. relative location vs. 2D vs. 3D) and modalities (capacitive, inertial, acoustic, magnetic, optical, radio). Tracking systems typically fall into one of two categories: (1) **outside-in**, which use (static) sensors in the environment for tracking, or (2) **inside-out**, which use only sensors built into devices and occasionally utilise signal emitters in the environment. Inside-out tracking is especially practical for mobile cross-device applications scenarios, 

and Table 3 shows the dominant use of acoustic, radio, and more recently optical signals using device cameras. This type of tracking typically provides devices’ 2D locations or relative adjacency configurations. Reliably tracking devices’ 3D locations with non-spatial sensors is still a major challenge (Qiu et al. 2011; Jin, Holz, and Hornbæk 2015). In outside-in systems (depth) cameras are the dominant technology. Despite their 3D capabilities, most of these systems use cameras to track the 2D locations and orientations of devices (see Table 3). The table also shows that recent larger-scale capacitive area sensors are superseding former large-surface optical sensing (e.g. as used in former tabletops and wall screens).

Contrasting these two main categories, none of the inside-out papers tracked users as part of the sensing. However, most outside-in systems integrated this capability to also detect user interaction above and around the devices.

A trend we identified in tracking systems was the ambition to work almost “out of the box”. We recognise the challenges for future cross-device tracking systems to provide high fidelity, reliable and accurate tracking information while keeping user input for device discovery, calibration, and pairing to a minimum, particularly for mobile systems. We foresee future inside-out systems delivering more of the capabilities of current outside-in systems, including user and identity tracking. We also anticipate outside-in systems increasingly sensing more of the users’ context, such as their spatial configuration and activity.
<table>
<thead>
<tr>
<th>Knowledge work (62)</th>
<th>Games and Installations (31)</th>
</tr>
</thead>
<tbody>
<tr>
<td>→ Project management: task management (Prante 2004), productivity (Wellner 1993), project management (Bardram 2012), ad-hoc sharing of resources (Oulasvirta 2007), job scheduling (Wallace 2009)</td>
<td>→ Museum experiences: museum activities and simulations (Lyons 2007), museum guide and artwork (Frosini 2014), spatial music experience (Marquardt 2011)</td>
</tr>
<tr>
<td>→ Searching: search (Robertson 1996), finding information (Fitzmaurice 1993)</td>
<td>→ Guides: city guide (Savidis 2005), tourist guide (Hardy 2008), conference guide (Turunen 2011), exploring neighborhood (Kottenitzsch 2016)</td>
</tr>
<tr>
<td>→ Other examples: note-taking (Olesik 2013), scientific work (Huang 2007), activity-aware computing (Houben 2013), police analyst station (Anslow 2015)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Home Computing (61)</th>
<th>Collaboration (21)</th>
</tr>
</thead>
<tbody>
<tr>
<td>→ Creativity: drawing (Rekimoto 1997), photo sorting (Merrill 2007), comic strips and collage (Bleich 2006), scrapbook (Nebeling 2014)</td>
<td>→ Mediating discussions: brainstorming and discussions (Tandler 2001), meeting room (Greenberg 1999), interactive brainstorming (Marquardt 2012), voting system (Kuhn 2016)</td>
</tr>
<tr>
<td>→ Media consumption: mixed-reality TV (Bailard 2017), TV access (Martin 2010), active reading (Chen 2012)</td>
<td></td>
</tr>
<tr>
<td>→ Planning: travel planning (Grundy 2002), calendar (Schmidt 2012), online shopping (Shiani 2012)</td>
<td>→ Content creation: creative collaborative work (Streitz 1999), collaborative synthetic bio-design (Grote 2015), collaborative writing (Koksmose 2015)</td>
</tr>
<tr>
<td>→ Other examples: garden (Calderon 2014), polling (Paek 2004), advertising (Ballagas 2004)</td>
<td>→ Other examples: collaborative browsing (Hu 2005), collaborative cognitive walkthrough (Wilson 2014), scientific collaboration (Huang 2007), collaborative data visualization (Badam 2014)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data Exploration (39)</th>
<th>Education (15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>→ Medical data: 3D medical data (Coffey 2011), brain scans (Gjerulfson 2011), synthetic bio-design rules (Grote 2015)</td>
<td>→ Learning and educational games: games for training math (de la Guia 2013), simulated classroom distributed applications (Villanueva 2014), learning task for children (Bouabid 2014), games for training memory (de la Guia 2013), biology simulation (Lyons 2006)</td>
</tr>
<tr>
<td>→ Scientific visualization: molecular visualization (Fortlines 2008), astrophysics (Wigdor 2009)</td>
<td>→ Presenting and critique: class presentation (Han 2003), critique student writing (Johanson 2002), electronic blackboards (Cao 2016)</td>
</tr>
<tr>
<td>→ Spatial data: terrain analysis (Oskamp 2015), geospatial disease data (Masoodian 2018), oil and gas (Seyed 2013), city maps (Chan 2010), interior rendering and design (Spindler 2012)</td>
<td>→ Managing classroom activities: classroom capture (Viel 2013), classroom polling (Pietroszek 2012), collaborative financial activity in groups (Kreitmayr 2013)</td>
</tr>
<tr>
<td>→ Financial data: financial computing (Marquardt 2015)</td>
<td></td>
</tr>
<tr>
<td>→ Other data exploration: scatter plot (Spindler 2010), learning about dataset (Schneider 2012)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mobile Computing (33)</th>
<th>Health (7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>→ Public displays and advertisements: communicating with public displays (Gellersen 2009), interaction with display at a distance (Boring 2010), tracking engagement with public displays (Jones 2015), bus stop display (Stylianidis 2017), airport public display (Stylianidis 2017)</td>
<td>→ Patient management: physician mobiles (Alsos 2006), patient registration (Winkler 2013)</td>
</tr>
<tr>
<td>→ Sharing information: business card sharing (Xiao 2016), scanning tangible (de la Guia 2013), data transfer on the fly (Koskimies 2015), ad-hoc connection (Rekimoto 2004)</td>
<td>→ Surgery management: medical surgery and operations (Fardoun 2014), medical operating room (Mentis 2017)</td>
</tr>
<tr>
<td>→ Input redirection: UI distribution (Hutchings 2006), content distribution across keyboard and display (Kim 2010), mouse cursor operations (Waldner 2010), secure entry on public display (Xiao 2016)</td>
<td>→ For patients: monitoring physical activity for diabetes treatment (Klaassen 2013), memory game for elderly (de la Guia 2014)</td>
</tr>
<tr>
<td>→ Other examples: extending screen space (Schneider 2012), authentication (Hintze 2015, Holz 2015, Holz 2016)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Software Development (6)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>→ UI design: UI design (Sinha 2001), GUI builder (Meskens 2009), multi-user interface design (Meskens 2010)</td>
<td></td>
</tr>
<tr>
<td>→ Debugging and programming: cross-device development (Nebeling 2014), debugging cross-device (Husmann 2016), Java applications (Hutterer 2006)</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Cross-device application domains: Nine application categories (and sub categories) with examples use cases.
Table 3. Tracking characteristics and modalities of the cross-device papers with tracking as a main contribution. Our tracking classification directly relates to surveys of tracking technologies in ubicomp (Hon et al. 2015; Hightower and Borriello 2001).

<table>
<thead>
<tr>
<th>Modality</th>
<th>Type</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>acoustic</td>
<td>standalone</td>
<td>Distance without cross-device synchronization (Peng2007), motion-resistant distance calculation (Zhang2012), Absolute 3D positioning on unmodified mobile phones (Jin 2015), conceptual relative 3D positioning on static mobile phones (Olu 2011), (Ji n2015)</td>
</tr>
<tr>
<td></td>
<td>user-generated</td>
<td>Doppler-based gesture recognition between 2 phones (Chen 2014b), Doppler-based multi-device selection (Aumi 2013), swiping between devices on surface (Goel 2014), relative positioning from ambient sounds (Sun 2011), positioning from ambient sounds (Hon2015)</td>
</tr>
<tr>
<td>capacitive</td>
<td>capacitive</td>
<td>Pinch across screens to define neighbours (Nielsen 2014), Recognizing neighbouring devices from touch patterns through brackets (Marquardt 2018)</td>
</tr>
<tr>
<td>IMU</td>
<td>IMU</td>
<td>Bump devices to define neighbours (Hinckley 2003)</td>
</tr>
<tr>
<td>magnetic</td>
<td>magnetic</td>
<td>Detect upper/lower device in device stacks (Klum 2012), detect magnetic field change to define neighbours (Huang 2012)</td>
</tr>
<tr>
<td>optical</td>
<td>fiducial markers</td>
<td>Detect configuration of devices (Li 2012), Detection of neighboring cubes (Merrill 2007)</td>
</tr>
<tr>
<td></td>
<td>IrisDA</td>
<td>Detects display position by searching for display content in the camera image (Boring 2010), relative positioning from inside-out tracking (Conotter 2014), compare camera images across devices (Dearman 2012)</td>
</tr>
<tr>
<td></td>
<td>RGB camera</td>
<td>Detects display position by searching for display content in the camera image (Boring 2010), relative positioning from inside-out tracking (Conotter 2014), compare camera images across devices (Dearman 2012)</td>
</tr>
<tr>
<td>RF-based</td>
<td>Bluetooth</td>
<td>Track users’ positions around their homes using BLE positioning (Holz 2015), detects neighbour devices on 2D plane based on BLE RSSI distributions (Jin 2015), detecting 2d position using matrix of NFC tags (Hardy 2008)</td>
</tr>
<tr>
<td></td>
<td>NFC / RFID</td>
<td>NFC tags in bezel of large display allows location detection of mobile device placed on the bezel (Fei 2013), RFID tags in screens to detect neighbouring displays (Ohta 2008), detecting 2d position using matrix of NFC tags (Hardy 2008)</td>
</tr>
<tr>
<td>radio (other)</td>
<td>Detects presence other devices (RFM) (Holmquist 2001), custom RF trackers integrated into phones (Luero 2011)</td>
<td></td>
</tr>
<tr>
<td>WIFI</td>
<td>Measures distance between devices using PAHR (Kikomose 2014)</td>
<td></td>
</tr>
<tr>
<td>any input</td>
<td>Through synchronously providing (tap) input to two or more devices (Remikoto 2004)</td>
<td></td>
</tr>
<tr>
<td>capacitive</td>
<td>capacitive</td>
<td>Tracks proximity of person with wearable device through BLE (Holz 2015), tracks wearable device through body-coupled communication on touch (Holz 2015), tracks devices’ capacitive footprints on touchscreen (Xiao 2016), tracks tangible and device footprints on capacitive surface (Villar 2018), capacitive markers on phone bezel for touch on large screen (Yasumoto 2015), (Yasumoto 2015), reads biometric data through body-coupled communication on touch (Holz 2015)</td>
</tr>
<tr>
<td>optical</td>
<td>depth camera</td>
<td>Tracks screens in image (Rädle2014), overhead Kinect camera (Marquardt2012), surrounding Kinect cameras (Sayed2015), depth camera to track mobile devices in 3d space (Spindler 2014), compare device IMU with depth camera optical flow (Wilson 2014), computing device orientation using a RANSAC-based plane fitter (Spindler 2014), displayed codes on screens (Rädle 2014), identifies tracked devices by flashing a marker on the screen (Rädle 2014), QSRCT radio nodes (Marquardt 2012), Tracks users’ hands for above the device interaction (Rädle 2014), overhead Kinect camera (Wu 2017)</td>
</tr>
<tr>
<td>fiducial markers</td>
<td>PixelSense tablet tracks markers attached to phones (Winkler 2014), overhead camera tracks attached fiducials (Remikoto 1999)</td>
<td></td>
</tr>
<tr>
<td>marker based IR</td>
<td>Vicon+Kinect (Marquardt 2011), overhead stereo cameras and LED Illuminants (Bader 2010), overhead camera (Bader 2010)</td>
<td></td>
</tr>
<tr>
<td>markerless IR</td>
<td>Detects phone contact point on diffused-illumination table (Schmidt 2010), detects object using an overhead camera (Wilson 2007)</td>
<td></td>
</tr>
<tr>
<td>RGB camera</td>
<td>Flashes displays and compares pixel colors in overview camera image (Otta 2010), tracks 2d position and orientation exploiting display polarization (Rädle2018), compares temporal codes on all phones to identify pixels in one overview camera (Schwarz 2012), uses an overhead camera (Wellner 1993), compares the head position inside two adjacent phones’ camera images (Grubert 2017), determines device orientation from aspect ratio and polarization change (Rädle 2018), identifies devices by marker on the screen (Rädle 2018)</td>
<td></td>
</tr>
<tr>
<td>RF-based</td>
<td>radio (other)</td>
<td>Uses a set of anchor notes to observe RSSI signal of mobile node (Blumrosten 2010), every radio node has a unique ID (Blumrosten 2010)</td>
</tr>
</tbody>
</table>
4.5 Interaction Techniques

The fundamental method by which people use cross-device computing is through interaction techniques. In our sample, 130/510 explicitly mention “interaction techniques” as the main contribution of the paper. Further in-depth analysis reveals that another 221 papers introduce interaction techniques as part of new tracking methods, applications, or systems, totalling 351 papers that describe and use cross-device interaction techniques.

4.5.1 Phases of Cross-Device Interaction Techniques

We identified three phases of cross-device interaction techniques (see a complete overview\(^5\) in ): (Phase 1) the configuration phase, (Phase 2) the content engagement phase, and (Phase 3) the disengagement phase. Our analysis reveals that input modalities through which users perform the interaction can be grouped into five distinct categories: (i) on-screen interaction, (ii) around the device interaction and gestures, (iii) device motion, (iv) changing the shape of the devices, and (v) using body gestures.

We categorise cross-device interaction techniques based on their modalities (technical mode of interaction) and three stages according to high level function (purpose of the interaction). We propose that the overall cross-device interaction model can be deduced into three distinct interaction phases: Configuration Phase, Content Engagement Phase and Disengagement Phase.

---

\(^5\) The table is not an exhaustive or complete list of all interaction techniques, but a representative sample from our dataset that is exemplary for the three stages and six modalities identified in our analysis.
### Table 4: Overview of interaction techniques for cross-device computing

<table>
<thead>
<tr>
<th>Input Modalities (Touch, Gestures, or Device Manipulation)</th>
<th>On-Screen</th>
<th>Touch</th>
<th>Around Device</th>
<th>Gestures</th>
<th>Device Motion 2D</th>
<th>3D</th>
<th>Shape Change</th>
<th>Body Gestures</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Phase 1</strong> Configuration</td>
<td>Pair, select or engage with device by:</td>
<td>Pair, select or engage with device by:</td>
<td>Pair or engage with device by:</td>
<td>Pair or engage with device by:</td>
<td>Pair or engage with device by:</td>
<td>Pair or engage with device by:</td>
<td>Pair or engage with device by:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- stitching (Hinckley 2004, Chen 2014)</td>
<td>- touching the surface (Schmidt 2012)</td>
<td>- bending (Chong 2013)</td>
<td>- approaching (Margaret 2012, Ballandret 2010)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- pinching (Ohia 2012, Lucero 2010, Lucero 2011, Nielsen 2014)</td>
<td>- knocking or tapping (Gow 2014, Rekimoto 2004)</td>
<td>- stacking (Chong 2013)</td>
<td>- turning body towards (Ballandret 2013, Greenberg 2011, Marquardt 2011)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- vision-based handshake (Wilson 2007)</td>
<td>- taking picture to recognize device (Schwarz 2017)</td>
<td>- shaking 3Dmanuel 2001, Mayhoffer 2007</td>
<td>- detect groups (Ballandret 2011, Marquardt 2012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- finger gestures (Houben 2015)</td>
<td>- hold-and-dragging (Chen 2014)</td>
<td>- recognizing motion correlation (Wilson 2014a)</td>
<td>- perspective awareness (Nacenta 2007)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- painting on surfaces (Xiao 2013)</td>
<td>- pinching-to-open (Chen 2014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Phase 2</strong> Content Engagement</td>
<td>Transfer content by:</td>
<td>Transfer content by:</td>
<td>Transfer content by:</td>
<td>Transfer content by:</td>
<td>Transfer content by:</td>
<td>Transfer content by:</td>
<td>Transfer content by:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- dragging (Simione 2013)</td>
<td>- rotating device (Radle 2014, Houben 2014, Said 2017)</td>
<td>- using app lending using a modular phone (Seyedi 2017)</td>
<td>- propagation through tformation (Marquardt 2012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Pick-and-drop (Rekimoto 1997, Nacenta 2005)</td>
<td>- pointing with phone, touch and drag, release touch to stop (Rade 2011)</td>
<td>- display tiling, UI distribution, and remote control using a mobile smartwatch (Seyedi 2017)</td>
<td>- selection with gaze (Lander 2015, Serrano 2015)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- tapping (Sibatara 2016)</td>
<td>- waving above (Houben 2015, Radle 2014)</td>
<td>- using overview and detail with Codex (Hinckley 2009)</td>
<td>- body gesture (Ballandret 2011)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- flicking (Reetz 2016, Pary 2017)</td>
<td>- point-and-grab (Makela 2018)</td>
<td></td>
<td>- wave-out and women muscle sense gestures (D'agronim 2017)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- SuperFlick (Reetz 2006)</td>
<td>- pinch-and-pan (Radle 2010)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- HyperDrag (Rekimoto 1999)</td>
<td>- grasp and micro-mobility: fine-grained reference, hold to refer back (Marquardt 2012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- pinch, swing (Fayy 2017)</td>
<td>- drawing a line on the surface between devices (Geol 2007)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- corresponding gestures (Nacenta 2005)</td>
<td>- Interact with content through motion on 2D surface:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- slingshotting (Nacenta 2005)</td>
<td>- pointing with phone, touch and drag, release touch to stop (Rade 2011)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Phase 3</strong> Disengagement</td>
<td>Explore context with:</td>
<td>Interact through 3D motion with device:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- changing finger posture (Houben 2015)</td>
<td>- moving to explore map (Filzmaurier 1993, Radle 2014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- dragging on devices or portals (Hazes 2005, Chung 2014, Marquardt 2012)</td>
<td>- moving device to explore information visualizations, e.g., graphs (Wozaika 2014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- painting (Rade 2014)</td>
<td>- waving between (Chen 2014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- cross-dev. pinch-to-zoom (Marquardt 2012)</td>
<td>- point-and-grab (Makela 2018)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- drag-and-zoom (Baudisch 2003)</td>
<td>- grasp and micro-mobility: fine-grained reference, hold to refer back (Marquardt 2012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- drawing a line on the surface between devices (Geol 2007)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.5.1.1. Phase 1: Configuration of Devices

The first phase focuses on setting up cross-device configurations of devices including pairing, combining, connecting, or coupling multiple devices. The purpose of this configuration phase is to establish a meaningful semantic relation between devices that enables cross-device activity. Examples of cross-device interaction techniques can be found in all 6 modalities. For example, using on-screen interactions, techniques such as stitching (Hinckley et al. 2004) or pinching (Ohta and Tanaka 2012; Lucero, Keränen, and Korhonen 2010; H. S. Nielsen et al. 2014) multiple displays together, or performing synchronous tapping touches (Rekimoto 2004) have been used to pair devices into one configuration. Pairing techniques have also leveraged on-device pointing (Petford, Nacenta, and Gutwin 2018; Waldner et al. 2010) or different finger posture and identification (Houben and Marquardt 2015) to implicitly create cross-device configurations. For around-the-device interactions, examples include knocking to pair (Goel et al. 2014), or even taking a picture to recognise other devices (Schwarz et al. 2012). Gestural pairing techniques include Rekimoto’s seminal tapping (Rekimoto 2004), and techniques such as roll-and-pointing (Chong and Gellersen 2013) or hold-and-flipping (X. Chen et al. 2014) to combine devices.

Most techniques in the configuration phase are designed with 2D or 3D device motion as the main input modality. As seen in Table 4, examples of pairing techniques using motion include bumping (Hinckley 2003), stacking (Chong and Gellersen 2013), or shaking devices (Holmquist et al. 2001; Mayrhofer 2007). The few shape-changing techniques examined how modifying the physical shape of devices through bending, sandwiching, or stretching (Chong and Gellersen 2013) can be used to relate devices to each other.

Using eye, gaze, or head orientation, techniques such as perspective-aware interfaces (Nacenta et al. 2007), perspective-aware cursor (Nacenta et al. 2006), or display change visualisations (Dostal 2013) are used to select the right device or screen. Finally, techniques such as gradual engagement (Marquardt et al. 2012) and proxemic interactions (Greenberg et al. 2011) leverage the location, position, and orientation of the entire body to create semantic relations between devices. As combining various devices into a cross-device configuration or ecology is a central precondition for any
application or technique to work across devices, it is unsurprising that so many techniques explicitly focus on this pairing or configuration phase.

4.5.1.2. Phase 2: Content Engagement

The second phase occurs after devices have been configured for cross-device usage, and includes direct or indirect interaction with content, data, visualisations, applications or interfaces that are spread across multiple devices. *Content engagement* encapsulates the actual consumption of content across various changing device configurations. Many of the classic cross-device interaction techniques—inspired by the seminal Hyperdrag (Rekimoto and Saitoh 1999) and Pick-and-drop (Rekimoto 1997; Nacenta et al. 2005)—use direct touch or mouse interaction with the displays to move content from one device to another. Examples include using drag-and-drop across the bezel of multiple screens (Simeone et al. 2013), swiping in the direction of another device (Waje et al. 2016; Jin, Holz, and Hornbæk 2015), as well as panning (Rädle et al. 2014), tapping (Shibata et al. 2016), and flicking gestures (Reetz et al. 2006). Direct interaction with content across devices has been supported through drag-and-drop proxy icon portals (Hazas et al. 2005; H. Chung et al. 2014; Marquardt, Hinckley, and Greenberg 2012), pressure-based press-and-flick techniques (Nacenta et al. 2005), pinch-to-zoom across multiple displays (Marquardt, Hinckley, and Greenberg 2012), or drag-and-pop and drag-and-pick techniques for multi-screen environments (Baudisch et al. 2003). Around-the-device interactions are predominately based on interactive surfaces (like PhoneTouch (Seifert et al. 2012) or ActivitySpace (Houben, Tell, and Bardram 2014)), or projection systems that extend the interaction space to visual proxies next to a device (Sicard et al. 2013), extended projected displays (Chernicharo, Takashima, and Kitamura 2013), touch-enabled surfaces around the device (Winkler et al. 2014), or even augmented mouse, touch, and keyboard input (Bi et al. 2011).

Mid-air gestures have also been considered for cross-device interaction. Some of these are variations of waving, such as waving between devices (K.-Y. Chen et al. 2014) or waving above devices (Houben and Marquardt 2015). Other mid-air examples are performed after a touch or 3D motion interaction, such as point-and-grab (Mäkelä et
al. 2018), lift-and-drop (Bader, Heck, and Beyerer 2010), or grasp and micro-mobility (Yoon et al. 2015).

The majority of interaction techniques for content engagement use the 2D or 3D device motion modality. A first category of techniques focuses on 2D movement on a flat surface. Techniques include rotating devices to interact with content (Rädle et al. 2014; Houben, Tell, and Bardram 2014; Saidi et al. 2017), moving devices to explore spatially aware maps (Fitzmaurice 1993; Rädle et al. 2014), or to explore information visualisations (Woźniak et al. 2014). The second category focuses on advanced 3D motions with devices for content interaction. Examples include pouring (Jin, Holz, and Hornbæk 2015) or throwing content onto a display (Dachselt and Buchholz 2009), and tilting actions to pan a map (Dachselt and Buchholz 2009). Further techniques include rotating (Liang et al. 2012), throwing and chucking (Hassan et al. 2009), shoot-and-copy (Boring et al. 2007), and tilting (Lucero, Holopainen, and Jokela 2012) techniques to interact across devices (see the full list in Table 4).

There are only a few full-body gestures, such as content transfer propagated through F-formations (Marquardt, Hinckley, and Greenberg 2012), or gaze and head gestures to select devices or screens (Lander et al. 2015; Serrano et al. 2015), and pick and drop content (Turner et al. 2014). Many of these techniques leverage the physicality and affordances of the devices to enable expressive 3D device motion to receive, use, or send data to other devices that are very easy and intuitive to perform.

4.5.1.3. Phase 3: Disengagement

The last phase covers interaction techniques for a person to stop cross-device content engagement on a device, infrastructure, or application level. While the first configuration phase has received much attention in earlier work, the disengagement phase remains less well explored. The few examples for on and around-the-device include cross-device session management (Hamilton and Wigdor 2014) or covering a smartwatch to reset the cross-device configuration (Chapter 5). Using 3D motion, there are techniques to break connection by moving the device (Hinckley 2003; Schreiner et al. 2015), picking up the device from the tracked area (Rädle et al. 2014; Houben, Tell, and Bardram 2014; Lucero, Holopainen, and Jokela 2011), tilting devices vertically towards oneself to stop sharing (Lucero, Holopainen, and Jokela 2011),
shaking to break connection (Ohta and Tanaka 2012), or implicit disconnection of the device by breaking physical contact (Xiao, Hudson, and Harrison 2016). Finally, proxemic interaction supports implicit disengagement by leaving the operation-space (Marquardt, Hinckley, and Greenberg 2012) or by turning away from the display (C.-J. Wu, Houben, and Marquardt 2017).

It is important to note that interaction techniques can occur in—or combine—multiple functions from different phases at the same time. For example, techniques discussed in PhoneTouch (Schmidt et al. 2010), WatchConnect (Houben and Marquardt 2015), Gradual Engagement (Marquardt, Hinckley, and Greenberg 2012), or Gluey (Serrano et al. 2015) combine Phase 1 configuration and Phase 2 content engagement functions in one interaction technique. However, applying this taxonomy can be a helpful analytical lens to understand the breadth and focus of most cross-device interaction techniques.

<table>
<thead>
<tr>
<th>1</th>
<th>Managing the applications, information and spaces</th>
</tr>
</thead>
<tbody>
<tr>
<td>→ Space Window Manager (Bielh 2006) and Layout Manager (Wigdor 2009)</td>
<td></td>
</tr>
<tr>
<td>→ RadarMap (Aliakseyeu 2008, Gellersen 2009), Map (Bielh 2006), MiniMap (Baur 2012)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2</th>
<th>Content visualisation and distribution strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>→ Brush-and-linking, across devices (Badam 2014, Chung 2018)</td>
<td></td>
</tr>
<tr>
<td>→ Overview and detail (Spindler 2010, Baur 2012, Saidi 2016, Homean 2018)</td>
<td></td>
</tr>
<tr>
<td>→ Central overview device (Chapter 9)</td>
<td></td>
</tr>
<tr>
<td>→ Focus and Context (Spindler 2010, Geyer 2010)</td>
<td></td>
</tr>
<tr>
<td>→ Overlaying information (Wigdor 2009)</td>
<td></td>
</tr>
<tr>
<td>→ MagicLens views (Baur 2012, Boring 2010)</td>
<td></td>
</tr>
<tr>
<td>→ Dynamically corrected perspective views (Nacenta 2007)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3</th>
<th>Feedback and feedforward approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td>→ Object shadow (Besacier 2014)</td>
<td></td>
</tr>
<tr>
<td>→ Gesture shadows/ghosts (Scott 2014, Besacier 2014, Liang 2012)</td>
<td></td>
</tr>
<tr>
<td>→ Temporary preview shadows of content (Marquardt 2012)</td>
<td></td>
</tr>
<tr>
<td>→ Perspective cursor (Nacenta 2006, Waldner 2010)</td>
<td></td>
</tr>
<tr>
<td>→ Multi-display pointers (Johanson 2002, Roman 2002)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4</th>
<th>Explicit linking between devices</th>
</tr>
</thead>
<tbody>
<tr>
<td>→ Coloured physical borders, frames or cases around device (Hamilton 2014)</td>
<td></td>
</tr>
<tr>
<td>→ Coloured lines between digital content across devices (Chung 2018)</td>
<td></td>
</tr>
<tr>
<td>→ Proxy icons around devices (Houben 2014)</td>
<td></td>
</tr>
<tr>
<td>→ Cross-device portals, borders (Marquardt 2012)</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Cross-device visualisation and management
4.5.2 Visualisation and Cross-Device Management

Related to the interaction techniques, we identified four major categories of visualisation and feedback that have been used to help users understand how a particular cross-device interaction technique or application works (Table 5).

First, a number of techniques provide users with an overview of the cross-device interactions across devices and space. Examples include the use of a layout or window manager (Biehl and Bailey 2006; Wigdor et al. 2009) and the use of an overview or mini-map (Aliakseyeu, Lucero, and Martens 2008; Gellersen et al. 2009; Forlines et al. 2006; Biehl and Bailey 2006; Baur, Boring, and Feiner 2012). Second, to increase the overview and understanding of where information and applications are located across devices, a number of content visualisations and distribution approaches have been developed. This category includes real-time coordinated views across devices (Forlines et al. 2006; Forlines and Lilien 2008; Hartmann, Beaudouin-Lafon, and Mackay 2013; Plank et al. 2017; Spindler et al. 2010), brushing-and-linking between devices (Badam and Elmqvist 2014; H. Chung and North 2018), overview and detail on demand or on other devices (Spindler et al. 2010; Baur, Boring, and Feiner 2012; Saidi, Serrano, and Dubois 2016; Homaesian et al. 2018), magic lens views (Baur, Boring, and Feiner 2012; Boring et al. 2010), or dynamically corrected perspective views (Nacenta et al. 2007). Third, to increase the intelligibility of cross-device systems, feedback and feedforward mechanisms have been developed. Examples such as object preview and gesture shadows (Besacier et al. 2014; Scott et al. 2014; Liang et al. 2012; Marquardt, Hinckley, and Greenberg 2012), perspective cursor (Nacenta et al. 2006; Waldner et al. 2010) or multi-display pointers (Johanson et al. 2002; Román et al. 2002) help users understand how information is travelling between devices. A final strategy is in explicitly visualising the links between devices. Both physical and digital coloured borders are used to indicate connectivity (Hamilton and Wigdor 2014; Wigdor et al. 2006; J. Wallace et al. 2006; Rädle et al. 2014; Marquardt, Hinckley, and Greenberg 2012). Visual proxies or portals on or around devices are used to visualise what device owns which information (Wigdor et al. 2006; 2009; Hazas et al. 2005; H. Chung et al. 2014; Marquardt et al. 2012; Biehl and Bailey 2006; Gellersen et al. 2009; Fei et al. 2013; Houben, Tell, and Bardram 2014), and cross-device portals help users identify the boundaries between devices (Houben, Tell, and Bardram 2014; Marquardt, Hinckley, and Greenberg 2012).
4.6 Evaluation Strategies

In this section we report on our analysis of evaluation strategies for cross-device work. While technical research might have a performance evaluation or a preliminary expert evaluation with developers, other work is evaluated through lab studies or real-world deployments with users.

4.6.1 Evaluation Methods Used

In summary, 317/510 of the papers in our corpus reported on a study, which we clustered into our five main evaluation strategies for cross-device work. As much of the cross-device research can be considered a “constructive problem” (constructive–conceptual or constructive–empirical (Oulasvirta and Hornbæk 2016)), we extended Ledo et al.’s evaluation strategies of technical toolkits for HCI (Ledo et al. 2018) for the purpose of our classification with “informative”, resulting in the five main categories: informative (observational and elicitation), demonstration, usage (qualitative and quantitative), technical, and heuristic evaluation (Table 6). We would like to point to Ledo et al.’s in-depth discussions about evaluation strategies of toolkits for the latter four (Ledo et al. 2018), which similarly surfaced in our analysis. In the following we will give a brief summary of each strategy and explain our newly added fourth strategy in more detail.

4.6.1.1. Evaluation through Demonstration

Demonstrations show what a cross-device system or interaction technique supports and how it is utilised by users for certain tasks (Ledo et al. 2018). While this does not involve a real-world deployment, it shows the applicability of a proposed solution to solve a real-world problem (Oulasvirta and Hornbæk 2016). Therefore, demonstration is a powerful evaluation tool, in particular for technical systems (e.g. tracking toolkits or other development frameworks).

4.6.1.2. Evaluation through Usage

Usage evaluates whether a cross-device system or interaction technique can be used by a certain user or user group (usability), how it supports certain tasks (usefulness), how it is appropriated, or elicits other user feedback (Ledo et al. 2018). Most frequently novel interaction techniques and cross-device systems are evaluated
through qualitative lab studies or controlled experiments, which work well to reveal usability problems, but often lack ecological validity. In the wild studies compensate for this limitation as they provide insights into the context of use of a specific system (Rogers et al. 2007). However, real-world deployments are challenging to conduct, as much of the technology supporting cross-device interactions is difficult to control outside the lab (mentioned earlier in tracking systems section). Yet 20 papers have reported an in the wild deployment, for example at schools (Kreitmayer et al. 2013) and in university classrooms (Cao, Esponda, and Rojas 2016; N. Chen, Guimbretière, and Sellen 2013).

Table 6. Evaluation methods used in our corpus (in round brackets are the number of papers employing each strategy).
4.6.1.3. Heuristic Evaluation

Heuristic evaluation uses a set of criteria (e.g. Nielsen (J. Nielsen 1994)) to assess the usability without the need for human participants. Few papers (5) report on heuristics as an evaluation method. We speculate that this could be because the cross-device research lacks specialised heuristic metrics. Heuristic metrics are a helpful tool for discovering usability issues, especially during early stages of the design process. However, “simple metrics can produce simplistic progress that is not necessarily meaningful” (Olsen 2007), as they will not provide insights into users’ often unexpected uses of a system.

4.6.1.4. Informative Studies

Studies with the purpose to give insights into users’ needs and unsolved problems were categorised as informative studies. They often precede implementation or development work and involve users in the design process, allowing researchers to gain a broader spectrum of possible solutions, and anchor system design choices in perceived user needs. Rogers argues that “ultimately research and development [of ubiquitous technology] should be driven by a better understanding of human activity” (Rogers 2006), and the sentiment is echoed by Oulasvirta who notes that “improving the state of affairs [in ubiquitous computing] is not the duty of engineers alone” (Oulasvirta 2008). However, not all projects involve a dedicated informative step, but rather draw their design choices from existing literature or other previous work. Through an explicit evaluation step after the development, the engineering work is then often grounded further in research.

Observational Studies

Within our corpus, several papers have reported on findings of observational in-situ or lab studies in order to build an understanding of cross-device use to guide further research directions or facilitate design choices. For example, early observations of multi-display use in office environments (Grudin 2001) triggered other research of how cognitive load can be reduced through usage of multiple displays (Hutchings et al. 2004) and multiple devices (Oulasvirta and Sumari 2007; Dearman and Pierce 2008; Santosa and Wigdor 2013). Similarly, other observational studies have been used to investigate current multi-device utilisation (Cecchinato et al. 2016;
Cecchinato, Cox, and Bird 2017), barriers for true multi-device usage (Plank et al. 2017), or the effects of display sizes in collaborative work (Zagermann et al. 2016; Huang, Mynatt, and Trimble 2007).

*Gesture Elicitation Studies*

Cross-device interaction techniques frequently involve on-, around-, and mid-air-gestures to connect devices or manipulate content. Such gestures designed by the researcher building the system are not always reflective of users’ preferred choice. Wobbrock et al. (Wobbrock, Morris, and Wilson 2009) proposed gesture elicitation studies as a tool when designing novel interaction techniques: participants are presented with the effects of an action (referent), and they are asked to perform the signs which could cause those actions. Through the weighing and calculation of agreement scores, the proposed gestures can be mapped to user-friendliness and acceptance (Vatavu and Wobbrock 2015). Through sensible crafting of elicitation tasks, such studies can generate a gesture vocabulary which allows for re-use of gestures for similar tasks.

4.6.1.5. Technical Evaluation

Technical evaluations are used to show how well a system works (Ledo et al. 2018). 66 papers in our corpus report on a technical evaluation, which is exclusively used to evaluate a tracking technology (28) or other cross-device toolkits (38). Again, we point to Ledo et al. for more details (Ledo et al. 2018).

4.6.2 Studying Cross-Device Interactions

Studying cross-device interactions often consists of video recording lab studies or in the wild deployments, especially for qualitative studies. However, only a few systems support researchers in analysing this video material: VICPAM (Moghaddam and Bailey 2011), EXCITE (Marquardt, Schardong, and Tang 2015), and EagleView (presented in Chapter 9) are systems enabling researchers to visualise and/or query spatial interaction with multiple devices. Ultimately, more work is needed about how to best evaluate cross-device interactions and systems.
4.7 Key Challenges and Research Agenda

Research on cross-device computing and interaction has shown that there are tremendous benefits to be gained by breaking the confinements of solitary computers, devices, and users. Through our survey of cross-device literature, we identified open challenges and issues during tagging of our corpus of papers and our own reflections on these findings. We synthesised all tagged entries (e.g. explicitly mentioned key challenges from 67 papers) into the following nine themes. We combine them with challenges identified in prior work (e.g. (Grubert, Kranz, and Quigley 2016; Houben et al. 2017)).

4.7.1 Bridging the Gap between Studies and Systems

To support human activities in a cross-device ecology or to meaningfully compare cross-device interaction techniques and approaches, we need to develop testable design patterns (Marquardt et al. 2012) by making applications and scenarios the central focus. Although some work has attempted to compare techniques (Nacenta et al. 2005; Rädle et al. 2014), the underlying fundamental problem is that there is no frame of reference to compare and evaluate cross-device techniques and systems. While many of the technical contributions re-envision and push the boundaries of interaction possibilities, they are often disconnected from findings using empirical studies. More work is needed to unify empirical and technical cross-device work into one stream of research.

4.7.2 Conveying Cross-Device Interaction Capabilities

While cross-device capabilities have in recent years started to appear in commercial products, several studies have contributed sometimes controversial findings about device utilisation. A study of Apple’s Continuity, for example, showed that users have challenges in understanding its features, being aware of its presence and effects, and mitigating significant privacy issues when devices are shared (Raptis, Kjeldskov, and Skov 2016). And while Rädle et al. argue for spatially aware cross-device interactions, they remark that such interactions have to be designed with great care to reduce users’ cognitive load and mental demand (Rädle et al. 2014). The underlying challenge is in communicating the action possibilities and benefits of cross-device interaction in systems and applications. More specifically, we need new concepts, feedback and
feed-forward mechanisms, and user interface patterns that are designed specifically for cross-device computing (as discussed later in Chapter 8).

4.7.3 Mitigating the Effects of Legacy Bias
The phenomenon of legacy bias, where users resort to well-known interaction styles even when more effective and novel techniques are available, has been documented in studies of cross-device sensemaking (Plank et al. 2017), note-taking (Jensen et al. 2018), and curation tasks (Chapter 5). Although workplace and user experience studies consistently report that many people are already struggling with multi-device fragmentation (Cecchinato et al. 2016; Dearman and Pierce 2008; Santosa and Wigdor 2013), it remains an open issue to what extent users will adopt new multi-device systems. More research into the mental models of individual devices and larger ecologies is needed to provide an empirical ground for new technical cross-device research.

4.7.4 Addressing Social Challenges
Designing new cross-device systems involves tackling the challenges of social relations and norms (Dey, Ljungstrand, and Schmidt 2001), privacy (Uzun, Saxena, and Kumar 2011; Brudy et al. 2014), authentication, as well as providing support for the configuration work (Houben, Tell, and Bardram 2014) needed in the engagement and disengagement stages of the cross-device interaction. Our analysis finds the systemic lack of interaction techniques for disengaging from cross-device interaction. Users need the ability to configure (or reconfigure) cross-device functionality (Raptis, Kjeldskov, and Skov 2016), and Greenberg et al. argue for explicitly supporting opt-in and -out of interactive systems (Greenberg et al. 2014). Although some initial work has been conducted in this space, fundamental issues around the entire cross-device interaction model remain.

4.7.5 Enabling Proactive Cross-Device Interaction
Although Weiser’s vision (Weiser 1991) is foundational for cross-device computing research, it has also elicited critical reflection. For example, Rogers proposes a “shift from proactive computing to proactive people” (Rogers 2006) in which purposefully built experiences engage people while leaving them in control of their interactions
with the world (Rogers 2006). Similarly, Oulasvirta summarises that it is users who are “doing the ubicomp” (Oulasvirta 2008) and Dourish argues that users, not designers, appropriate technology and thus create meaning for their interactions (Dourish 2004). Therefore, instead of blending devices together and trying to hide the boundaries between them, designers should embrace and leverage the heterogeneity and flexibility of devices and their “seams” (Chalmers and Galani 2004; Oulasvirta 2008)—ultimately creating an ecology of devices that build the conceptual foundation of cross-device computing. The current move to mobile, ad hoc, and re-configurable device configurations is reflective of this shift, but the context of use, the user’s action, and specific applications and scenarios needs to be considered in a much stronger way.

4.7.6 Building and Deploying Cross-Device Systems In the Wild
Many cross-device systems and interactions were built and tested in controlled lab setups (Table 6), often involving only a small set of simultaneous users. It is unclear how well the systems and interactions transition and scale to environments that are more representative of everyday interaction (Homaeian et al. 2017), what users’ actual cross-device interactions are in their everyday lives (A. Wu et al. 2012), or how they may change their use of multiple devices outside the lab (Husmann, Rossi, and Norrie 2016). Researchers have therefore argued for in the wild deployments in users’ typical environments (Bragdon et al. 2011; Rogers et al. 2007) to better understand and support their actual tasks in their settings (Kreitmayer et al. 2013). However, this opens up new challenges about technical capabilities and the infrastructure problem.

4.7.7 Improving Tracking Technology and Infrastructure
Much of the enabling technology for cross-device interactions (Table 3) is prototypical, difficult to set up, expensive, or requires a lot of space. There is a need for such systems to be more reliable (Kubo et al. 2017), to improve speed and accuracy during regular use and motion (Peng et al. 2007; Qiu et al. 2011; Chang and Li 2011; Schwarz et al. 2012; G. Hu et al. 2014), and to bring cross-device capabilities to unmodified devices outside the research space (Ohta and Tanaka 2012). On a technical level, cross-device research needs more practical testing (Jin, Holz, and Hornbæk 2015) and refinement for situations outside the lab (Li and Kobbelt 2012),
to support wider-scale use and in the wild deployments. Outside-in tracking often requires markers attached to the tracked object or is easily confounded with uncertain conditions (light, noise). And while inside-out tracking has in the past always been used for in the wild deployments—due to its robustness, mobility, and support of ad hoc situations—it lacks the fidelity and details (e.g. tracking of users) of outside-in. On the other hand, devices themselves can be aware of their context of use. Researchers in academia and industry have begun to point out and tackle this infrastructure problem (Oulasvirta 2008; Houben, Tell, and Bardram 2014), but only a few efforts have focused on minimising setup and configuration time on the user’s part to enable interactions out-of-the-box (e.g. (Jin, Holz, and Hornbæk 2015; Zhang et al. 2012)).

4.7.8 Bespoke Solutions vs. Platforms

Commercial attempts at cross-device computing are limited to a single user managing their personal device ecology within a particular manufacturer’s ecosystem, with little support for real collaborative activities. However, the technological innovations that succeed in breaking the barriers of commercial applications and ecosystems are most often built on open standards, notably the World Wide Web, e-mail, and open file formats. Few standards do exist that support cross-device computing, and the integration of access to technologies like Bluetooth in modern web-browsers points in a direction that opens up for exploiting cross-device interactions outside the commercial or research silos. However, design of meaningful standards must be informed by rigorous studies of use, and not only confined to the laboratory (Houben et al. 2017; Oulasvirta 2008). This presents a chicken-and-egg problem as cross-device interaction techniques and applications are notoriously difficult and costly to build, deploy, and test.

4.7.9 Towards a Symbiosis between Cross-Device Capabilities and Human Activities

Cross-device research is diverging further with new interaction techniques for mobile, wearable, and tangible devices, with various input and output modalities. While cross-device computing essentially focuses on the device, it is in itself also device-agnostic. With new device form factors, materials, mixed-reality technology, IoT
devices, and shape-changing interfaces there is a renewed challenge and opportunity to rethink the boundaries, purposes, and scope, of devices within a complex ecosystem.

4.8 Discussion

The aim of this chapter is to show that there is not “one way” of cross-device research. Instead, there is a broad range and diverse set of existing work. Our taxonomy allows for the framing of current and future research within the vast amount of existing work. Furthermore, our work showcases that that cross-device systems and tools are suitable for a varied set of interactions in a diverse set of use cases. Over the past three decades, interaction with computers has progressed from single-screen mainframe computing, to dual-screen desktop PCs, to advanced multi-display devices with gesture interactions, to the proliferation of today’s mobile and wearable devices. Multi- and cross-device computing has become a fundamental part of human-computer interaction research. Especially in the current—third—phase of cross-device research, and in times where mobile, handheld devices are prevalent the ad hoc nature, flexibility, reconfigurability, and adaptability of cross-device systems offers many benefits. And despite the great variety in research agendas and focus points, the common ground in this community is to understand, create, and deliver experiences that transcend the individual device.

The work in this chapter not only serves as an entry to the field of cross-device computing research but allows for the framing of cross-device computing research through our taxonomy. The broad range of application domains showcase a wide variety of projects that have benefitted from cross-device interaction techniques—with knowledge work and collaboration making up almost 25% of the applications. Part II of this thesis presents three case studies of cross-device systems within the domain of knowledge work and collaboration—specifically collaborative curation—where the insights from Part I guided the work, in particular by using the interaction techniques classification to identify suitable extensions of existing techniques, using the taxonomy overview for framing, and informing the choice of appropriate feedback and evaluation techniques.
PART II: CASE STUDIES OF CROSS-DEVICE TOOLS FOR KNOWLEDGE WORK

In Part II we leverage the insights gained in Part I about cross-device principles to design novel systems, tools, and interaction techniques that enable cross-device work in three case studies of knowledge work. Chapter 5 describes CurationSpace, which applies the notions of instrumental interaction and dynamic media to curation work using cross-device interactions. Chapter 6 describes how findings from two informative studies led to the design of a CurationLens, a system that enables users to conduct curation activities either alone or in a group, using multiple devices, and enable to blend physical and digital artefacts and tools. While the first two case studies are mainly concerned with curation tasks, Chapter 7 introduces the design space and application examples for flexible and adaptable mobile device setups using SurfaceConstellations exploring cross-device interactions in broader knowledge work scenarios, beyond curation.
Chapter 5. *CurationSpace: Cross-Device Content Curation Using Instrumental Interaction*\(^6\)

For digital content curation of historical artefacts, curators collaboratively collect, analyse and edit documents, images, and other digital resources in order to display and share new representations of that information to an audience. Despite their increasing reliance on digital documents and tools, current technologies provide little support for these specific collaborative content curation activities. We introduce CurationSpace—a novel cross-device system—to provide more expressive tools for curating and composing digital historical artefacts. Based on the concept of Instrumental Interaction, CurationSpace allows users to interact with digital curation artefacts on shared interactive surfaces using personal smartwatches as selectors for instruments or modifiers (applied to either the whole curation space, individual documents, or fragments). We introduce a range of novel interaction techniques that allow individuals or groups of curators to more easily create, navigate and share resources during content curation. We report insights from our user study about people’s use of instruments and modifiers for curation activities.

---


Steven Houben, Nicolai Marquardt and Yvonne Rogers were advisors for the work on this project, contributed to the overall concepts; I was leading the conceptual and implementation work, as well as evaluation and write-up of the research.
5.1 Cross-Device Interactions for Content Curation

There are many different curation practices, extending beyond the more traditional interpretation of a professional museum curator. One of these practices is content curation, which can be defined as the process of collecting, analysing, displaying and sharing information in order to derive new insights and knowledge and present these findings to a broader audience (Rotman et al. 2012). Curating content often requires specialised knowledge and collaborative artefact discovery. One example of such content curation is that of historical documents, often done by (non-professional) historic societies or charities who collaboratively create curated data sets, formulate conclusions, and create new representations. Over the years, technology has resulted in a growing amount of information, allowing for new ways of conducting curation processes. Moreover, it enables groups to work collaboratively, using the various resources, bringing together people with expertise from different backgrounds (Streitz, Geissler, et al. 1999). The focus of our research is on curation work for ad hoc collocated resource collation. Specifically, we explore how content curation tasks, such as collecting, organising, reviewing, displaying and sharing digital content (e.g. images, maps or notes), can be supported effectively through using multiple tools and devices at hand for group work.

Curating digital content in a group setting, however, using multiple digital devices can be challenging because it requires a large amount of configuration work (Houben, Tell, and Bardram 2014) when setting up devices and sharing resources. Furthermore, even though people use computationally powerful and interconnected devices, most of these devices are not designed to support in situ collaborative work (Santosa and Wigdor 2013). Which devices might be put to good use in order to support ad hoc
Curation work? Large displays can be used for shared curation work in combination with other hand held technologies. These offer a high resolution interaction space and allow for collaboration and exploration of large datasets (Andrews, Endert, and North 2010). However, several problems arise from using large and public displays for content curation, such as the positioning of control instruments on large screens (Andrews et al. 2011; H. Shen et al. 2006), territoriality (Scott, Carpendale, and Inkpen 2004), or privacy when working with private data (Brudy et al. 2014). The use of personal devices with large displays offers ways of overcoming these while also providing new methods for controlling and interacting with content. In particular, using a worn device with a tabletop allows users to personalise systems with their own content. Compared with using phones for personalised input with a larger interactive surface (e.g. (Schmidt et al. 2012)), the use of a smartwatch does not require to be held, leaving users’ hands free for interactions.

*CurationSpace* was designed as a personalised sharing system that leverages the functionality of (i) an individual user’s smartwatch for instrumental interactions (Beaudouin-Lafon 2000) and (ii) a shared interaction space (e.g. a large, touch-enabled tabletop or wall display). It was motivated by how we interact with tools in the real world, in which there exists a many-to-many relation between tools (like pens, scissors, markers) and objects of interest (paper, plastic, fabric). The smartwatch is used to identify its user, to store and share personal information, provide the user with customised views or interfaces, while also allowing protection of private and sensitive information which a user does not want to share publicly. It is a mediator between the user and the interaction space that supports collaborative working with a focus on content curation. The shared public space is a multi-touch surface that multiple users can interact with.

In terms of our cross-device design space (Chapter 4), *CurationSpace* supports synchronous interactions; in a logically distributed user interface; in an n..m relationship between people and devices (in the study described in this chapter: two people using a smartwatch each as well as operating on a shared tabletop display); operating in the near and personal scale; in a fixed setup; and within collocated situations.
The aim of this chapter is to provide a new instrumental interaction approach for collocated curation work that (i) separates space, domain object and individual fragments as interaction entities, and (ii) uses a smartwatch to augment human touch with configurable tools that act upon these entities.

5.2 Instrumental Interaction for Smartwatches

The vision behind ubiquitous computing and cross-device interactions is to allow users to seamlessly interact with digital information where and when needed. As Bødker (Bødker 1990) argues, users do not interact with technology but rather “through the interface”. Computer devices, systems, and applications are mediating tools or instruments that allow users to act upon information using systems from their environment.

The notion of Instrumental Interaction was originally proposed by Beaudouin-Lafon (2000) as a POST-WIMP interaction model in which there is a strong conceptual separation between the information, data or other domain objects, and the instruments or tools that are used to act upon those domain objects. Instruments are a combination of hardware and software components that mediate the interaction between the human and the domain objects that are of interest to the user. The user interacts with instruments that translate its actions to the underlying data and provide feedback to the user. This instrumental interaction model is inspired from the observation that “our interaction with the physical world is governed by our use of tools.” (Beaudouin-Lafon 2000). Instrumental interaction is based on three design principles (Beaudouin-Lafon and Mackay 2000): (i) reification, the process of objectifying instruments and interactions, (ii) polymorphism, the property that allows for a single instrument to be applied to any domain object, and (iii) reuse, the process of leveraging previous defined objects for future use.

This Instrumental Interaction model was extended by Klokmose et al. (Clemens Nylandsted Klokmose and Beaudouin-Lafon 2009) into a Ubiquitous Instrumental Interaction model, in which instruments were made much more explicit in the form of reusable interchangeable artefacts that could be used on different types of domain models across different types of surfaces. Instruments can migrate from one device to
another, from one data structure to another. Although instruments can break on certain types of domain objects, they should provide an operational consistency across domain objects and interactive surfaces. Klokmose et al. (Clemens Nylandsted Klokmose and Beaudouin-Lafoon 2009) did not differentiate between types of devices, but rather see instruments as hardware-independent digital constructs that themselves should be easy to manipulate by other instruments.

In this chapter, we differentiate between types of devices, and more specifically their role towards supporting instruments. By wearing a watch, we can automatically identify users through their touch input and gestures, which can help auto-select instruments, and more generally augment the human touch capabilities. Rather than using physical instruments, the watch can be leveraged to contextually reshape the instruments executed by our hands, as well as our human touch. The watch can in this way be used to configure and execute the instruments that are applied to a range of different document types available in CurationSpace.

### 5.3 Wrist-based Interactions and Smartwatches

This section provides additional background of previous work specific to this chapter, which was not covered in the related work chapter in Chapter 3.

Previous research has shown that the wrist is a good place to position a device that needs to be accessed quickly or frequently (Ashbrook et al. 2008). DeskJockey (Ziola, Kellar, and Inkpen 2007) offloaded interface elements by projecting them onto its surroundings. Similarly, Mayer et al. (Mayer and Soros 2014) introduced user interface beaming, leveraging a smartwatch to interact with smart objects in the environment. Duet (X. Chen et al. 2014) extended the input space on a phone with a smartwatch, e.g. the smartwatch acts as a tool palette when editing input on the phone, and Expressy combined a wrist-worn IMU to expand the expressiveness of touch interactions (Wilkinson et al. 2016). In CurationSpace the smartwatch acts as tool selector, augmenting the user’s touch, and can therefore be seen as an extension of the shared surface screen. It declutters the shared surface from menu items while, similar to Local Tools (Bederson et al. 1996), allowing for quick access to the commonly used instruments.
Although researchers have explored using a smartwatch as a public display (Pearson, Robinson, and Jones 2015), a smartwatch is a personal, body-worn device, which is predominantly owned and operated by a single person. Reading personal notifications is the second most common usage of a smartwatch (after reading the time), and denotes overall the longest interaction time with a smartwatch (Pizza et al. 2016). Leveraging the one-user-per-device property, CurationSpace allows users to personalise input and bring private content to a shared surface. GestureWrist (Rekimoto 2001) introduced hand and arm posture recognition on the wrist, Gesture Watch (Kim et al. 2007) detected gestures above and around a smartwatch, and Haptic Wristwatch (Pasquero, Stobbe, and Stonehouse 2011) allowed users to perform gestures, such as covering the watch-face, or interact with the bevel of a wristwatch.

No prior work has explored how smartwatches can be used in conjunction with a shared space for collaborative content curation. CurationSpace introduces a collaborative document presentation system that allows users to modify its content through a number of instruments that can be selected, adjusted, and applied using a personal smartwatch. Leveraging the fact that smartwatches are body-worn and personal devices, CurationSpace allows users to bring personal content into a shared space, customising their input using instruments selected on the watch. Further, the watch can provide personal feedback through its easily visible display, not occupying any space of the shared area. CurationSpace allows for touch input on the smartwatch as well as gesture input using the smartwatch’s internal sensors.

### 5.4 Scenario Description

Our content creation scenario describes the process of groups collecting, analysing, displaying and sharing information—for example historic documents—in order to present it to audiences in new ways (Rotman et al. 2012):

Lisa is interested in the history of the street on which she lives. She joined a volunteer-driven historic society that preserves the history of her street, through collecting, analysing, and reworking various sources of historic material, including maps, photographs, and locals’ memories. Lisa is working together
with John on a report about the history of the local hospital. They split up their work to research different facets online, in local archives, libraries. In order to collaboratively organise and analyse their information, they meet in a library using the CurationSpace system.

Lisa and John connect their smartwatches to the system. John shows Lisa a chapter of the report he has been working on. Lisa edits the text and images of the section using various instruments. Lisa also extends her collection of photos of historic maps with the ones that John has found. They review and finish the editing on one of the chapters of their building report. After two hours of exploring and sharing, they have created a new visual history of the hospital, loaded their work onto their watches so that they can continue their work at a later stage and vacate CurationSpace.

Throughout this chapter, we refer back to the key curation activities from this scenario.

5.5 CurationSpace

The design of CurationSpace is inspired by the observations of how people collaborate and interact with physical documents during a group session (Kruger et al. 2003). First, people often organise the table into distinct spaces that serve several purposes (e.g. often the middle of the table is used to share or present content to each other, while the edges closer to the users are used to store personal notes or documents (Scott, Carpendale, and Inkpen 2004)). Second, to discuss and reflect on content, people often place documents (reports or collages that are composed of smaller fragments, such as images, photos, texts, maps or other relevant resources) onto the table, which also facilitates sharing of documents or fragments with others. Third, users utilise tools (e.g. pens, markers, tape, pencils, scissors) to modify, annotate and create content while interacting with the documents or fragments. Importantly, tools can be applied to different types of documents, e.g. a pen can be used to write new text, to annotate a map, or to sketch a new figure.

Inspired by Beaudouin-Lafon’s ideas on Instrumental Interaction (Beaudouin-Lafon
and Kay's vision of dynamic media (Kay and Goldberg 1977), CurationSpace's design provides a new document presentation and interaction model that follows this clear separation between (i) the cross-device interaction space that is being used as part of the curation work, (ii) the documents that are shared in the space, (iii) the individual fragments that make up each document, and (iv) the instruments that people are using to modify and create content during the curation process (Figure 1 middle). We extend established interaction techniques (Bederson et al. 1996; X. Chen et al. 2014; Houben and Marquardt 2015; Schmidt et al. 2010) to explore a system implementation of this vision for supporting content curation tasks on a shared surface, using personal devices. CurationSpace uses smartwatches as instrument selection devices that enable people to reconfigure their hands into different tools needed to perform curation work. Based on the principles of Instrumental Interaction (Beaudouin-Lafon and Mackay 2000), CurationSpace is built around three main principles:

1. **Dynamic resources.** To allow for reification (Beaudouin-Lafon and Mackay 2000), information is structured within three levels of abstractions: documents, fragments and spaces. These atomic units of interaction are exchangeable, combinable and controllable to create high level information structures.

2. **Tool multiplicity.** A basic set of tools are provided that can be applied to any resource. Tools or instruments can be applied to a variety of dynamic media, allowing for polymorphism across objects types and reuse of the same tool across a suite of information resources (Beaudouin-Lafon and Mackay 2000).

3. **Personal and shared objects.** Tools and objects can be personal or shared with other people. Both the hierarchical resource structure as well as the tool multiplicity are constrained by user roles and access models.

5.5.1 **CurationSpace Components**

CurationSpace consists of two components: a smartwatch application and a touch-enabled large interactive surface. The smartwatch allows users to select instruments (“interaction instruments” in Instrumental Interaction (Beaudouin-Lafon 2000)), which they can apply to documents on shared spaces to change their properties. Each instrument acts on a multitude of different documents and fragments, but to the user
it only appears as a single instrument (e.g. “colourise”, “delete”, or “create”). On the surface side (Figure 12 left and middle), CurationSpace consists of three nested modules. These represent the domain objects of instrumental interaction. At the broadest level, there is an interaction space which is shared among all users and spans one or multiple interactive surfaces. Using instruments, a user creates or interacts with documents. Each document is owned by a user; however, they can share access to a document. Each document in return can contain one or multiple fragments, e.g. text, images, or a canvas.

The smartwatch (Figure 12 right) acts as a mediator between the user, the interaction space and the objects within, by providing a variety of instruments. Since every smartwatch is owned and worn by one individual person, they can be used to personalise the input, provide access to personal data, and allow for personal feedback. Using a smartwatch as an instrument selector reduces the need for cumbersome menu selection on the shared surface, allows for hands-free interaction and does not occupy space on a shared surface.

5.5.2 General interaction with CurationSpace

CurationSpace starts with an empty interaction space. A user interacts with the space by applying instruments. For example, touching the interaction space will automatically use the create instrument to produce an empty rectangular shaped document. Documents can be resized and repositioned. Each document is either private or public, defining who can interact with it and blocking access to unauthorised users. Authenticated users (the owner) can manipulate their own documents using multi-touch gestures on the surface, which are defined by the selected instrument on the smartwatch. A private document can be made public (shared) by the authenticated user using the share instrument, allowing everyone to interact with it. One or multiple fragments can be added to each document. Fragments contain either text, images, or a canvas and can also be manipulated using instruments. When interacting with their own document, the user’s smartwatch lights up in a matching colour to indicate the connection. The watch also shows the currently selected instrument.
Instrument selection may occur automatically, based on the current context, or manually through explicit user selection. The user interacts with the shared space using the selected instrument. An instrument can be deselected either implicitly by selecting a new instrument, or explicitly by tilting the smartwatch. The functionality of some instruments is contextual, based on the type of domain object with which the user is interacting. This contextual difference lies in the nature of instrumental interaction and the system has to mediate (Clemens Nylandsted Klokmose and Beaudouin-Lafon 2009). This mediation is integrated into our system’s underlying architecture: domain objects “understand” how to react to the application of instruments (through an event model) and therefore mediate the instruments’ effect on them. The connection with the shared space can be broken by covering the smartwatch. This results in all documents being removed from the space and offloaded to the smartwatch.

5.5.3 Technical implementation of CurationSpace

*CurationSpace* is implemented on a modified Microsoft Surface 1.0 SPI tabletop running Windows 7. The system runs a distributed message and content server based on SignalR that connects the watches (and potentially other devices) to the surface application. We used a Sony SWR50 SmartWatch 3, running Android Wear, connected to an Android smartphone via Bluetooth connection. The phone acts as a proxy between the smartwatch and the tabletop, allowing for a network connection between tabletop and smartwatch. The smartwatch transmits sensor data, instruments, and content selection to the tabletop, and receives system status updates.

A touch on the surface is considered *authenticated*, when it can be associated with a particular user. In our setup, a user wears a glove with fiducial markers attached to the finger (similar to (Marquardt, Kiemer, et al. 2011)). Since each smartwatch belongs to an individual person, it can provide the fiducial marker IDs of its user to the system, therefore identifying the user to the system. It also acts as a private content repository, allowing a user to bring in their own data. The smartwatch has touch input, and its integrated IMU can be used for gesture recognition (e.g. the user disconnects from the system by covering the light sensor of the watch; or performs a
till gesture to deselect the selected instrument). Further, it extends the shared surface to provide personalised, private feedback. Available instruments are shown in a grid-layout (Figure 12, right) and content in a scrollable list (Figure 14, top) on the watch’s screen.

*CurationSpace* represents the core ideas of Instrumental Interaction in its underlying distributed system architecture, in which instruments are *object events* that can be triggered on domain objects. It is not the instrument that defines its effect, but the domain object that reacts to the event of instrument-application. Introducing new instruments means simply introducing a new object event, implementing the receiver on the domain objects and its reaction to the event. If no event listener is implemented, the domain object will simply ignore the application of that instrument. Instrument mediation and instruments’ many-to-many relation with objects is therefore integrated into our system’s architecture: domain objects “understand” how to react to the application of instruments (object events) and therefore mediate how to react to an instrument’s application. Furthermore, when no tool is selected, some domain objects trigger automatic tool selection upon a user’s touch, e.g. when no tool is selected and the user touches the interaction space, the “create” instrument will be automatically selected.

### 5.5.4 CurationSpace Instruments

Instruments customise users’ touch input, which extends it beyond the normal binary touch. As laid out in the instrumental interaction model (Beaudouin-Lafon 2000), the conceptual separation between domain objects (documents in *CurationSpace*) and instruments frees instruments to be reusable artefacts which can be applied on different domain models. While one instrument’s usage is consistent across domain objects, the underlying interpretation on the data depends on the domain object. Differing from the work by Klokemose et al. (Clemens Nylandsted Klokemose and Beaudouin-Lafon 2009), *CurationSpace* does employ device boundaries, differentiating between each user’s smartwatch and the shared spaces. We argue that using the watch as an explicit instrument selector allows the differentiation between an individual’s instrument and work, and thus allows group collaboration on a shared interaction space. Each user’s smartwatch serves as an instrument selector and a
personal identifier, receives personal system feedback, and provides a personal content repository. Using and adapting these instruments allows users to contextually re-configure and augment touch input.

Our set of instruments is informed by the key curation tasks of our user scenario. Depending on the current system state the instrument is being applied to, these affect and alter the domain objects in different ways.

- **Create instrument**: Allows users to create documents and fragments. The watch acts as an identifier and holds users’ personal data to be shared with the space. This instrument is the default instrument when interacting with the space itself while no other instrument is selected.

- **Manipulate instrument**: Selecting an object or fragment allows the user to change its position, rotation, size, and to crop it using multi-finger gestures. The smartwatch acts as an identifier and tool selector for further operations. This instrument is the default instrument when interacting with a document or fragment while no instrument is selected.

- **Colour instrument**: Using the smartwatch a user can select a colour on their smartwatch. The colour instrument can be applied to different domain object, e.g. it can be used to draw on a canvas, highlight parts of an image or colour text.

- **Increase / decrease instrument**: These instruments allow the user to zoom in on a picture, increase the font size of a text, or show a document in full screen mode or vice versa.

- **Erase instrument**: The erase instrument acts as an eraser on a canvas, can be used to delete text through selection, remove images by touching them inside a document, or eradicate an entire document from the space.

- **Copy instrument**: This instrument allows the user to duplicate a document or image fragment, or to copy and paste text through selection.

- **Share instrument**: Created documents are owned by one user. Sharing a document allows other users to manipulate the documents.

These instruments should be seen as an example list of tools demonstrating the concepts of using Instrumental Interaction for content curation tasks, rather than an exhaustive set.
5.6 Interaction Techniques for Curation Tasks

In the following we illustrate how these atomic instruments support collaborative content curation, by using the smartwatch for instrument selection, feedback display, and personal content repository. We illustrate the nuances of these techniques with our scenario application.

![Image](image1.png)

**Figure 13.** Using the implicitly selected create instrument (left) a user creates a new document on the interaction space (right).

5.6.1 Creating Documents and Adding Content into Fragments

Creating new documents for arranging curation content is one of the key content curation tasks. We designed instrumental interaction smartwatch techniques to facilitate the ad hoc creation of documents and adding content directly in context:

John wants to share photos of historic maps he has found in the archives. To start, he touches an empty area on the interaction space. After a 1.5 second dwelling time (to prevent accidental document-creation) a new document is created (Figure 2). The system selects this function automatically because on the empty interaction space no other instrument than the create instrument has an effect. After creating a new document, John wants to add pictures. He explicitly selects the create instrument on his watch, which then presents him with thumbnails of the content he can share from the watch (Figure 14 small inlay top). He can cycle through the text and images through touch gestures, and select the desired image of the map, adding it as a new image fragment to the document. The content is added to the document he last activated through interacting (touch or move) with it.

Figure 14 shows a screenshot of interaction space containing five documents, of which two are docked to the side. Two documents are owned by John (green border), two by Lisa (purple border), and one has been shared publicly, allowing everyone to access
it (white border). *CurationSpace* supports different document types. Currently implemented are text (Figure 14, middle right), images (Figure 14, middle left), and canvas (Figure 14, bottom right). Documents’ borders are marked in their owner’s colour (here: green and purple; white borders indicate public access), and can be docked to the side to declutter the interaction space (Figure 14, bottom).

![Figure 14](image)

**Figure 14.** The smartwatch acts as a personal content repository (inlay top), allowing users to share their personal data.

5.6.2 Manipulate and Organise Documents and Fragments

When sorting through documents, people employ the space around them (Andrews, Endert, and North 2010). Using the document system, *CurationSpace* allows users to spatially arrange their content. The manipulate instrument is the default instrument when interacting with documents while no other instrument is selected, and can be used to position, resize, and rotate documents. For better overview, documents can be docked to the sides of the display, shrinking them to small preview icons (Figure 14), or enlarged to take up the whole screen. This allows for a large number of documents to be used, while not cluttering the interaction space. The *increase / decrease instrument* can also be used to resize documents by touching their borders and to zoom in on images or increase text font size (Figure 15).
Since Lisa sits opposite John, he uses the manipulate instrument to spatially organise documents on the surface, by moving them around, rotating them using simple gestures, or to resize them. The manipulate instrument can be used on whole documents, as well as image and canvas fragments. John looks through the photos. Using the manipulate instrument, he can crop, resize, and rotate the image fragments. John shows Lisa the text he has been working on. He increases the font size, for easier reading.

5.6.3 Share Access to a Document with other Users
Finding and sharing artefacts (digital and physical) with collaborators is one of the key curation activities, allowing more insight to be gained (Streitz, Geissler, et al. 1999; Rotman et al. 2012). However, not all content should be editable by everyone as people care about their personal data and boundaries (Brudy et al. 2014; Scott, Carpendale, and Inkpen 2004). In CurationSpace documents are therefore owned by an individual person and cannot be manipulated by others unless explicitly shared. Using the share instrument, the ownership of multiple documents can be changed through the touch of an authenticated finger.

Lisa wants to erase a paragraph of text in a document. She selects the erase instrument on her watch and attempts to erase the text. However, John has not
granted her access to the document so she can view it, but not edit it. In order to share the document, John selects the share instrument on his watch, and applies it to the document with an authenticated touch. This transfers the ownership of the document to the public, making it editable by anyone. Lisa can apply the same instrument to the public document, transferring ownership to her.

5.6.4 Edit Content, Documents, and Fragments

As part of the curation activities, documents are also analysed and reworked into new representations. Text needs to be deleted, important area marked on a map, or essential paragraphs in a text highlighted. In CurationSpace various editing instruments (e.g. colour instrument to draw, highlight or change text colour, see Figure 16) are available for these tasks. Using instruments, a user can rapidly multitask between different objects. For example, John can highlight sections of text as well as visually mark sections on a map.

Figure 16. Using the colour instrument, the user can set the paint of his drawings or change the colour of text.

John has a draft chapter about the hospital at home, on which he wants to work further with Lisa, while also marking key spots on a map. He uses the create instrument to add a text fragment to a document. He then uses the colour instrument to change the colour of text when highlighting it and to draw on the
map. Together Lisa and John mark places on the map with their occurrence in the text in the same colour.

5.6.5 Erase to Delete Content, Fragments, and Documents

The erase instrument works on fragments or their contents, but also on whole documents. Once selected, a user can for example erase drawings on a canvas (Figure 17 top) or selected text, remove images, or delete entire documents (Figure 17 bottom). This helps to keep the curation space clean by quickly erasing content that is not needed anymore.

One of the photos is irrelevant for the current chapter. Lisa selects the erase instrument and applies it to the image. In fact, she can delete any fragment or entire objects by touching their borders. Applying the erase instrument to the inside of a fragment allows her to remove part of the content, for example to erase parts of a drawing on a canvas or an image, or to delete parts of a text by selecting it.

Figure 17. The erase instrument can be used to erase drawings on a canvas or image (top) and to erase documents (bottom).
5.6.6 The Watch as a Clipboard and Document Repository

Non-public documents are marked in their owner’s colour. When disconnecting from CurationSpace by covering the watch with the entire hand, all documents are saved on the owner’s smartwatch, removing all private documents from the shared space. To clear up space, documents can be docked as icons to the sides of the interaction space using the manipulate instrument or the decrease instrument.

Lisa wants to continue working on a text at home and gives John a copy of the text. She uses the copy instrument to duplicate the document, and transfers ownership of one of them to John using the share instrument. When disconnecting, the documents are offloaded to their smartwatches. At a later time, instead of creating new documents, they load previously used documents from their watch: when using the create instrument, previously created documents are available.

5.7 User Evaluation

To evaluate people’s interaction with the instruments in CurationSpace, we conducted a scenario-based user study. The scenario was constructed in a way that allowed participants to learn the system while using it, by incrementally introducing new aspects and tools. The aim was to gain insights into how the fundamental concepts were understood and appropriated by curators. Participants were recruited from different backgrounds who conduct curation tasks or related activities as part of their daily jobs (historian, librarian, financial consultant, civil servant, researcher).

After answering a pre-study questionnaire, participants completed the scenario. The researcher acted as collaborator. They were guided through their tasks and asked to think aloud. The study was video recorded for later analysis (the methodology described in Chapter 2 contains more details). Participants’ touch interaction with the tabletop and the interaction with the smartwatch was recorded for later quantitative analysis. Through a post-study questionnaire and semi-structured interview after completing the scenario further qualitative feedback was elicited. The videos of the tasks as well as the video recordings of the semi-structured interviews
were analysed using the software ChronoViz (Fouse et al. 2011) using open coding. After iterating and merging the codes, the following higher-level codes resulted: general feedback, understanding of instruments, conflicts and unexpected behaviour, collaboration, curation behaviour, appropriation of space, appropriation and real-world usage.

5.7.1 Procedure

We recruited 8 participants (4 female, 4 male; 27-35 years old, mean 30) from different backgrounds (historian, librarian, financial consultant, civil servant, researcher). Participants rated themselves as average to experienced computer users (median=3.5; iqr=1 on 5-point Likert scale) and to be experienced using multiple devices (average number of owned devices=4.12; stdev=0.6 including smartphones, smartwatches, tablets, e-reader, laptop and desktop PCs). Participants were introduced to the task, signed a consent form and answered a pre-questionnaire. We then asked them to complete a scenario using CurationSpace. Each smartwatch was preloaded with photos, text, and maps. Participants were asked to complete both individual and collaborative tasks; a researcher acted as their collaborator. They were guided through their tasks and asked to think aloud. After completion, a semi-structured interview and post-study questionnaire followed.

Participants enacted the following scenario: they are meeting with a collaborator to work on a report about architecture and landscapes in London. The report should eventually consist of images and text about the topic. Prior to the meeting they created a pre-selection of images and text and preloaded them to their smartwatch. They were asked to add content (images, drawings, text) to the shared space; explore images, maps and text; create new sketches; highlight sections of images or text; delete parts of drawings, text or entire documents; group and arrange content; and share it with their collaborator. These tasks required users to go through the content on the watch, add them to the interaction space and use various instruments (colour, erase, increase, decrease, create). The aim was to explore the core tasks of curation supported in CurationSpace (collecting, analysing, editing, sharing).
5.7.2 Results

User Feedback: Figure 18 shows an overview of participants’ answers from the post-study questionnaire. Participants found the system easy to use (Q6. Md=4; iqr=1.5 on 5-point Likert scale). Although one participant found that the watch distracted him from his main task, most participants found the watch useful (Q8. Md=2; iqr=1.75) and it was generally seen as a useful companion for tool selection (Q4. Md=4; iqr=0.75). Participants found it useful to share personal data from the smartwatch to the shared space (Q3. Md=4; iqr=1) and all participants agreed that moving information between watch and shared space was easy (Q1. Md=4; iqr=0).

Understanding of instruments: The scenario was set up in a way that participants learned the system on-the-fly. They explored the functionality of the smartwatch and its interaction with the shared surface through the task and did not have a high learning barrier (Q10. Md=2; iqr=0). Users understood that instruments were atomic tools that could be applied to the space, a document or the content of a document. For example, P7 used the increase/decrease instruments to change picture and document sizes. Later, she wanted to replace an image with a different one and decided to try the erase instrument because she thought it could be applied in a similar way as learned before with the other instruments.
Order of applying instruments: *CurationSpace* follows the principles of reification, polymorphism and reuse (Beaudouin-Lafon and Mackay 2000), in that an instrument can be applied to different objects of interest. Users expected instruments to work similar to existing tools in GUI (such as Microsoft Word), where the order of application is different: object selection first, tool selection after, whereas in *CurationSpace* it is the other way around. Although all users understood how instruments worked after experiencing one instrument across multiple domain objects, initially different expectation about their mode of operation sometimes led to confusion. P3 summarised his understanding of how tools work: “the tools seem to work forward, rather than on previous selections. Rather than selecting something and then selecting the tool, I have to select a tool and then apply it to something. Which is counterintuitive to what I am used to in a desktop PC.” He continued: “this system differs very much from my current working style. For example, I see that [the erase tool] works like a regular eraser with a pencil drawing, but I feel like I need to unlearn a lot of things [in order to use it].” On the contrary, P4 argued: “once you know which way it works it’s easy. [Pick up an] instrument and go” and P8 notes: “It’s different from how I use [tools] on a computer, but similar to a pencil. So I guess it’s just a mind-set.” P6 suggested a new transparent-instrument, which could reverse the order of operation: First he selects an object using this instrument and then applies, say, the colour instrument afterwards.

Awareness and conflicts: The smartwatch provides personalised feedback to the user, showing which tool was currently selected. When moving their attention away from the watch to collaborate on the shared space, we observed situations where users forgot which tool was selected. For example, after deleting some text, a participant sat back to proof-read the result. She then wanted to rotate the document to share it with her collaborator. Since the erase-instrument was still selected, the entire document disappeared: “I expected it to confirm first. But it’s handy, you just have to know that it’s gone once you apply it”—P7. As a solution P2 said “I’m a forgetful person. So I imagine if you have done a lot of work together and then erase a little bit and forget to switch it off, I might accidentally erase something. [...] A small pictogram of the selected instrument on the shared screen or confirmation if you are about to delete something would be good”. P3 suggested a timeout to automatically deselect a tool after an amount of time not using it.
Use in real world practices: Overall, most participants could imagine themselves using CurationSpace in their curation workflows (Q7. Md=3.5; iqr=1.75): “it is much easier to share information between multiple people rather than watching it behind your screen” (P2). P7 adds that she “can be selective and only share what [her] colleague needs, who in return can then select [what] he wants to have on his watch and not bombarding him with all the documents”. P5 reported that she does not see any application of the system in her current work: “I do everything electronically and send it and talk about it via email”. P3 suggested “if [the shared space] were in a different format, say a large whiteboard, where it was more a presentation format, rather than an intimate format, then I’d see much more of an application for this”. P3’s mentioned that he does not see any advantage of using CurationSpace in his work: “I print everything and it’s a lot easier to do all of these things with paper”. P7’s perspective differs: “we have all the documents online and it’s not like we print anything anymore. I was working with a colleague earlier, and we had to squeeze in front of one computer, but couldn’t work together at the same time”.

Figure 19. Heatmap of participants’ touch patterns on the shared space, showing the main interaction zones.

Usage of space: Participants appreciated a shared space for group work (Q2. Md=5; iqr=0.75). The instruments of CurationSpace did not hinder the interaction with the tabletop, as the observed usage pattern reflect similar observations in prior work (Scott, Carpendale, and Inkpen 2004), where group, personal and storage territories exist. Figure 19 shows the usage patterns across the shared surface of CurationSpace
Participants were seated to the top left; their collaborator was seated across from them (bottom left). Participants usually started their interaction in the space in front of them and then shared documents by moving them to free space on their collaborator’s side (bottom right).

**Privacy:** Most participants saw the benefits for collocated group work and using a personal device for selecting shareable data. “There is an element of privacy when selecting documents from a smartwatch. If you are using it in a really collaborative setting, I am happy for everyone to see everything. But with different stakeholders or sensitive data, then it is much better to use it on a personal device” (P1). P2 compared it using the smartwatch to opening images from a folder: “It depends a bit on what information you are sharing with who. If it’s a good friend, I wouldn’t mind that they see pictures I didn’t want them to see. If it’s my boss, I would not want them to see everything. [CurationSpace] is much better in only showing what I want to show.” And P1 added “I have most of the information already located on a cloud-based service [which is connected to my] smartwatch. So, I wouldn’t need to bring a USB stick or anything else.”

**Suggestions for tools:** Participants suggested further instruments: P8 wanted to rearrange 12 different documents on the shared space and felt it was cumbersome to do so with the manipulate instrument because it meant rotating, moving and resizing every single one. She suggested to add predefined sizes, positions, rotations and orientations within the manipulate instrument that could be applied with a single touch to any document. P2 suggested a share instrument to “save everything on the table itself, but also you could select if you want to save it only on your watch or on the other’s watch”. This could also be extended to save the entire state of the system, allowing users to resume a curation session later.

### 5.8 Discussion and Conclusions

*CurationSpace* was designed to provide a new document presentation system that applies the concepts of Instrumental Interaction (Beaudouin-Lafon 2000) and dynamic media (Kay and Goldberg 1977) to content curation of historical documents on interactive surface. A distinguishing feature from other cross-device systems is a clear separation between the interaction space, the high-level documents of interest, the atomic fragments that make up the documents, and the instruments that are used.
to modify or create content. *CurationSpace* serves as an example of how smartwatches can be utilised to augment human touch with a vocabulary of interactive instruments that allow for menu-less content curation resembling interactions with physical documents and tools, in a cross-device setting. Users can transfer their content from a smartwatch onto a collaborative interaction space, allowing them to keep the ownership and control over their content until they explicitly share it with their colleagues, preventing friction and issues, such as territoriality and privacy concerns, that can occur when items were shared too early or are not meant to be edited and used by others.

Through the user study we found that *CurationSpace* in its current form is easy to use and participants found it well suited for collaborative tasks. The tasks in the user study followed our initially introduced scenario. We found the main curation tasks were effectively supported; participants were able to review, edit and share documents with their collaborator. Although the order of applying instruments to domain objects follows the interaction mode with physical tools (pick up first, then use) rather than GUIs (selection first, then pick tool), this model was understood by participants but needed learning. In particular, with sensitive content or in more formal social settings, participants saw benefits of a private, body-worn content repository. Although the smartwatch application showed the currently selected instrument at any time, some participants, while discussing their curations works, forgot which tool was selected. This should be considered in any future work, for example, the system could either provide mediation (e.g. timeout or confirmation with the erase instrument) or a more prominent status feedback, in particular with critical instruments. The user study lasted approximately one hour and throughout this time we saw how participants got accustomed in sharing and editing documents. However, real world curation activities usually last longer and might span across multiple sessions on different days.

*Use of smartwatches for instrumental interaction:* Although previous systems have proposed related interaction techniques to allow for cross-device information management, privacy applications, and personalised content, these are mostly based on smartphones interacting with the table. Compared to watches, smartphones are harder to manipulate, take up space on the table, and are not particularly suitable for
many of the instruments introduced in *CurationSpace*. Furthermore, the ability for users to pass around or share tablets and phones as (semi) shared devices creates operational inconsistencies connected to identifying the user or maintaining the user's personal information repository. In contrast, smartwatches are rarely passed around and thus are a much more suitable personal “passport” of the user.

*Hardware limitations:* To authenticate a user on the tabletop display, our system uses fiducial marker attached to the fingertips of a glove (similar to TouchID (Marquardt, Kiemer, et al. 2011)). However, with the advent of novel touch sensing technologies, in the future screens will be able to identify a finger through internal sensors, e.g. as proposed in DiamondTouch (Dietz and Leigh 2001), with IMU sensors such as in SwipeID (Kharrufa et al. 2015), through fingerprint sensors in a touch screen (Holz and Baudisch 2013), or use top-mounted tracking systems (e.g. GroupTogether (Marquardt, Hinckley, and Greenberg 2012) or HuddleLamp (Rädle et al. 2014)) combined with gesture recognition on the smartwatch.

*Generalizability:* The concepts, document model, and watch-centric instrumental interactions can be applied to other domains, applications, and user groups beyond content curation. *CurationSpace* introduces users to a reconfigurable shared and instrumented configuration space (Houben, Tell, and Bardram 2014) that allows users to modify any content that can be modelled, visualised, and shared in the *<space, document, fragment, instrument>* structure. Furthermore, the intrinsic separation between instruments and documents allows for great flexibility to extend the system with many new instruments, or even customised combinations of instruments.

In the next chapter, *CurationSpace*’s document model will be expanded to the physical space, allowing users to use both physical and digital documents. By creating consistency between how people interact with digital and physical documents, the aim is to provide users with a uniform interaction model across digital devices and physical tools for curation work.

The history of curation—described in section 3.3—provided a broad introduction to what curation means today. To better understand the activities involved we conducted a series of interviews with professional curators, as well as volunteer curators in a historic society. From these interviews, we synthesised insights into curation practices as well as opportunities for design. Informed by these findings, we developed *CurationLens*—a set of novel interaction techniques that support fundamental curation activities: digitising, analysing, annotating, and sharing. *CurationSpace*—described in the previous chapter—supported curation activities by combining personal smartwatches with a shared interactive tabletop display, allowing users to apply the instruments to different digital objects. *CurationLens* is a hybrid tangible-digital system, which allows for fluid transition when curating a mix of digital documents and physical artefacts. In particular, *CurationLens* enables: digitising, through tangible capturing techniques; analysing, by rapid comparison and quick recall tools; annotating with metadata through automated and manual tags, as well as textual, time, and location information; and temporary and permanent sharing.

---

7 This work was conducted in collaboration with Steven Houben, Abigail Sellen, Kenton O’Hara, Yvonne Rogers, and Nicolai Marquardt. The listed collaborators were advisors for the work on this project, contributed to the overall concepts, and write-up of research project; I was leading on the conceptual and implementation work of this research. Microsoft Research Cambridge provided a space to conduct some of the interviews with curators.
with a fluid, reconfigurable digital canvas. *CurationLens* is a collaborative system that enables small groups to use their shared knowledges to conduct curation tasks.

The work in this chapter has two core contributions: (i) insights from interviews with curators about the fundamental curation activities of *digitising*, *analysing*, *annotating*, and *presenting* artefacts and how these led to our design of *CurationLens*; and (ii) *CurationLens*, a set of interaction techniques and tangible tools—namely *CurationArranger*, *CurationSnapper*, *CurationProjector*, *CurationTwirler*, and *CurationBuzzer*—supporting individual and collaborative curation of artefacts.

### 6.1 Related Work: Tangible Interactions

Before we explain our set of *CurationLens* tools and interaction techniques in more detail, we review technical related work around tangible interactions that inspired our system design.

Tangible interaction (Ishii and Ullmer 1997) and tangible user interfaces have been proposed to enhance collaborative tasks on interactive systems because of their affordance and visibility (Hornecker 2002). Augmented Surfaces (Rekimoto and Saitoh 1999) provided a collaborative interaction space where physical and digital objects co-exist and allowed for cross device transfer of documents. Streitz et al. presented i-LAND (Streitz, Geissler, et al. 1999), their vision of an interactive landscape where users can create their custom workspace by combining different computing components and Tangible Views (Spindler et al. 2010) using cardboard to create spatially aware lightweight ad hoc displays using an overhead projector. The notion of *Blended Interaction* (Jetter et al. 2012) describes hybrid tangible-digital systems and environments that map elements through different domains, by blending properties of physical objects with the computing power of digital systems. Essentially it enables the use of computers with the same natural cognitive processes as when interacting with physical tools, thus allowing for fluid interactions between physical and digital tools and systems, for example around interactive tabletops (Jetter et al. 2011) or wall displays (Haller et al. 2010). Building on this earlier work on enabling novel ways to interact with digital and physical content, our own work of *CurationLens* supports curators to collaborate in a bring-their-own-device (Ballagas
et al. 2004) scenario. It is portable and supports ad hoc curation activities. *CurationLens* enables curation in a mixed setting of physical and digital artefacts through blended interactions (Jetter et al. 2012), in a reconfigurable workspace where devices have flexible, implicit or explicit roles, allowing them to employ their physicality to support curation processes. Eyes-free interaction, fast and smooth toggling between layouts, metadata, and individual as well as shared interactions are at the core of our designed curation tools.

In terms of our cross-device design space (Chapter 4), *CurationLens* supports synchronous and asynchronous interactions; in a mirrored, distributed, or migratory user interface; supporting one or many people as well as one or many devices (n...m relation); on personal and social scales; in ad hoc mobile setups; and within collocated situations.

### 6.2 Fundamental Curation Activities Informed by Interviews with Curators

To gain insights into actual curation practices, we conducted a series of semi-structured interviews with professional museum curators and volunteer curators. The aim of these interviews was to gather information about curators’ activities, the curation process in general, and their use of digital and physical artefacts and tools. The first four interviews were with volunteer members of a historic society (V1-V4; 3 female, 1 male), curating the cultural and social history of a town’s high street. We then conducted five interviews with professional museum and freelance curators (C1-C5; 3 female, 2 male). Table 7 gives an overview of workplace and background of the interviewed curators. The themes overarching the questions for both groups were generally the same, however the questions differed in detail to accommodate participants’ different settings and backgrounds. In general, we asked questions about (i) their overall role and activities; (ii) the results and outcomes of their work; (iii) their workspace; (iv) their tools for accessing artefacts and editing information; (v) the digital and physical divide, e.g. how physical artefacts interplay with digital information, handling of artefacts; and (vi) collaborative work and group dynamics.
The interviews were either conducted in our office, at the curators’ workplace or museum, or via phone. Each semi-structured interview, lasting between 60-80 minutes, was audio recorded, transcribed, and then analysed following the pragmatic approach to Thematic Analysis as described in Chapter 2. We used the themes of our questions as initial codes, creating new codes along the way. The following higher-level themes resulted: expert selection, physical & digital divide, use of digital surrogates, multiple views & juxtaposing, metadata and tags, overview & colour coding, ad hoc workspaces, and diverse sharing requirements.

<table>
<thead>
<tr>
<th>Description, task, and duties</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>V1-V4</strong> Members of a volunteer-driven historic society, researching the history of a high-street in their town. The group is formed of volunteers from various backgrounds, working on the project in their free time. Their aim was also to connect with the local community, which meant they did not only go to archives in order to collect information, but also met with people directly who could contribute relevant information about the street.</td>
</tr>
<tr>
<td><strong>C1, C3</strong> Curator at a university's museum. Only curator in the museum. The museum is part of a department, consisting of further museums, each with one or multiple curator(s). Tasks are: Conducting research; creating exhibitions; teaching duties; managing loans; engaging with other departments about further collection usage through research, exhibitions or other forms of collaboration.</td>
</tr>
<tr>
<td><strong>C2</strong> Large, national museum’s curator. Museum has a departmental structure. Part of a larger team of curators and curatorial assistants, each focusing on a particular time era, within the departmental structure of the museum.</td>
</tr>
<tr>
<td><strong>C4, C5</strong> Freelance curator. Working alone and in teams of other curators for private clients or larger museums. Works for “whoever pays for it” (C5).</td>
</tr>
</tbody>
</table>

Table 7. Overview of the interviewed curators, their work environments, tasks and duties (V=curator in volunteer-driven historic society; C=curator in professional environment).

In the following we describe our findings F1-F8 from these interviews relating to the fundamental curation activities of selecting, reviewing, and presenting (described in section 3.3.3). Where relevant, we refer to literature and previous curation frameworks.
CurationLens: A Hybrid Tangible-Digital System Supporting Curation of Artefacts

6.2.1 F1 | Expert Selection: Curators are Expert Selectors

Curation is about identifying, selecting, and reducing the information from a vast collection of information to be more targeted and focused for its further use. Curators are expert selectors, who have either gone through significant training and practice or have—through their extensive interest and devotion for a topic—otherwise “built up specialist’s knowledge” (C1) about a topic which they bring into the process. Curators find, organise, and share information around a relevant topic (Bhaskar 2016; Obrist 2015). This not only means simply copying content, but more value, insights, and relevance has to be added for the curated result to go beyond the original content. This selection involves different perspectives, e.g. ethical, professional—but also personal, as curation often entails subjective views on a subject (Bhaskar 2016) based in prior experience, knowledge, and expertise.

Curators are trusted for their abilities to select the most relevant, meaningful, or otherwise important material. As a result their choices are appreciated and other people—the curators’ audience—trust them to select and present the most relevant content, because of their expertise in a field (Bhaskar 2016; Sabharwal 2015; Sternfeld 2010). For example, C3 mentioned that in their museum, only “[10% of objects] are on display”. Thus, the collection must be narrowed down to a selected few. This happens with a particular focus, e.g. on certain artefacts or storyline. Sometimes, the selection process can be even more constrained. For example, as C1 described, their museum only has “very little temporary exhibition space” (C1), where only “one or two objects can be [physically] part of an exhibition”. Similarly, C2’s museum creates exhibitions around “just one object” (C2).

There are various possible starting points when starting a new curation project (e.g. an exhibition): a common source for first starting points was a web search (V1-V4), and professional curators also relied on prior subject knowledge and reaching out to contacts in their professional network. External factors can also trigger this process of selection. C3 described how his museum was given the “opportunity to borrow a […] famous painting”, which then initiated the planning for a new temporary exhibition. The team then created a story around this painting, selecting other artefacts from the museum’s collection that would fit around its storyline. Generally, curation is “very
much about [...] telling a story” (C2). Similarly, C1 described collaborative work where the other curators “said they wanted this object [...] or we’d say, ‘this we could use from our collection or borrow from another collection to tell the story’” (C1).

6.2.2 F2 | Physical+Digital: Curators Handle Diverse Types of Both Digital Information and Physical Artefacts

Curation can entail a vast variety of different kinds of information and artefacts. This may range from physical artefacts, to text documents, to video and audio material. For example, for V1-V4 the information consisted mainly of historic newspaper articles, maps, meeting minutes, planning applications, people directories, photographs, audio recordings, handwritten notes, etc.

For professional curators, handling physical artefacts is more common at the very beginning of a curation phase (e.g. a new exhibition) and then again later, when the exhibition gets closer. Often a single object is used as a starting point for a narrative and curators try to decide on the final object list early on throughout a curation process, “usually in the first 2-3 weeks of the whole 6-months process” (C2). In the middle part, the physical object is not as relevant and “digital surrogates” are a sufficient placeholder.

6.2.3 F3 | Digital Surrogates: Curators Frequently Work with Digital Representation of Curation Artefacts Rather Than the Physical Artefact

Curation often involves both physical and digital artefacts, and digital metadata about these artefacts. Together these build the content of curation activities. However, among all the interviewees there was a preference to work with digital documents over physical. This meant, that as a first step physical artefacts often needed to be digitised—even if just by taking a picture with a smartphone (V1-V4, C1, C3, C5). This could later be used to recall what is available and share material more easily with collaborators.

For example, for V1-V4, digitising physical artefacts was in many cases the first step. This enabled flexible replication, rearranging, annotation, and sharing. People joined
and left the project at various stages. When a new person joined a team, they could be easily added to a shared folder and thus share the information, “without carrying boxes of material” (V2). Further, most of the information is only accessible as a digital copy, as the original artefact is either in storage or can be taken only for a short-term loan.

For the work of the museum curators we found different strategies for how digital photos were taken. For example, C1 explained that they “photograph every new [artefact] measure it [and put it in a database]”, whereas C3 said they “don’t photograph everything anymore” because “most of the photographs are never used” (C3). However, throughout the curation process (e.g. when planning a new exhibition or leaflet), a digital representation was often used as a visual reminder. High quality material is produced at later stages when needed (e.g. for press material or images for visual design).

6.2.4 F4 | Multiple Views and Juxtaposition: Curators Analyse Content and Find Insights Through Different Views on the same Artefacts Through Juxtaposing, Comparing, and Grouping

The analysis process during curation is concerned with reducing and combining artefacts into new meanings, making connections between items, and drawing conclusions. As part of this, the source materials are filtered, screened, reviewed, and compared. This is where new connections are made, existing connections reconsidered and (historically) evaluated, and circumstances are explained.

For example, curators often needed different views on the same artefacts or data. V3 explained how they had “maps of [the same location] from different times” and “wanted to see how [the area] had changed over time” through “overlaying the maps” visually and crossfading between them. This visual analysis of information was mentioned by several of our interviewees. C1 said that sometimes the same artefacts need to be displayed along “multiple dating system [...] or periods”. V4 wanted to visually arrange photos of objects along with two different maps: first where the photo was found/collected and second, the depicted location itself. Using digital representations of artefacts enables these changes in perspective and juxtaposing different angles of storylines by creating duplicates and rearranging these. However, these duplicates could result in stale information, for example, when one object or its metadata was changed, but the copy
was left out (a problem described in different variations by V1, V3, V4). C2 explained how the same images of artefacts are used in his museum at various stages and in different representations: to create an artefact list for the exhibition, to display them thematically, or to arrange them in the floorplan of the exhibition room.

When reviewing and arranging artefacts to create the storyline, curators described their practices: (i) chronologies, location-, or other sorting-orders; (ii) juxtaposing of different views of e.g. the same location at different times; (iii) examining in detail and adding newly found information; (iv) linking to other existing artefacts; and (v) grouping similar artefacts, or highlighting certain aspects of a particular one.

6.2.5 **F5 | Metadata and Tags:** Curation Includes Annotating Information with Metadata, such as Time, Location, and Descriptions

Annotation, together with analysing, is where curators transform, interpret, and rework information. Annotation is concerned with describing the content of the information through metadata, making it easier to find artefacts and content again in later stages of the process, but also to interpret the content and relate it to other areas (George 2015; Rotman et al. 2012). Metadata enables other curators, researchers, or the public to make their own selections based on the existing collections.

In museum curation (C1-C3), databases are used to store and retrieve metadata about objects, also described as the “core engine” (C1) of curation work. One particular curation workflow (reported by C1, similar C2 and C3) included creating duplicates of database entries into shared folders, enabling collaborative access and local offline access to the data. C1 described that during the planning phase of a new exhibition these duplicates were created to allow for editing of the documents without touching the database entries. Usually only final outcomes—such as research papers, leaflets, exhibition schedules, brochures, etc.—are fed back into the database and creating duplicates allows for manipulation without changing the database entries. Further, information might be copied to planning documents or spreadsheets.

V1 described the dilemma of not having metadata initially: “I just filed the information away when I found it [...] I had all those files on my computer. And I had to try to remember where they
are and what I had. I came across various information that I have found before several times and forgot about it later on. [...] I hoped to remember where they were. Sometimes you don’t, and then you go back through them [to understand what you had]. [...] And there goes an evening”. They then went on to describe how they created an overview spreadsheet, which they filled with information about the information they had, essentially creating their own ‘database’ of additional information. This not only helped them to find information faster later on, but also to keep an overview.

6.2.6 F6 | Overviews and Colour Coding: Curators Use Visual Representations of Artefacts and Colour Coding for their Curation Activities

This observation is concerned with the visual representations curators created. For example, curators mentioned they use “a lot of colour coding in planning an exhibition” (C2), to differentiate between different states of work and to indicate responsibilities. Similarly, V1 and V3 reported that they visualised changes within a document through different text colours to communicate changes to others, but also for themselves to keep track of the current progress or if they need further editing (also known as signalling (Shami et al. 2009)). Dedicated overview documents or spreadsheets helped further to keep track of the status and indicate what content has been dealt with and what parts still needs attention. In collaborative scenarios, overviews create a shared understanding of the current progress (V1-V4). They not only contain textual information, but also preview images of artefacts—often in low resolution—to allow for a quick recall of what artefact is being talked about, and to make skimming the document easier. C2 and C4 described how, for each exhibition, their museum used “a spreadsheet with multiple columns, [containing information about] what are the key messages? What are supporting images?” (C2), essentially “breaking it down into every item in the exhibition” (C4). C3 described that they created a structure during the planning phase: “I had enough of an idea to say ‘this is what [the exhibition] should be about’. [...] I made a mind map and asked the [team] for feedback [... which] I added to the mind map.”
6.2.7 **F7 | Diverse Sharing:** Curators Share and Present Information in Diverse Representations to Collaborators and Audiences

As part of the curation work, the content has to be arranged and presented in different ways: curation is not about individual artefacts, but about how they fit together and the story they tell in conjunction with each other (Bhaskar 2016). The curators tell a story with and about the artefacts through presenting them in new ways, for example as part of a report, on a website or in a museum exhibition (Bhaskar 2016; Obrist 2015; Rotman et al. 2012).

The expected results for curation sessions were of different natures. For example, the historic society compiled reports and a website about important landmarks. In museums on the other hand, it was about creating exhibitions, leaflets and flyers, research documents, or starting points for further research. This observation confirms previous findings (Bhargava 2009; Rotman et al. 2012), that the outcomes of curation are to present artefacts, content, and findings to an audience. C3 said, that, once they had collected artefacts and information about them, the usage was “flexible” and they “can do various [...] family events, film events, different lectures” with it. C2 described the audience to be from a broad background, saying that “[museums] are interrogated by people who are not necessarily specialists, and [museums] should be able to give information to as many people as possible”. When sharing work with a collaborator, sharing a document meant only sharing it at a current (temporary) state, as new information is constantly found and added to these “living documents” (V1), making a shared document quickly outdated.

6.2.8 **F8 | Ad hoc Workspaces:** Curators Work in Ad hoc Heterogeneous Work Environments

Work environments and workflows for curation were diverse between the curators we talked to. Some curators described their work as “creatively chaotically” (C1), where others gave a picture of a more rigid departmental structure of a large museum with accustomed workflows (C2). From large, departmental meetings with a formal agenda (C2, C5) to “talking about things across the room” (C4, similar descriptions by C1, C3), or consulting with colleagues via email: curators agreed that “communication within
the team is key” (C4). C2 described that “different curators work in different ways. Some like to take it away and work it on their own, some like to sit next to [their colleague] and see it more as a collaboration and talk [it] through” and meetings “happening in small groups and big groups”, in ad hoc meeting spaces: “meeting space is whatever is available” (C2). Similarly, V1-V4 did not have a permanent meeting space, resulting in their meetings often occurring in a community centre or someone’s home. This meant, they needed to wrap up and take down everything afterwards.

All interviewees described that collaborative work is often either done face to face with paper or working with digital information but in separate locations. Collaborative collocated work with digital content and devices was rare, as there was no shared access to the content and people usually ended up sitting behind their individual laptop.

In summary, through our interviews with curators from different backgrounds (professional museum curators and volunteers) we gained further insights into the key activities that matter during the curation workflow. The synthesised findings F1-F8 directly informed the design of our CurationLens interaction techniques. In the following, the tools—CurationLens—and the interactions with it will be described.

6.3 CurationLens

CurationLens is designed as a hybrid tangible-digital system, supporting the fundamental curation activities—namely selecting, reviewing, and presenting—which we identified through our research and literature (section 3.3.3.1). Each technique supports one or multiple curation activities. Throughout the description of CurationLens we will explain how the techniques address curation aspects identified through our interview findings (F1-F8, described earlier) and also illustrate the use of our curation tools by guiding through the following running example.
6.3.1 Running example: “The Collection of HCI Interaction Devices”

John has a large collection of input and other interaction devices for computer systems, which he has collected over many years (the collection in this example can be imagined similar to the Buxton Collection (Buxton 2017)). He bought these items in second-hand shops and online, and also acquired artefacts through friends and colleagues who either sent him the devices they had retired or photos of non-ordinary input devices they came across. John has many handwritten as well as digital notes, manuals, and other documents about the artefacts. John’s collection shows how interaction devices have changed over the years. Lisa has heard of John’s collection and convinced him to put on an exhibition, showcasing a selection of the many artefacts. She offered to work with him to curate this exhibition. Eventually the exhibition should showcase some of the physical artefacts, as well as descriptions that John has gathered.

6.3.2 General interaction with CurationLens

At its core, CurationLens consists of a web application that is displayed on tablet devices, mobile phones, or computers, making it independent of any special infrastructure (as curators often collaborate in ad hoc situations—F8). Each curation project consists of one or multiple arrangements (Figure 20a), supporting the multiple curation views we identified in finding F4. Curators can add objects to these arrangements—digital artefacts or representations of artefacts, for example in the form of images, text, drawings, or highlights (Figure 20b). All objects can be arranged spatially, in clusters and/or time-based (F4; similar to (Andrews, Endert, and North 2010)).
The objects in CurationLens consist of the raw data and its metadata (a key element of curation—F5), allowing the contextualisation of content and the addition of further meaning. Metadata ensures that the data can be found and used in the future (Lord and Macdonald 2003; Sabharwal 2015) and makes up the annotations of artefacts. Curators can review and edit metadata for each artefact by tapping on an artefact, toggling the meta-view on the right side of the arrangement (Figure 20c). The meta-view can also be pinned onto a separate device, allow for the decluttering of the arrangement view. When adding a new artefact to CurationLens, the system automatically derives some basic metadata in the form of timestamp and location information. We use image recognition (via Google’s Vision API (“Vision API - Image Content Analysis” 2017)) to derive a textual description, tags, and further location information. This metadata can be viewed, edited, and amended by the curator. New objects can be added to an arrangement either by selecting them from cloud storage (e.g. through our direct Dropbox integration), by importing them from files, or by using the CurationSnapper tool (described shortly).
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<table>
<thead>
<tr>
<th>Name</th>
<th>Mode and Description of Interaction Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Arrangements</strong></td>
<td>Arrange objects spatially to sort, juxtapose, and annotate them.</td>
</tr>
<tr>
<td><strong>Objects</strong></td>
<td>Individual artefacts that are positioned on one or multiple arrangements and have associated metadata.</td>
</tr>
<tr>
<td><strong>Meta-view</strong></td>
<td>Automated (locations, tags, timestamp) and manual (locations, tags, description) metadata for filtering and sorting</td>
</tr>
<tr>
<td><strong>CurationArranger</strong></td>
<td>Quickly toggle between different arrangements with smooth transitions, supporting reviewing of artefacts.</td>
</tr>
<tr>
<td><strong>CurationSnapper</strong></td>
<td>Captures physical artefacts. Allows quick selection of physical artefacts and their addition to an arrangement.</td>
</tr>
<tr>
<td><strong>CurationProjector</strong></td>
<td>Create a reconfigurable workspace through displaying of an arrangement, object, or meta-view.</td>
</tr>
<tr>
<td><strong>CurationBuzzer</strong></td>
<td>Put an arrangement or object into the spotlight by temporarily displaying it on all collaborators' devices.</td>
</tr>
<tr>
<td><strong>CurationTwirler</strong></td>
<td>Skim through objects, crossfade/juxtapose objects through a rotary button.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Arrangements</strong></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Objects</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Meta-view</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>CurationArranger</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>CurationSnapper</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>CurationProjector</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CurationBuzzer</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>CurationTwirler</strong></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8. *CurationLens*'s interaction tools and the curation activities they address, and which of our findings informed them.
6.4 Tools Supporting Key Curation Activities

*CurationLens* includes five tools supporting curation tasks: *CurationArranger*, *CurationSnapper*, *CurationProjector*, *CurationTwirler*, and *CurationBuzzer*. In the following we describe these tools and interaction techniques in more detail and how they support curation activities (see Table 8 for an overview).

### 6.4.1 CurationArranger

When reviewing artefacts or images, curators often spatially arrange them in different layouts, for example sorting them in a timeline or clustering them in different thematic groups (described in finding F4). In *CurationLens*, spatial arrangements are at the core of the system, as objects can be organised spatially on arrangements. Through *CurationArranger*, curators can toggle between different arrangements through the push of a button (Figure 21). It consists of a set of three physical buttons (Figure 21a), each of which can be associated with a different arrangement. The buttons light up to indicate which arrangement is currently selected. When a button has not been associated with an arrangement before, the current arrangement is taken as a default template. Switching between arrangements is animated in a smooth transition moving all objects from one arrangement to another. The rapid access to those different views enables curators to see connections and explore the collection through the lens of alternative views (e.g. timelines, thematic clusters or grids, Figure 21b-d).

In the scenario: John knows he has several panels which he can use to display information about his artefacts. He creates three different arrangements of the same artefacts to compare which one works best for the space given—one along a timeline of when they were invented; another timeline of their first commercial release/popularity; and one along the artefact’s input modality. Through *CurationArranger* he can easily toggle between the different views and see how the objects relate to each other in the different views. Using tangible tools enables eyes-free interaction, keeping the focus on the data, while transitioning between the arrangements.
6.4.2 CurationSnapper

CurationSnapper allows curators to rapidly digitise physical artefacts, which is a curation tool directly inspired by F2 and supports the creation of surrogate objects (F3). Using a set of blue tangible L-shape frames, a rectangular area can be marked for capturing photos by our system (Figure 22a). The image is cropped to the boundaries of the frame, allowing easy and direct adjustments of the size of the photo. By pressing a physical button (Figure 22b), the snapshot is immediately added as a new object to the current arrangement (Figure 22c). For each image, automatic metadata is created (timestamp, current location, tags—see Figure 20; facilitating the use of metadata—F5), which can later be viewed and edited in the meta-view as described above.

In the scenario: John is going through his collection of pointing devices to select the most interesting ones to include in his exhibition. He already has digital images of them, but has just recently received another collection of mouse devices from a colleague, which he wants to put on show. In order to not forget about it, he wants to integrate them into his planning arrangement. Using CurationSnapper he can quickly take snapshots of the devices and continue planning his exhibition.
6.4.3 **CurationProjector**

*CurationLens* enables a user to display either an arrangement, object, or meta-view through different output channels (F4). Currently these output channels are either websites (e.g. displayed on a tablet, smartphone, or laptop) or a top-down projection using *CurationProjector*. The key advantage of *CurationProjector* is that it enables a curator to show the content directly in the curation workspace. *CurationProjector* is activated by flipping *CurationSnapper*’s tangible L-shape frames over (Figure 23). An overhead camera next to the projector tracks the markers on the frames and calculates the projection area. The projection area is then marked by the yellow side of the frames and can be resized or moved to a different position, simply by moving the frame. As an additional function, a curator can activate a projected measuring tape, allowing a user to take measurements of an artefact and enter it with its metadata (activity part of F6).

![CurationLens diagram](image)

**Figure 22. CurationSnapper for capturing physical artefacts.**
Figure 23. *CurationProjector* allows the display of a digital curation arrangement directly in workspace.

**In the scenario:** John is currently heavily editing an arrangement showing the potential layout of an exhibition space. Lisa is in the room with him, writing descriptions for exhibiton panels. He wants her to see what he is working on, so he uses *CurationProjector* to project his current arrangement onto the table. Lisa can move the projection to a more convenient position by moving the L-shaped frames around the table. She also suggest adding an additional physical object by placing it within the projection area. This blending of physical and digital allows them to quickly preview changes without first digitising an object and potentially never using it.

6.4.4 *CurationTwirler*

When dealing with a large collection of artefacts, metadata helps to find the relevant items (F5). When no metadata has been created yet, or filtering using the meta tags does not yield the appropriate results, curators might need to search the entire collection item by item. *CurationTwirler* is a tangible, rotary button that enables a curator to quickly skim through a large collection of digital artefacts in a cover-flow presentation by rotating the button (Figure 24a). The items in this case are either sorted alphabetically or—if existent—by metadata such as dates (Figure 24b). When a particular artefact is in focus, a push of the button adds the object to the current arrangement (supporting quick selection, F1), which is displayed on a separate output space (e.g. another tablet or *CurationProjector*).
Juxtaposing objects is often used by curators to discover artefacts’ evolution over time (F4). This can be achieved through our tools by crossfading between different states of objects. When in the arrangement view, a curator can use the CurationTwirler to change the opacity of an object. When it is placed over a second object, using the tangible CurationTwirler, curators can therefore quickly crossfade between two different items (Figure 24c).

![Figure 24. CurationTwirler for crossfading objects and skimming through collections.](image)

**In the scenario:** A few months ago, John digitised many of the artefacts in his collection with his camera. Unfortunately he has not found the time yet to sort through them and add further metadata or other sorting information. However, he knows that in the hundreds of photos there is one of a keyboard that he particularly wants to include in the exhibition. Using CurationTwirler he skims through his unsorted photos. While looking for the keyboard, he stumbles across another input device, which he thinks might be interesting to put on show. Each time he comes across a potential candidate to include in the exhibition he presses the CurationTwirler, which adds this particular artefact to the arrangement. Later he can go back to the arrangement and rework his selected objects further, adding metadata and further plan his exhibition.

6.4.5 **CurationBuzzer**

When working in a collocated group, CurationLens allows each curator to work on the same or different arrangements, objects, or metadata. All changes are immediately
synchronised between different devices (e.g. when in the same view) and between different views (e.g. the metadata of an object). When a curator wants to show an object or arrangement to collaborators, CurationBuzzer is a lightweight way to temporarily share their currently selected arrangement or object with all other members of the group. Through the push of a button (Figure 25a), the last selected object is displayed on all other connected devices (Figure 25b), putting a spotlight on this one item and directing everyone’s attention to it. This supports the diverse modes for sharing with collaborators we mentioned in F7 as well as allowing the group to force their focus on a specific object or topic. As soon as the button is released, the sharing is undone, and everyone can continue with their own curation work. The usage of a tangible button is a clear indicator to the collaborators who pushed the button (providing workspace awareness) and directs the attention to this temporary leader of a group discussion.

In the scenario: John is working on an initial draft of how one of the exhibition panels could display some of the digital artefacts. Lisa is working on a different panel, and she now wants to compare it to John’s current selection and layout. He pushes CurationBuzzer, which immediately displays his arrangement on Lisa’s tablet. Lisa can look through what John has created, and they discuss the content. As soon as she is done, John releases the button and Lisa’s view returns to her own.

Figure 25. CurationBuzzer for temporary, ad hoc sharing.
6.5 Technical Implementation

*CurationLens* is built using modern web technology. The backend runs on nodeJS, and the frontend is built using React\(^8\). Backend and frontend are connected via WebSockets, and the system state is kept through a synchronised Redux\(^9\) state between all instances and the backend. The shared Redux state is implemented by tunnelling all Redux transactions through a proxy server via WebSockets. Each transaction is logged by the proxy server and then forwarded to all connected clients. When a new client connects, the current Redux state is sent to the client, ensuring that the data is available on all connected devices. We are using the Chrome browser (version 59) on an Android smartphone to run *CurationSnapper*, which tracks fiducial markers on the frames of the phone’s camera feed. The camera feed is analysed locally in the user’s browser, preserving privacy by only transferring to the server what is absolutely needed. The interactive tangible inputs are built using the Arduino\(^10\) platform. The communication between the tangible inputs and the system is via a wired serial connection to the laptop running the server software. Selecting data from Dropbox is realised through the Dropbox Chooser\(^11\), allowing curators to select files from their existing folders.

6.6 Discussion of Heuristic Criteria

*CurationLens* was designed in a user centred design process (as described previously in Chapter 2) by tightly linking the design of tools to our findings from interviews with professional curators as well as volunteer curators in a historic society. Enabling fluid interaction with the system and seamless switching between tools and objects allows users to focus on their main task, rather than being distracted by how to interact with the system, trying to remember how a tool works, or where to find a particular setting. By utilising tangible tools, users’ actions and interactions with the system are readily

\(^8\) [https://reactjs.org](https://reactjs.org)
\(^9\) [https://github.com/reduxjs/react-redux](https://github.com/reduxjs/react-redux)
\(^10\) [https://www.arduino.cc](https://www.arduino.cc)
\(^11\) [https://www.dropbox.com/developers/chooser](https://www.dropbox.com/developers/chooser)
communicated to collaborators. In the following we will discuss relevant design heuristics from Olsen (Olsen 2007) along with reflections on the strengths and limitations of our concepts, which has been suggested as an approach for evaluating cross-devices system as discussed in Chapter 4.

6.6.1 Importance
Existing tools are limiting what curators can do especially when creatively reworking and curating content in a collaborative and collocated scenario. Our design decisions are based directly on the insights gained from and the needs of curators. As a tool, CurationLens provides new ways of collecting and organising material, of connecting those materials in new ways to discover insights and make connections, as well as allowing the combination and creation of collections for presentation to others. By blending the boundaries between physical artefacts and digital representations, it enables fluid transitions between them. CurationLens reduces the need for menu interactions and interruptions through status displays: updating metadata across instances and devices is seamless and does not require any user interaction. Transitioning between different visual representations in an eyes-free manner supports users in referencing and comparing task material and using the tangible tools further provides a clear showing of intent.

6.6.2 Generality
CurationLens aims to support the three main curation tasks of selecting, reviewing, and presenting content, however the individual tools can also support only a subset of these tasks. For example, the CurationSnapper could be used simply as a lightweight tool to digitise and annotate data with metainformation. Combined with the CurationProjector and CurationBuzzer it could be useful also for knowledge workers in other areas outside curation, such as when creating a magazine or preparing a blog post. While changing existing work practices—especially when considering professional curators—will require a lot of time, we hope that the considerations taken for CurationLens will inspire further work within curation—but also more broadly within the domain of knowledge work.
6.6.3 Flexibility

All of CurationLens’ tools can be chosen by the curator to the extent that they suit their needs best—and simply ignore the ones that are not needed. For example, while CurationSnapper might be an integral part of one curator’s works as many of their artefacts only exist in a physical form, a blogger or photographer might only have collections of digital artefacts and therefore no need for this tool. This flexibility also allows novices to use the system who might only use a small subset of the tools, by only requiring minimal learning. Once a user is familiar with the most basic tools they originally needed, they can tap into the power of increasingly more parts of the system by flexibly adapting their tool use as they go along.

CurationLens’ tools also allow users to flexibly try out new designs by giving them the option of easily switching between layouts in the CurationArranger. Changes can be easily compared and thus reverted to previous designs. Curators do not need to immediately narrow down on design choices but can slowly work out the best solution. Through the different views of the same data in CurationArranger, or when sorting objects based on their metadata (e.g. date), curators can explore different answers and solutions. Using CurationBuzzer allows users to quickly gather other people’s opinions or views on a task item without permanency. One could also imagine further extensions to this, for example by exploring more operations on the metadata or by exploring how the metadata could incorporate flexibility—without compromising the benefits of having “one record of truth” that is synchronised across all devices.

6.6.4 Expressive match

CurationLens blends the interactions between the physical and digital by enabling fluid transitions between artefacts, not only by allowing users to easily digitise physical artefacts and by projecting digital artefacts in the surrounding but also by using tangible controls. Creating digital/physical representations is a core of how CurationLens works. However, there is still room left for creating further novel interface designs. For example, mixed reality environments could lead to promising developments, but careful considerations need to be made to retain the ad hoc and work-anywhere nature of CurationLens.
6.6.5 Scale

*CurationLens*’ collections can grow indefinitely, and the system enables users to easily find artefacts through the use of filtering and tags. One might expect this filtering not to scale from a certain size onwards. However, it is unclear at what point this limit might occur. Nesting collections, folders, and linking between instances could be a solution, but further thought has to be given to this. Further, in its current implementation *CurationLens* only supports one instance and no user accounts have been implemented. Every device—and thus every user—has equal access rights. To be usable for real-world problems, however, user accounts would be needed. While this would solve the problem of access control it might limit the ability for an ad hoc zero-configuration usage scenario.

*CurationLens* does not require any special hardware or software—a reasonably modern web browser is sufficient to run the client software—providing a low entry barrier to use. A curation project can also be easily worked on in parallel by multiple users, as *CurationLens* has been designed with group collaboration in mind. However, while remote collaborations are technically possible, further thought would need to be taken to enable a communication channel between curators that replaces the face-to-face contact they would be having in a collocated session.

As discussed previously in Chapter 2 and Chapter 4, heuristic evaluations are a helpful tool to reflect on usability aspects. While a full deployment for an in the wild user study would have yielded more interesting insights into unexpected uses, this was left for future work.

6.7 Conclusion

The purpose of curation is to select the most relevant information and artefacts out of a vast collection to present to an audience. Through interviews with professional and semi-professional curators, we discussed the fundamental curation activities of selecting, reviewing, and presenting digital and physical artefacts. With *CurationLens* we presented a hybrid tangible-digital system that tries to bridge the gap between physical and digital artefacts and tools. Based on the notion of Blended Interaction (Jetter et al. 2012), *CurationLens* uses properties from physical objects to allow
interaction with a digital system through tangible tools. This allows for eyes-free interaction, where curators do not need to switch their attention from a physical artefact or control to a menu or object on the screen or vice versa. The use of tangible tools also serves as an indicator of intent in a multi-user scenario: reaching for a tangible device provides awareness to other curators on what is about to happen. The configurability of these tools allows curators to use one tangible device with different kinds of input and act on different objects, similar to the reconfigurable tools in *CurationSpace* (Chapter 5).

We designed *CurationLens* to integrate with existing workflows and tools. For example, it allows the selection of digital content from cloud storage (e.g. Dropbox), supports ad hoc collaborative curation scenarios, integrates physical and digital artefacts, and leverages use of existing devices (such as smartphones or tablets). The state of arrangements, objects, and metadata is synchronised between all devices. It allows different views on the same information, enabling users to derive new insights through different views. With *CurationLens* we explored a number of interaction techniques and tools that support curation activities. By using our synthesis of findings from interviews with professional and volunteer curators we designed *CurationLens* so that it closely supports and facilitates their curation work practices.

Overall, we see *CurationLens* as a flexible system where curators can mix and match techniques to fit into their curation workflow, reducing the setup needed to collaboratively work with digital tools in ad hoc scenarios. Leveraging existing devices allows people to use the hardware they are already familiar with, while allowing them to reconfigure their workspace at any point in time. *CurationLens* does not have any specific requirements on the hardware or software on the user’s side, except for a modern web browser. And while desktop PCs work equally well with it, the power of ad hoc curation and collaboration lies in the use of portable devices such as tablet devices, smartphones, or laptops.

However, tablets are often either handheld or are lying flat on a table and do not easily allow handsfree viewing with their screen in a horizontal position, as laptops do. In the next chapter, we present *SurfaceConstellations*, a modular hardware platform that allows users to easily create and reconfigure spatial setups of such tablet devices, and
to create their own custom setups while making it easy to change their setups or move them around. This combines the flexibility of ad hoc mobile setups with the advantages of large display environments discussed earlier in Chapter 3. We further use the SurfaceConstellations platform to present more use-cases of cross-device work, that go beyond curation work.
Chapter 7. *SurfaceConstellations*: A Modular Hardware Platform for Ad hoc Reconfigurable Cross-Device Workspaces

When working with multiple devices in conjunction, people use different form factors. From rigid setups of desktop, tabletop, or wall display setups to more flexible solutions employing laptops, smartphones, tablet, and wearable devices, the setups differ, as do the physical setup possible with those devices. While tabletop or wall display setups are usually entirely rigid with little flexibility (e.g. *CurationSpace* in Chapter 5), using portable devices supports ad hoc layout and reconfigurability (e.g. *CurationLens* in Chapter 6). For example, using tablet devices allows people to share them, providing flexible access and enables people to flexibly reconfigure the workspace layout. Tablet devices are often mainly handheld or placed flat on a table.

---


The core concept of *SurfaceConstellations* has been created by the first author as well as the co-authors of the listed publications. Beyond contributing to the overall concept, I have contributed the design space, implemented the web-based GUI tool for creating *SurfaceConstellations*, and contributed the key cross-device case study applications that illustrated *SurfaceConstellations*—all of which are the focus of this chapter. Sections of the CHI’18 paper where I did not significantly contribute have been omitted from this chapter.
more on a group’s utilisation of tablet devices shortly in Chapter 8). On the other hand, laptops offer a setup that enables handsfree viewing of a vertical screen, but they lack the flexibility of being handheld or easily rotated for better access. How can we leverage the best of both worlds: flexibility in setup and reconfiguration while allowing for rigidity handsfree use of multiple devices?

In this chapter, we describe SurfaceConstellations, a modular hardware platform for linking multiple mobile devices to easily create novel cross-device workspace environments. Our platform combines the advantages of multi-monitor workspaces and multi-surface environments with the flexibility and extensibility of more recent flexible cross-device setups. The SurfaceConstellations platform includes a comprehensive library of 3D-printed link modules to connect and arrange tablets into new workspaces; several strategies for designing setups; and a visual configuration tool for automatically generating link modules. We contribute a design space of cross-device workspaces, explanations of the physical design of 3D printed brackets and support structures, and the design of a web-based tool for creating new SurfaceConstellation setups. We conclude with a design space to develop software applications and present four sample applications developed for SurfaceConstellations, showcasing the flexibility and potential use of the platform. This shows how cross-device interactions and systems in use within a broader range of knowledge work (application 1 and 2), within existing software (application 3), and within a social setting of collaborative game play (application 4).

Figure 26. The modular SurfaceConstellations platform enables creation of spatial cross-device workstation setups.
7.1 Bridging the Gap Between Multi-Monitor Setups and Ad hoc Cross-Device-Computing

Since early visions such as Vannevar Bush’s Memex (Bush 1945), multi-display setups have been used to effectively support a variety of desktop computing activities: from visual analytics, to financial computing, control rooms, business analytics dashboards, or video and audio editing. The main advantage of these setups is not only the larger available screen real estate (i.e. more pixels to display information and interact with), but also the benefit of effectively distributing information across the distinct inter-connected displays. Multi-monitor setups provide “space with a dedicated purpose, always accessible with a glance” and “can facilitate versatility in use” (Grudin 2001).

This expressive power of multi-display setups has also inspired work in cross-device interaction (discussed in detail in Chapter 4). Cross-device setups allow people to use interfaces that span across several inter-connected tablets, phones, and other devices. Like multi-monitor desktop setups, these systems provide a larger interaction space (e.g. more content displayed simultaneously, additional input space for gesture input) to interact with applications, while enabling one to dynamically add or remove devices from such a device ecology. Most of this work is designed around two primary usage scenarios: mobile, ad hoc setups for collaborations (e.g. (Cauchard et al. 2011; Rädle et al. 2014; 2015; Marquardt, Hinckley, and Greenberg 2012; Schwarz et al. 2012)); and interactive environments with a variety of mobile and large interactive surfaces (e.g. (Streitz, Geißler, et al. 1999; Wigdor et al. 2009)).

Our goal with SurfaceConstellations (Figure 26) is to bridge the gap between the power and effectiveness of multi-monitor workstations with the flexibility and ad hoc configurability of cross-device computing. To implement this vision, we designed a novel modular platform that enables people to easily assemble a large variety of spatial multi-surface arrangements. Our SurfaceConstellations brackets thereby physically connect tablets and phones to create larger dedicated workstation setups. The modularity of our platform enables a large spectrum of possible multi-surface setups that are easily reconfigurable and can support diverse working styles and applications.

In particular, in this chapter we contribute:
SurfaceConstellations: A Modular Hardware Platform for Ad hoc Cross-Device Setups

- The SurfaceConstellations hardware design and a design space taxonomy for the workspace setups it affords;

- Specifications for the physical design of 3D-printed brackets and techniques for including weight-balancing support structures;

- Configuration tools for setting up new workspaces and designing the 3D-printed brackets;

- Demonstration of the versatility of our platform through four use case applications, implemented using different cross-devices computing frameworks and showcasing how cross-device tools support knowledge work and broadening the scenario to a wider range of works.

SurfaceConstellations offers further features, which are not part of this thesis, such as capacitive links that enable automatic software configuration of setups, as well as flexible joints, enabling setups that are even quicker to reconfigure. Full details and the link to the publication containing all hardware designs, 3D-print STL files, 3D model source files and the software (which are released as open-hardware and open-software) are described in the related publications listed at the beginning of this chapter.

Within previous work, SurfaceConstellations sits at the sweet-spot between multi-monitor setups (such as environments with interaction wall and tabletop displays) and rigid setups (such as BendDesk (Weiss et al. 2010) and Curve (Wimmer et al. 2010)) and reconfigurable joint surfaces (e.g. Codex (Hinckley et al. 2009)). With SurfaceConstellations, we are interested in combining the effective workspaces introduced by work in multi-display environments, with strategies from cross-device computing working on ad hoc reconfigurable device setups. In SurfaceConstellations, devices can be grouped together in physically stable configurations that may still be flexibly reconfigured. Once devices’ positions are (manually) configured during the software setup, no further tracking is needed, which enables spatially aware connections without the need for any tracking infrastructure. As discussed in Chapter 4, existing platforms for spatial tracking are often prototypical—speaking against permanent deployments—or expensive to setup and maintain—making them inaccessible to a larger audience. By using a simple manual configuration step, our
software examples show how we can make cross-device systems available to the masses without investing into infrastructure.

Within our cross-device taxonomy, *SurfaceConstellations* itself cannot be fully classified, as the six dimensions are mainly relevant on an application level. *SurfaceConstellations* however is a platform to create brackets enabling reconfigurable physical hardware setups. The example applications discussed later in section 7.5 however will be classified according to our taxonomy.

7.2 *SurfaceConstellations*

In this section, we introduce our modular *SurfaceConstellations* platform and present the design space taxonomy, mapping out possible configurations. We then discuss two details of the hardware components: (1) the design of 3D printed modules, and (2) strategies for adding support extensions.

![Figure 27. Basic SurfaceConstellation bracket design.](image)

7.2.1 Concept

The general concept of the *SurfaceConstellations* platform is to use modular, 3D-printed hardware brackets that physically connect mobile devices (e.g. tablets and phones) to new workstation setups. As described shortly in our design space taxonomy, adding these physical connections enables new spatial arrangements of devices, forming a variety of different workspaces, such as the three-tablet configuration shown in Figure 27. While there are many different types of brackets as we discuss in the 3D design section, they all work the same way: each bracket (Figure 27a) has a cavity recess that holds a part of the frame of at least two devices (Figure 27b); after
sliding the mobile devices into the bracket’s cavities, it physically holds the two (or more) devices in place (Figure 27c). The brackets create a permanent, but easily reconfigurable physical connection between devices. By combining multiple brackets connecting devices together, one can easily create more advanced setups, affording diverse individual work and collaborative multi-user applications.

7.2.2 Design Space Taxonomy

In our design space taxonomy (extending the taxonomy introduced in Codex (Hinckley et al. 2009)) we categorise the principal surface setups supported by the SurfaceConstellations platform (Figure 28). The primary dimension depends on the relative angle between devices, while the second dimension classifies the symmetry of setups:

a) **Flat**: a flat surface with no angle into the 3D space between tablets. Examples from the design space include a flat book on a table, a larger interaction canvas with 4 or more tablets (Rädle et al. 2014), game board setups with a central shared device, as well as wall/line/fan setups.

b) **Convex**: the angle between the screen surfaces is larger than 180 degrees. Examples are: the two-sided sign setup (Hinckley et al. 2009) and the bridge setup with three tablets. Because convex shapes are outward facing, they better afford collaborative use.

c) **Concave**: the angle between the screen surfaces is smaller than 180 degrees. Examples for these designs are: the laptop setup, curved design (Weiss et al. 2010; Wimmer et al. 2010), dual-screen laptop, and a financial trading-desk inspired setup/wall (Bloomberg, n.d.).

d) **Closed**: the surfaces connect into a 360-degree chained screen. Examples are: a double-sided screen, a cube-like connection of screens, and circular setups.
Combining the dimensions/categories above results in hybrid structures (Figure 28e). The dimensions of our design space taxonomy can serve as an inspiration for what can be achieved with *SurfaceConstellations*, and we will illustrate different use cases across this design space in our application scenarios (section 7.5). We expect that this taxonomy has potential to be extended in the future by adding new designs enabled through our platform.

**Figure 28.** *SurfaceConstellation* design space taxonomy.

**Figure 29.** System design parameters (green shades cover the cases supported by our implementation).
7.2.3 Design Parameters

There are further parameters to consider when designing and setting up new SurfaceConstellation setups (Figure 29).

1) First, the number of devices: While technically there is no upper limit for the number of devices that can be connected, we see most practical setups using between 2 and 8 devices.

2) Second, the diversity of devices (e.g. only connecting similar devices vs. connecting different hardware, such as iPads together with Android tablets). Heterogeneous setups require a customised bracket design, as every side of the bracket now needs to be customised for the device size and thickness of the individual tablets. Heterogeneous setups also affect the way software needs to be designed to work across the different OS platforms. In a single setup, we can combine different kinds of devices, such as multi-touch tablets, phones and e-ink displays (Winkler et al. 2013). Besides tablet-like devices, we can also create SurfaceConstellations connected to desktop monitors or laptops (e.g. adding additional surfaces to the top or the side of the monitor). To increase the stability of setups connected to a laptop, we need to add reinforcement brackets fixing the angle of the hinge between the laptop base and screen (otherwise the weight of additional tablets would cause the laptop screen to fold flat because most laptop hinges do not provide sufficient friction to hold the weight of the full setup in place).

3) The third parameter considers the structural setup: are all devices placed flat on a desk (e.g. the game board design); is the setup freestanding (e.g. the trading desk setup, where the curvature can provide enough support); or are additional support extensions for the brackets needed to balance the weight and make a stable setup (more on this later).

4) The fourth design parameter accounts for the complexity of the assembly: most of the link brackets we designed can be directly 3D-printed (or manufactured through other techniques, like injection moulding). However, some bracket designs might require additional assembly steps, for example to combine different hardware components and materials.
5) The fifth parameter is *flexibility*. For example, when connecting two tablets with a *flexible joint bracket*, we can create a setup similar to the book design in Codex (Hinckley et al. 2009), and going beyond, adding flexible joints to any part of a *SurfaceConstellation*. While the flexible joints brackets add more flexibility to setups, they also require additional assembly steps and material beyond 3D printing. Static brackets already add a high degree of flexibility to setups and are therefore the focus of this chapter. Some more design details about flexible setups can be found in the publication corresponding to this chapter (linked to in the beginning of this chapter).

7.2.4 Scenario

The following scenario describes an example of how we envision the use of *SurfaceConstellations*:

*Jane volunteers her time to a historic society, looking into the history of a high-street in her town. Recently she went to archives and collected a lot of data on the internet about the vibrant history of the street. She has several spreadsheets with data, folders with photos, and digital newspaper scraps from several decades. To better compare and interpret the data, she decides to use multiple tablets and link brackets provided by the historics society, linking three tablets into a workstation setup (‘Curved’) and opening multiple views of the data. As the analysis continues over the day, she finds additional government data she would like to correlate to her earlier data sets and adds a second 3-screen setup to her desk (linking now six tablets together). In the evening when she has completed the analysis, she takes the setup apart (for another person to use) as she will not need it over the next couple of days when writing the report on her laptop.*

As illustrated in this scenario, *SurfaceConstellations* are at the sweet spot between ad hoc, loose multi-tablet setups and fixed multi-monitor desktops: re-configurations are made possible and easy, but we expect these to be only sporadic (e.g. adding tablets to visualise additional data). There are many possible workstation setups in our design space (Figure 28) that—once configured—would not necessarily require
any (or only minimal) changes. Importantly, our proposed designs are not intended to replace existing work-station setups (e.g. laptop or desktop setups) but provide more flexible options and new possible workstation designs.

### 7.2.5 Creating 3D-Printed Modular Brackets

Next, we will explain the details of how to design, build, and manufacture the brackets holding devices for SurfaceConstellation setups.

While there are many possible options for holding a tablet device in place (for example, an all surrounding case, or a mount at the back of the device), we opted for a design that holds the devices in place by clipping a bracket onto each connected corner. Typically, a single bracket connects 2 to 4 devices, directly relating to the number of L-shaped sides of the bracket (Figure 30 top). A bracket can be flat (for example, to connect devices on a desk in Figure 28a) or angular (for most other designs in the design space, such as Figure 28b-e).

Besides the number of connecting sides for the tablet, there are two key hardware parameters.

1) **First**, the *width of the area covering the tablet case* (Figure 30w); in our designs, this parameter is usually between 8-12mm. Ideally it does not cover any part of the screen; though it needs to be wide enough to hold the tablet in place, which is more difficult with rounded tablet designs.

2) **Second**, the *thickness of the space holding the tablet* (Figure 30t). This thickness needs to be slightly smaller than the device’s own thickness, so it applies enough pressure onto the case to hold the device in place (with our PLA/ABS prints, decreasing thickness by 0.5mm results in good tension of the bracket onto the device to hold it in place). Brackets can be manufactured from different materials (e.g. ABS, wood, acrylic) with a variety of techniques (e.g. CNC milling, glued acrylic laser-cut layers). We create most of our brackets using 3D-printing (using Makerbot Replicator 2X and the Ultimaker 2+). We achieved robust brackets with both PLA and ABS prints, with infill of 20% up to 100%.
3) A third parameter of our bracket design to adjust is the thickness of the bracket’s top and bottom layers (Figure 30d). We have found a thickness of ≥1mm to provide sufficiently robust bracket walls to hold the weight of the tablet.

Figure 30. 3D-printed bracket design and design parameters.

Figure 31. (a) OpenSCAD parametric bracket design and (b) code view, (c) MakerBot Customizer view, with sliders on the left side to adjust parameters (e.g. device thickness, angle).
All our bracket designs are modelled in OpenSCAD (Figure 31a), which renders 3D models based on parametric script files and directly creates STL files for 3D printing software. Our modelling files include variables for all design parameters for each bracket, such as device thickness, number of L-shaped links, and angle between devices (Figure 31b).

Using the parametric OpenSCAD language, we designed a basic set of brackets with different parameters: number of links, angles, and device size and thickness (Figure 28). Choosing brackets from these base designs allows one to assemble most of our design space examples (Figure 28): for instance, the curved setup requires 2xE and 2xH, while the 6-tablet trading desk setup needs 2xB, 4xE, and 2xG. The STL files of all base designs are included in our SurfaceConstellation library\(^\text{13}\) (size for 5 different device sizes: iPad 3, iPad Air, iPad Air 2, and Microsoft Surface 3/4; and pre-sets for 5 angles, see Figure 32).

---

\(^{13}\) https://github.com/nicmarquardt/surfaceconstellations/
7.2.6 Weight-Balancing and Support Extensions

Next, we address the need for balancing weight to allow for device setups with free-standing elements. If the weight distribution of a device setup is unbalanced, additional support extensions need to complement a bracket to support the weight and hold the complete SurfaceConstellation setup in a stable position without tipping over.

Determining the need for support extensions can be done as follows:

1) first, we determine the projection of the centre of mass of the whole setup on the ground. In most cases, we can assume that the weight distribution of each single device is even (i.e. the centre of mass of a single device is in the centre of the volume).

2) We then calculate the centre of mass of the combined setup and project the coordinates back to the ground plane (e.g. onto the surface the setup is standing on). A structure is stable if the projection point is within the base of support, which is the polygon composed of all the touching points between the built structure and the ground (Figure 33a).

3) If the projection point is outside that area (Figure 33b), we extend the 3D printed brackets on the bottom with additional parts to increase the base of support area (Figure 33c). In practice, the structure should also be able to stand external forces such as a user’s touch input, which has different leverage depending on the surface orientation and height. To achieve this, we extend the minimum length calculated as above with 20% of the height of the entire SurfaceConstellation (this makes sure that the higher the overall setup, the longer the extensions, thus increasing stability). Figure 34 shows example extensions that were added to the brackets. To simplify the use of weight-balancing extensions, we integrated the calculation of support extension into our GUI tool (explained shortly) for creating new device setups.

4) For asymmetric and hybrid structures, we need to calculate the projection calculation of centre of mass in two dimensions. For example, if we attach another tablet on the right side of the top tablet of the Bend Desk, the mass of
centre will move towards the right side, then the structure could possibly tip over both backwards and to the right.

Figure 33. Weight balancing and support extensions.

Figure 34. Examples of support extensions for brackets.

7.3 Setting up *SurfaceConstellation* Workspaces: Configurator GUI Tool

So far, we have mentioned three different ways in which a user can set up and use a new *SurfaceConstellation* workspace:

1) First, a person can directly use one of our existing complete sets of link brackets for pre-defined setup of devices (e.g. examples from the design space in Figure 28). Each package includes the designs of all required brackets (STL files for
direct 3D-print), rendered for different device types. These packages are included in our SurfaceConstellation library that are linked in the original publication linked at the beginning of this chapter.

2) Second, a user can choose from the collection of existing base brackets (Figure 32) and combine them into new setups of connected devices.

3) Fourth, the most flexible method for creating new brackets is by using the OpenSCAD script directly. However, this does require knowledge of the OpenSCAD scripting language.

While the first two options are the easiest to use, the latter one allows the most flexible customizations (many parameters that can be changed) but are also more complex to use. To bridge this gap between easy-to-use and powerful options, we designed a web-based GUI tool (Figure 35) that allows the configuration of entire workspaces via a parameter menu.

Users can choose the number (Figure 35a) and type (Figure 35b) of devices they want to use, and then define orientation and angles between them (Figure 35c). The resulting workspace is visualised in real-time as an interactive 3D model (Figure 35d). The user can interact with the 3D model using the mouse or touch gestures to view it from different angles. The values of the selected configuration can then be manipulated through the interface. For an easy start, users can choose a pre-existing configuration of devices from a dropdown (Figure 35e). This selection of typical presets can be used as-is (e.g. 3 tablet console) or as a starting point for new designs by adjusting the parameter set (Figure 35e). Each design can be saved as a new preset. Furthermore, the tool automatically calculates the weight distribution and centre of mass of the constellation setup and adds any necessary support structure extensions to the brackets (Figure 35f). Finally, the tool renders all the STL models for any required brackets (Figure 35g) and provides a single link to a ZIP file including all files (Figure 35h) or allows the user to email the zip file to themselves.
The web-based configuration tool\textsuperscript{14} is implemented using nodeJS on the backend and React for the frontend. It can be accessed using any modern web browser and guides the user through three-step process of creating the brackets: 1) Setting the parameters; 2) Rendering the preview of the brackets as interactive 3D models, and 3) Downloading the collection of 3D printing files or emailing them to oneself. For the rendering of the bracket preview files we use the same parameterised OpenSCAD script that we described earlier, displaying the STL output files in an HTML canvas in the user’s web browser. This allows the user to explore the 3D printing model by reviewing it from all sides by rotating and zoom in.

Figure 35. GUI tool for creating customised workspaces.

To further simplify the specification of the actual angle between tablets, we added an additional configuration-by-demonstration feature: one (or multiple) devices can stream their angle and orientation (measured by the internal IMU) to the web-based GUI tool, which then automatically uses this current angle to modify the setting in the web interface. This allows users to place one or multiple tablets on a desk and reconfigure them until the desired angle is found. Through the HTML5 Device Orientation API we can get each device’s current orientation. This enables the user to

\textsuperscript{14} https://sc.fbrudy.net
preview physically what a SurfaceConstellation before they decide to 3D-print any brackets.

7.4 Developing Software and Applications

Once a *SurfaceConstellations* hardware setup has been created and the tablets are physically connected, the next question we need to address is how to use existing software with the setup, or how to develop new applications. Because *SurfaceConstellation* setups are fundamentally similar to cross-device applications, it is possible to leverage existing toolkits that facilitate the development of multi-surface applications, such as *Webstrates* (Clemens N. Klokmose et al. 2015) for dynamically shared media webpages; *XDBrowser* (Nebeling 2017), which allows adapting websites for cross-device use; *XDSession* for testing (Nebeling et al. 2015); or *Connichiwa* (Schreiner et al. 2015) for local hosted, ad hoc cross-device applications. We decided to demonstrate the *SurfaceConstellation* platform’s versatility with four example applications, built with different frameworks and tools, while at the same time illustrating diverse setups across the design space taxonomy. Before we go through these use cases, we describe four development strategies for using software with or programming software for *SurfaceConstellation* setups.

7.4.1 Software Connectivity and Interaction

Applications running on touch-screen devices that are connected in a *SurfaceConstellation* workstation can be designed in four different ways (summarised in Figure 36):

1) **No connection**: In this configuration, existing applications can be used side-by-side without any direct communication between them (Figure 36a). Examples for this scenario are an email client on one device and a calendar application on the other; or a word processor next to a dictionary.

2) **Indirect connection**: The software running on each of the devices are communicating indirectly with each other, e.g. through explicit read and write operations on a backend server or shared storage (Figure 36b). An example of this method is using a photo editing software on one device and
saving the results to a cloud storage where a blogging platform can access and use the edited photos.

3) Direct local connection: We can leverage direct, local cross-device communication between devices (e.g. with Wi-Fi, Bluetooth, Figure 36c). Direct connections allow for network independence and low communication latency (Schreiner et al. 2015). Examples for such software setups are multiplayer games with different views for each player on the connected devices.

4) Distributed MVC: Lastly, the devices can display views of distributed interfaces as part of a distributed model-view-controller (dMVC) architecture. The view is individual to each device and a backend server controls the application logic (Figure 36d). An example of this category is a web-based visual analytics tool.

Figure 36. Design characteristics for software running on SurfaceConstellation setups
These four methods differ in the degree of how closely coupled the software connection is implemented. While for some use cases it is feasible to set up SurfaceConstellation with multiple devices that have no direct software-side connectivity (Method 1), adding connectivity can allow more fluid and seamless interactions with the cross-device applications (Methods 2-4).

7.4.2 Available Information about Setup and Devices

When designing applications for SurfaceConstellation setups, it can be useful to address the following 4 parameters:

1) **Presence** of devices, **number of devices**, and the **identification of devices**. Most cross-device development frameworks (Clemens N. Klokmose et al. 2015; Nebeling et al. 2015; Schreiner et al. 2015) incorporate a device registration and discovery mechanism.

2) **Device capabilities**, in particular the resolution of the displays (e.g. pixels height, width, ppi). This information can be shared through the network connection between devices by using a development framework or web-based connections (for example, WebSockets).

3) **Orientation of devices in space**, e.g. are the devices laid out flat on a table, or are they positioned standing up vertically? Integrated IMU sensors can provide this information automatically.

4) **Relative position of devices in a SurfaceConstellation setup**. This information can be established either via manual configuration, sensor readings, or through the CapacitiveLink brackets (not described in this chapter—for details see the CHI’18 paper linked at the beginning of this chapter).

7.5 Four Example Applications Across the Surface-Constellations Design Space

To best illustrate the flexibility and expressiveness of the SurfaceConstellations setups across our design space (Figure 28), we describe four use case applications (three custom-built and one commercial software). Our applications also demonstrate how to use existing cross-device development frameworks (in particular, Connichiwa
(Schreiner et al. 2015) and Webstrates (Clemens N. Klokmose et al. 2015)) when developing SurfaceConstellation applications (overview of the four use cases in Table 9). The first two applications show how cross-device systems can be broadened up to other use-cases of knowledge work—previously explored through curation activities. The last two applications demonstrate how cross-device interaction can be used in even broader scenarios of games and creative audio remixing.

<table>
<thead>
<tr>
<th>Application</th>
<th>Design space</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Financial Computing</td>
<td>'Trading desk'</td>
<td>Connichiwa (Schreiner et al. 2015)</td>
</tr>
<tr>
<td>2. Visual Analytics</td>
<td>'Bend-desk'</td>
<td>Webstrates (Clemens N. Klokmose et al. 2015)</td>
</tr>
<tr>
<td>3. Audio-channel mixing</td>
<td>'Dual-screen laptop'</td>
<td>Commercial application</td>
</tr>
<tr>
<td>4. Board game</td>
<td>'Bridge'</td>
<td>WebSockets + nodeJS</td>
</tr>
</tbody>
</table>

Table 9. Overview of use-case applications.

We categorise all our demo applications according to our taxonomy of cross-device design space dimensions (Chapter 4). In terms of the 5th (dynamics) and 6th (space) dimension, using the SurfaceConstellation brackets means that the dynamics of the setup are situated between ad hoc/mobile and semi-fixed in a collocated environment: device configurations can be quickly created or altered, but at the same time have a rigidity that is usually associated with more permanent desktop setups.

7.5.1 Application 1: Trading Desk for Financial Computing

Trading desks often consist of multiple screens and many different views of related data. As an example, we built a financial trading workspace which consists of stock trading widgets (Figure 37). We developed this application with the Connichiwa (Schreiner et al. 2015) framework to run a local server instance on one of the tablets. This tablet functions as a master device to which clients can connect, to select which financial data widget should be displayed on each device.

According to our taxonomy of the cross-device design space, this example application supports synchronous use, where an application’s UIs are logically distributed. It is mainly intended for a 1...m relationship of user to devices on a personal scale, meaning
that one person uses multiple devices that are placed within their reach. As mentioned before, the dynamics are between ad hoc and semi-fixed, allowing for flexible (re)configuration.

Figure 37. Top: Financial trading-desk using eight 3D-printed brackets. Bottom: Alternative trading-desk setup using four different brackets.

Devices connect to the webserver running locally on one of the iPads directly through the local WiFi network and access webpages on the server. We implemented a manual configuration of the device’s locations within the financial trading desk: a new client connects to the server through a URL, e.g. by simply scanning a QR code on the
master device (Figure 38), the current layout of the setup is shown, with placeholders of where the new device can be connected (Figure 39). This allows users to manually configure the physical layout in the software. Once a device has been added it is assigned a numerical unique ID in the setup. Going forward, the system allows users to send a visual element (i.e. a financial widget) to any of the connected devices by simply selecting it from a list of devices.

Figure 38. A new client connects to the local URL on the master device by scanning a QR code.

Figure 39. The position of a newly added device is configured through a manual configuration step: the user selects the device’s position from all possible new positions (grey rectangles on bottom middle screen). Existing devices are shown in turquoise and identified through their number ID.
7.5.2 Application 2: Hybrid Setup for Visual Analytics

Visual analytics often requires analysts to distribute information items across different screens, allowing them to compare different views of the same data. We built a distributed web application (based on the WebStrates platform (Clemens N. Klokmose et al. 2015)) in which analysts are presented with an overview of available visualizations for a dataset (Figure 40a). By using additional brackets, analysts can dynamically add devices to the setup. For example, an analyst might start with a curved setup, consisting of three tablet devices. After working with the system for a while, they want to move the control interface off the tablet to declutter the views on the tablets. They simply switch out one of the brackets with a different one that has an opening to hold a phone. Figure 41 shows how a phone is added to the workstation setup, displaying a control selection interface for the visualization presented on a tablet next to it (Figure 40b and c).

This demo application is logically distributed and supports second-screen controls (i.e. Figure 40b). It is intended for a 1…m relationship of user…devices in a personal scale, where the setup is in easy reach. The described addition of the phone by simply exchanging a bracket (Figure 41b) shows how the semi-fixed setup can be dynamically altered, showcasing the power of the flexible setup.
SurfaceConstellations: A Modular Hardware Platform for Ad hoc Cross-Device Setups

Figure 41. A phone is added to the setup by simply exchanging a 3D printed brackets for one that has an opening to hold the phone (a+b). The software configuration of the newly added device is by simply selecting the newly added device’s position on the screen (c). The phone displays an interface that controls the visualisations on the other devices (d).

Our visual analytics demo is a web-based system that can be loaded on any modern web browser. Again, the connection is done by either entering a URL or scanning a QR code. The web server runs remotely and therefore no custom software is needed on any of the devices. The configuration of the physical layout of the SurfaceConstellation is done—as described earlier—through a manual step by selecting the position of the newly added device after loading the web app.

7.5.3 Application 3: Audio-Track Mixing

Multi-touch tablets are increasingly used to control professional live digital audio mixers (e.g. to control level faders, gain, and tone controls). Providing a flexible spatial arrangement for these tablet devices is an ideal use case for SurfaceConstellation setups. We designed a mixing table hardware setup supporting three control tablets (Figure 42). Using the commercial Soundcraft Ui24R mixing system\(^\text{15}\) we can control 24 audio channels and settings (Figure 43). Each of the tablets can provide access to a different subpage of the mixer’s software control interface. The application itself is an off-the-shelf system that is hosted on a web server in the rack unit and can be accessed through the web browser via a local Wi-Fi connection. Its configuration across our cross-device design space is that of a logical distribution for synchronous use, supporting an n...m configuration on a personal and social scale. Again, through

\(^{15}\) http://www.soundcraft.com/products/ui24r
use of SurfaceConstellations, the dynamics are fluid between ad hoc/mobile and semi-fixed setups.

Figure 42. Audio-track mixing setup. Left: (a) control 7-channel level fader bank, (b) equaliser, and (c) metering. Right: The setup supports varying orientations of the tablets.

Figure 43. A user controls the commercial Soundcraft Ui24R mixing system (shown in the background and hosting the web application displayed on the tablet devices) through three tablet devices. Two 3D-printed brackets are used to create the “mixing board” layout.

By allowing to use the tablet devices in different spatial layouts and enabling sound designers and engineers to create their own unique setup, this example demonstrates how SurfaceConstellations can be useful not only to custom application, but also to existing cross-device systems. Setups can be dynamically adapted to a user’s needs and can be easily packed for transport between different sites, adding only little weight to the equipment that has to be moved.
7.5.4 Application 4: Bridge Setup for Two-player Board Games

This example implements a board game (like the Scrabble\textsuperscript{TM} word game) using the ‘bridge’ setup (Figure 44). The shared tablet in the centre shows the playing field, while the user-facing devices show a private view of each user’s letter rack. On their turn, a user selects a combination of letters, which is then shown in the central shared playing field. From there, the person can drag the letters to position them on the playing board. This example is implemented using WebSocket connections between the devices and a central node\textit{JS} server managing the shared game state. The selection of letters on a player’s rack are sent to the server which forwards the selected letters to the board-view.

![Figure 44. Digital multi-player game, leveraging people’s existing devices.](image)

The two-player bridge-setup is again an example for synchronous use of a logically distributed UI. The relationship is 2...2, where the individual screen provides a private view for each player and shared device in the centre is used by both players on a social scale. This example demonstrates that cross-device systems are not only useful for knowledge work or in professional environments, but many also in leisure situations and with friends. One could imagine that two friends meet in a café. They get their devices out and with the simple addition of four lightweight Surface\textit{Constellation} brackets they can create a sophisticated game setup which previously was not
available. The setup can be easily taken down and setup elsewhere since the brackets are easily carried around, being lightweight and not taking up much space.

7.6 Reflecting of SurfaceConstellations’ Characteristics

Reflecting on SurfaceConstellations designs, we briefly discuss characteristics of semi-fixed setups, roles of devices, and possible interaction techniques.

7.6.1 Semi-Fixed vs. Mobile Cross-Device Setups

SurfaceConstellations strike a balance between the traditional desktop screen arrangements found in expert environments as well as ad hoc mobile device groupings. The former is a specialised arrangement of screens, typically to support a set of specific tasks (e.g. air traffic control, finance applications, etc.). Ad hoc mobile scenarios, in contrast, typically involve fluid arrangements of devices, quickly positioned usually by hand to support a certain task (e.g. exchanging or comparing information) and often span multiple users. Importantly, such scenarios involve personal mobile devices—the devices we always carry with us.

SurfaceConstellations offer a framework for semi-rigid arrangements of mobile devices. While such arrangements are more rigid than the fluid gathering of mobile devices, they can be made persistent if desired and redeem many of the benefits of traditional multi-monitor setups. At the same time, they can be reconfigured easily by rearranging device positions and orientations through different brackets.

7.6.2 Roles of Devices

Closely related to the setups of devices are the roles different devices may take. From a technical perspective, all connected tablets in a constellation might be of the same kind (for instance, using only Microsoft Surface tablets), but they might take very different roles depending on their placement, the application, and the task at hand. For example, some devices might become primary interaction devices (for example, a touch keyboard for rich input) while others become secondary devices (e.g. a drag-and-drop clipboard, or a touch-enabled thumbnail overview) or even passive,
viewing-only devices (e.g. a large zoomed-in view of content). Further investigating the roles (and possibly fluid changes of roles) of devices remains part of future work.

7.6.3 Interaction Techniques

For the scope of this chapter, we focused on the hardware designs of the platform as well as an exploration of the design space for application development. For any SurfaceConstellation workstation, there is a design opportunity to tailor interaction techniques to best support interaction in each particular setup and application. For example, we can develop techniques to better support cross-device interactions such as dragging objects across surfaces (Hinckley et al. 2004). Indirect manipulations could be used when the configured workstation setup has devices or areas that are inconvenient to reach. Existing overview+detail techniques could be integrated, such as having one surface showing a data map overview and multiple DragMag views to show details of particular regions (Ware and Lewis 1995). Such interactions techniques are highly dependent on the use-case a system or tool is trying to solve. SurfaceConstellations is impartial to any software implementation. As discussed earlier, it can already be used with existing systems and tools. However, dynamic cross-device setups illustrate exciting opportunities for custom-built interaction techniques.

7.6.4 Cross-Device Applications for the Masses

The SurfaceConstellation platform enables anyone with access to a 3D printer and multiple tablets/phones to design and construct one’s own multi-surface workspace. Similar to the research field of cross-device interactions, we anticipate that an increasing number of available touch-screen devices will soon allow people to use their devices in concert—and that SurfaceConstellations arrangements can help to facilitate people’s interaction with this larger number of devices. Importantly, we made the SurfaceConstellations designs available as open hardware and open software (see the citation at the beginning of this chapter for details). With our designs, taxonomy, and examples, we aim to inspire users’ creativity to build, use and re-appropriate such environments for various scenarios of use, which we hope takes us one step closer to making cross-device applications available to the masses.
While iteratively developing the systems reported on in Part II of this thesis (including prototypes that have been omitted from this thesis), we realised that studying and evaluating interactions with cross-device systems is difficult to do. Many of the research frameworks and tools are either not suitable for multi-user and / or multi-device interactions. Further, the reviewing of just one hour of video recording of cross-device studies—or even deployments—takes 3-5 hours of analysis. Therefore, the next part is concerned with studying and evaluating cross-device tools and interactions.
PART III: STUDYING AND EVALUATING CROSS-DEVICE TOOLS

Part III is concerned with studying and evaluating cross-device systems and tools. As discussed in Chapter 4, cross-device systems can be evaluated through a broad range of methods. However, many evaluation techniques do not account for the current device setups of these interactions, or for the dynamics of people’s actions and interactions in such cross-device scenarios. Therefore, we first present an empirical study (Chapter 8) that explores different strategies in the design of cross-device systems. The results show that we can deliberately design experiences that foster shared attention, more discussions, and overall a better task outcome. Analysing such studies is cumbersome and often requires a lot of work in reviewing and understanding many hours of video recordings. In Chapter 9 we therefore present EagleView, a tool that supports researchers in the interaction analysis of studies employing cross-device computing systems. EagleView provides visualisations and search functionality of cross-device interaction modalities, allowing researchers to more easily gain insights on their study data.
Chapter 8. Investigating the Role of an Overview Device in Multi-Device Collaboration

The availability of mobile device ecologies enables new types of ad hoc collocated decision-making and sensemaking practices in which people find, collect, discuss, and share information. However, little is known about what kind of device configurations are suitable for these types of tasks. This chapter contributes insights into how people use configurations of devices for one representative example task: collaborative collocated trip-planning. We present an empirical study that explores and compares three strategies to use multiple devices: no-overview, overview on own device, and a separate overview device. The results show that the overview facilitated decision- and sensemaking during a collaborative trip-planning task by aiding groups to iterate their itinerary, organise locations and timings efficiently, and discover new insights. Groups with overview shared and discussed more opinions, resulting in more democratic decision-making. Groups provided with a separate overview device engaged more frequently and spent more time in closely-coupled collaboration.


Joshua Kevin Budiman implemented parts of the Voyageur system as part of his MSc dissertation project. I acted as supervisor to his work, advised on direction of the project, implemented significant parts of the Voyageur system, as well as the data logging framework. I ran 60% of the study participants and analysed the study data and was also the lead on the publication write-up for CHI 2018. The coding scheme was developed together by all co-authors. Steven Houben and Nicolai Marquardt were advisors on the project.
8.1 Cross-Device Interactions for a BYOD scenario

With the increased availability of mobile internet-connected devices, there is a shift in how people use information. The mobility of computing power has led to a nomadic workflow, in which people can access and process information ‘on-the-go’. People pull out devices at any point in time to access, share, filter through, and sort information. Technology helps people make sense of the increasing amount of information and ultimately influences people’s decision-making process.

In general, such sensemaking activities are concerned with analysing information in a structured way by collaboratively collecting and organising pieces of information to derive new knowledge, insights, and eventually arrive at the right result (i.e. knowledge product) (Pirolli and Card 2005). In our work, we focus on the practices during a collaborative decision-making activity in an iterative process of foraging and sensemaking: a trip-planning task. Compared to a structured sensemaking task, in a collaborative decision-making task, there is not always a right or wrong answer and the decisions are influenced by the opinions people hold or the preferences they have (DiMicco, Pandolfo, and Bender 2004). Sharing information and opinions between individuals is important to yield a result that satisfies all those involved (Stewart and Stasser 1998). When a group fails to share information (e.g. through a lack of collaboration), there is an increased possibility of making a decision which does not satisfy everyone or even might be wrong (DiMicco, Pandolfo, and Bender 2004; Stewart and Stasser 1998; Whyte 1991). Previous work found that group performance benefits when collaborators share and discuss task materials when engaging in closely-coupled collaborations (DiMicco, Pandolfo, and Bender 2004; Hansen and Järvelin 2005; J. R. Wallace, Scott, and MacGregor 2013). Furthermore, the closeness of teams’ collaboration and communication positively influences task performance and outcome (Isenberg et al. 2012). Large interactive surfaces (Nacenta et al. 2012; A. Tang et al. 2006; J. R. Wallace, Scott, and MacGregor 2013) and combinations of mobiles can support collaborative work and help mediate ad hoc collaborations and decision-making activities (DiMicco, Pandolfo, and Bender 2004; Lucero, Keränen, and Korhonen 2010; Wozniak et al. 2016). A combination of mobile devices and a shared tabletop was found to lead to increased and better group collaboration (Seifert et al. 2012). However, meetings often happen spontaneously and the tedious setup of
tabletop or wall displays contradicts the ad hoc nature of meetings (Schreiner et al. 2015)—thus, previous work proposed to use mobile, personal devices in collaborative scenarios (e.g. (Rädle et al. 2014; Schreiner et al. 2015)).

In this chapter, we study how a group of people collaboratively plan a day-trip through London in such a multi-device bring-your-own-device (BYOD) ecology (Figure 45). A collaborative trip-planning task is an example of an iterative process of foraging and sensemaking, understanding the progress, and making decisions based on personal preferences, possibilities, and prior knowledge. We investigate if providing collaborators in a multi-device ecology with a shared space (an overview device) to organise their travel itinerary influences their sensemaking and decision-making practices. Our empirical study compares the practices in three conditions: (i) one collaborator brings an additional device that acts as a shared, always-on device, showing a summary of the progress; (ii) the overview is shown on each collaborator’s device, but no additional shared device is available; (iii) each participant has only their own device and no overview is shown on each individual’s device.

Figure 45. Using a collaborative travel planning application scenario (left), we study the effect of device configurations in a collocated multi-surface setting (centre) with three different conditions (right).

Our contribution is a study of how multiple tablets are used in ad hoc decision-making activities. We observed that a separate overview device, with basic cross-device functionality, increases collaboration and leads to better decision-making when compared to having only personal tablets. Trips created by groups provided with the overview consisted of a more thought-through itinerary due to the groups doing multiple iterations of their work, accounting for more factors, spotting errors in their plans, and overall leading to a more democratic decision-making process.
Those groups also perceived mental demand as slightly lower. Compared to having the overview on everyone’s tablet, the use of an additional shared device resulted in more closely-coupled collaborations and more face-to-face discussions. Our study is the first to demonstrate that cross-tablet interfaces can successfully support collaborative decision-making while supporting advanced practices previously only observed in complex tabletop/wall-display setups (e.g. (Hornecker et al. 2008; Isenberg et al. 2012; J. R. Wallace et al. 2011)).

In terms of our cross-device taxonomy (Chapter 4), our system to conduct the study reported on here—Voyageur—supports synchronous use with a logical distribution of the user interface. Multiple users work together either in a 1..2x1..2 or 1..1x1..1 configuration, depending on whether they are using the overview device or not. The setting of the usage is on a social scale, as it is primarily used around a table in a collocated scenario. The dynamics are focused on an ad hoc and mobile setup and use.

8.2 Voyageur: Collaborative Trip Planning

To study collocated, collaborative trip planning in an ad hoc BYOD setting, we implemented Voyageur, a multi-device collaborative web-based tool for planning a sightseeing tour through a city (Figure 45). Voyageur allows users to combine their personal devices, such as smartphones or tablets, into one interaction space, allowing them to create a shared itinerary. Each user can suggest and edit the group’s shared map on their personal device while a summary of the trip is either shown on individual devices or on a separate overview device. Voyageur is a representative of a system that prior works have proposed in the cross-device domain for using personal devices to collaborate (e.g. (N. Chen, Guimbretiere, and Sellen 2012; Lucero, Keränen, and Korhonen 2010; Hamilton and Wigdor 2014; Rädle et al. 2014)).

Previous work found that giving participants visual feedback of their participation in a group task on a shared display influenced participation by levelling out over- and under-participation (DiMicco, Pandolfo, and Bender 2004; Tausch et al. 2014) and that activity awareness benefits groups’ performance in a remote collaboration (Carroll et al. 2003). In our study, groups were collocated and provided with an overview of the
current task outcome, shown either on users’ individual devices or on a shared device. It offers a go-to place for individuals to initiate a group discussion.

8.2.1 Voyageur Implementation and Interaction

Voyageur consists of a web application that allows one to search for locations, using a Google Maps interface. Locations can be shared with other users. Shared locations can be annotated with a visiting order and duration, thus creating a shared itinerary. A summary is provided as a zoomed-out map overview, where locations are connected according to their visiting order. A progress bar at the bottom of the screen shows how much time has already been allocated or whether a given time limit has been reached for the duration of the overall trip (in our study: 7 hours). In order to support ad hoc collaborative sessions, we implemented Voyageur with the Connichiwa (Schreiner et al. 2015) web framework, which facilitates the distribution of web applications across multiple collocated devices.

Voyageur provides two different views (shown in Figure 45 and Figure 46): overview (shown on the master or in an inset window on the client) and client (shown on any connected client). Both views show a geographical map (using Google Maps). The client application allows users to search for points-of-interest using a text input. While typing, search suggestions are presented and upon selecting one of the suggestions, a marker pin is dropped on the map. By touching the marker, the location can either be shared with the other users or deleted. Shared location markers appear on all connected devices and can be annotated with a visiting order and the duration (in hours and minutes) to add it to the shared trip itinerary. Annotations are synchronised across all devices. When shared markers are deleted, they are deleted on all devices. A summary is provided as an overview, where locations are connected per their visiting order, visualising the air-path of the tour (Figure 45 left; Figure 46 right). A progress bar at the bottom of the screen shows the trip duration and remaining time of a given time limit (in our study: 7 hours).
Voyageur supports the following sense- and decision-making tasks as part of a collaborative trip-planning activity:

1) Facilitate sensemaking and decision-making. The visual overview of Voyageur allows one to detect patterns and derive insights about what to include in a trip. By providing all group members with access to the overview, Voyageur creates a shared understanding of the task, thus, assisting sensemaking (Pirolli and Card 2005) and decision-making (Stewart and Stasser 1998). It provides feedback about the current state and what has been accomplished.

2) Encourage closely-coupled collaborations. Closely-coupled collaborations foster more insights and higher task completion satisfaction (Isenberg et al. 2012; A. Tang et al. 2006; J. R. Wallace et al. 2011). Voyageur encourages closely-coupled collaborations by giving groups a shared always-on device, showing an overview of the progress.

3) Encourage group discussion. While increasing the amount of time people speak in a collaborative decision-making task is not directly congruent to their influence on the decision, an imbalance in participation can indicate that not enough details are being shared and not all participants’ relevant viewpoints are discussed (DiMicco, Pandolfo, and Bender 2004). Voyageur enables group synchronization as well as spatial and activity awareness of explicit and implicit gestures through equal access of all users to the overview, thus, encouraging initiation of group discussions about items shown (Carroll et al. 2003; J. R. Wallace et al. 2011).

Figure 46. Comparison of the layouts for the study conditions.
4) Accommodate different roles. The roles of foragers and sensemakers for sensemaking tasks have been established (Vogt et al. 2011), and it was pointed out that in a group scenario, collaborators frequently switch between these roles (Isenberg et al. 2012). Voyageur allows for users to switch roles at any time by creating a shared understanding of current progress and equal access to information, thus, enabling flexibility of roles. Displaying the overview on a separate device allows users to touch or move the shared device. Encouraging explicit gestures, we aim to support implicit understandable roles (J. R. Wallace et al. 2011).

8.2.2 Sensemaking Tasks for Trip Planning

Voyageur supports collaborative planning of a trip itinerary. Numerous applications have been developed to support individual users (e.g. Citymapper, Google Maps) and groups (e.g. Travefy, Triporam) in trip planning. However, these tools do not specifically support collocated collaboration. Previous research explored, for example, travel suggestions through geo-tagged photos (Majid et al. 2012) and calculating the best trip based on aggregated trip distance (Hashem et al. 2015). However, in an everyday scenario, people often use the combined interests and local knowledge of a group to decide on what to include in a trip and they might sit together to plan their itinerary, using their individual devices to find locations and information.

8.3 Study

Using Voyageur, we studied a collaborative trip planning activity supported by a separate overview device, while each person is using an individual tablet device. Through the study we wanted to learn if and how Voyageur (FP1) facilitates collaborative decision- and sensemaking practices during a collocated trip planning activity; (FP2) encourages closely coupled collaboration, thus fostering more insights and higher task completion satisfaction (Isenberg et al. 2012; A. Tang et al. 2006); (FP3) encourages more sharing of information, thus enabling more discussions and consideration of more people’s opinions (DiMicco, Pandolfo, and Bender 2004); (FP4) supports different roles of foragers and sensemakers (Vogt et al. 2011) and allows for flexible transition between roles; and (FP5) accommodates different collaborative
strategies as observed previously (Isenberg et al. 2012) (we will refer back to the focus points FP1-FP5 when reporting on the main findings in Table 10). The task given to the group was to ‘plan a day-tour through London’, visiting important landmarks, lasting 7 hours.

8.3.1 Participants
We recruited 40 participants (21 female, 19 male) in groups of 4 from the local university and via snowball sampling. The only requirements were that (1) participants were familiar with London, having lived there for at least six months, and (2) participants in each group knew each other. The second requirement was directly imposed by our task motivation (groups of strangers would not plan a day-trip through London together) and allowed participants a more relaxed communication setting. We recruited 22 students (postgraduate and PhD) and 18 professionals (consultant, PA, teacher, etc.), aged between 23 and 37 years (Mean (M)-30 years; Standard Deviation (SD)-4.1). All participants owned at least one touch device (smartphone, tablet, or smartwatch) and all but three reported that they used it often/daily. Two thirds (67.5%) of participants owned two or more touch-enabled devices (M-1.9; SD 0.7). All participants but one had prior experience in planning a trip as a group, primarily using Google Docs and Maps to collect links (e.g. accommodation, transportation, tourist websites, etc.) and their itinerary. Participants mentioned they use websites, guidebooks, travel apps, and their own or friends’ local knowledge to plan things to do. They described their collaborative planning taking place in asynchronous remote settings (e.g. via email or text messages) as well as in collocated synchronous settings (e.g. at a friend’s house or in a coffee shop).

**F1:** Overview allowed groups to detect patterns of locations that can be easily visited together (FP1).
**F2:** The overview created a shared understanding. Groups with an overview (WO, INT) tried out different options for timings and visiting order. This led to consideration of more options (FP3).
**F3:** WO and INT groups shared more opinions and more people shared their opinion (FP3). This resulted in a more democratic decision-making process (FP4, FP5).
**F4:** Overview led to iterations of the itinerary: This resulted in groups to spot and correct errors and allowed them to account for additional factors, such as lunch breaks and travel times (FP1, FP3).
F5: Displaying on separate device (WO) led to more closely-coupled collaboration and more face-to-face interactions by giving them a spatial and contextual focus point (FP2). It enabled group members to initiate a discussion spatially around the shared device.

F6: Territorial behavior: individual devices were rarely shared and only small glimpses occurred to them. The overview device was used equally by all group members.

Table 10. Main findings (F1-F6) and their connection to the 5 focus points (FP1-FP5) of our study

8.3.2 Study Design

To understand the influence of displaying Voyageur’s overview on an additional device on group collaboration, we conducted a between-subject study, where we modified the presence and location of the overview: no-overview-device (NO), with-overview-device (WO), integrated-overview-on-individuals’ devices (INT) shown in Figure 46. In the INT condition, the overview was integrated in users’ individual devices, and no additional device was given. In WO, the overview was displayed only on a separate device. No overview on individual devices and no additional overview device was given in the NO condition. We were interested in comparing the groups’ practices and collaboration strategies emerging from the different device setups. We conducted our study in a between-subject design to (i) avoid bias through carry-over effect (Greenwald 1976); (ii) minimise range effects and avoiding contextual comparison of all tasks but the first task (Greenwald 1976); (iii) avoid experimenter demand effects and avoid drawing attention to the added/removed overview (Charness, Gneezy, and Kuhn 2012; Greenwald 1976); and (iv) avoid fatigue of participants due to study length and task repetition.

8.3.3 Apparatus

Participants were invited to our lab. After giving consent, they completed a pre-study questionnaire with basic demographic data, prior experience in collaborative travel planning, and device usage. Each participant was provided with an iPad Air 2 tablet with a 9.7” display; in the condition with-overview-device (WO) an additional iPad was provided. Participants were seated around a 118x60cm table (Figure 45 middle), with the researcher on the side as observer. Pen and paper were provided for completing the questionnaire and in case participants wanted to take notes during the study. After an introduction, participants were given a 5-minute training phase. After
answering questions, each participant was given a separate subset of 5 out of the first top-20 attractions in London (“The Top 10 Things to Do in London 2016 - TripAdvisor” n.d.) on a sheet of paper. Participants were then asked to plan a day out in London, exploring all or a subset of these attractions, lasting no longer than 7 hours. No time limit for task completion was given. Upon task completion, participants filled out a post-study questionnaire, rated task difficulty on a 10-point Likert scale (based on the NASA TLX), and a semi-structured interview was conducted. We conducted 4 sessions for WO, and 3 sessions for each NO and INT, each lasting 45-60 minutes (for a total of 10 sessions).

8.3.4 Data Collection

All sessions were video recorded to analyse groups’ collaborative practices. In addition, notes were taken by the researchers during the study. Search input on each user’s device, as well as actions to share, annotate and delete locations were logged by the system. We recorded touch input on the personal devices to quantify participants’ interactions. “Touch activities” reflect the number of times the data log application captured tablets’ touch coordinates, post-hoc grouped to a maximum of once every 50ms / device. More touch activity therefore indicates busier interaction on the tablet due to increased touch movements from users (touch-down, -move, and -up). Questionnaires and semi-structured interviews were used to assess participant’s prior knowledge and their intended strategies during their group work. The collected log data and video recordings were analysed using ChronoViz (Fouse et al. 2011). We coded the video for groups’ collaboration practices, participants’ interactions with each other, their device(s), and the focus of their interactions (e.g. being on a device, a collaborator, or content on the screen). The analysis of the materials collected during the study followed the pragmatic approach to Thematic Analysis as described in Chapter 2. The material coded was the recorded study video as well as the notes taken by the experimenter. We did not apply an existing coding scheme, but created codes as we encountered them, except for groups’ collaboration styles (which we will discuss shortly). 40% of the videos were coded by two researchers, where the second researcher built upon the first’s codes. The coding scheme was fully developed after 40%. It consisted of the following categories: our 5 collaboration styles (Figure 47); gestures; conversation content; and miscoordination.
8.4 Results

Our study showed that groups with an overview (INT and WO) went through multiple iterations of their trip itinerary while iterations were not observed in NO groups. Our findings indicate that overview groups reached decisions more democratically as more opinions were discussed. Displaying the overview on a separate device (WO) led to more closely-coupled collaborations and face-to-face interactions. Participants in INT/NO groups spent more time looking at their own devices, and less time in face-to-face interaction. The separate device gave participants a spatially stable anchor point to initiate closely-coupled collaboration and to base their shared interaction around. It provided group members a spatial and contextual focus point to meet other collaborators for discussions and sharing of information about items and the overall progress of their planned trip. In all conditions, we observed territorial behaviour with personal tablets (Scott, Carpendale, and Inkpen 2004), and pointing to, or touching someone else’s device was rare. Table 10 shows a summary of our main findings.

Three key themes resulted from our qualitative and quantitative analyses: (1) information organisation strategies, (2) applying the overview, and (3) collaboration styles.

8.4.1 Theme 1: Information Organisation Strategies

Our first theme describes how groups collect and organise locations to include in their itinerary.

8.4.1.1. Collecting Locations

Each group member was provided with a separate subset of five locations out of the top-20 attractions in London (“The Top 10 Things to Do in London 2016 - TripAdvisor” n.d.). All ten groups created a subset of locations, as visiting all was not feasible because of the 7-hour time limit. We observed three approaches in creating subsets of the locations.

1) Listing all locations: Four groups (WO1, NO1, NO3, INT3—see Table 11) shared all the locations with the other group members. Afterwards, participants engaged in group discussions to decide which location should be included in their itinerary. P38
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suggested this approach explicitly to the group: “Shall we just all add our five locations and then see if we can already see where that leads us? I mean, maybe there’s some of them close by [each other]”.

2) Filtering locations before sharing: Two groups (WO4, INT1) spent the first minutes discussing the locations which they would like to include in the trip, without interacting much with the map (little to no touch activity). After this discussion, they then decided on the inclusion of each location in their trip, and only added it to the shared map if they decided to include it. While creating their itinerary, they discussed their decisions in detail, and annotated each location after adding it. P29 described their process: “We started that each of us picked one location [as a] recommendation and we talked about it in the group and then decided together [whether to include it]. And only then added it to the [map].”

3) Mixed approach: Four groups (WO2, WO3, NO2, INT2) followed a mixed approach of these two strategies. Members first discussed general interests and which locations they had available, while not interacting with the map (little to no touch activity). After several minutes of discussion, they decided to share all 20 locations to identify places in walking-distance to each other or that could be easily visited together.

<table>
<thead>
<tr>
<th>Group</th>
<th>Listing all locations</th>
<th>Filtering locations</th>
<th>Deleting/ Clean-up</th>
<th>Iteration</th>
<th>Identified leader</th>
</tr>
</thead>
<tbody>
<tr>
<td>WO1 (P1-P4)</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>WO2 (P5-P8)</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes*</td>
</tr>
<tr>
<td>W03 (P9-P12)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>WO4 (P13-P16)</td>
<td>No</td>
<td>Yes</td>
<td>No**</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>NO1 (P17-P20)</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>NO2 (P21-P24)</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>NO3 (P25-P28)</td>
<td>Yes</td>
<td>No</td>
<td>Some</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>INT1 (P29-P32)</td>
<td>No</td>
<td>Yes</td>
<td>No**</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>INT2 (P33-P36)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes*</td>
</tr>
<tr>
<td>INT3 (P37-P40)</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

Table II. The groups’ activities. * = These groups’ leader had an overall less dominant role compared to NO groups. ** = Because the group filtered their locations before sharing them, a cleanup was not needed.
8.4.1.2. Organising Locations

After sharing locations, groups followed similar approaches to decide which places to include in their itinerary. All groups chose the visiting order based on estimates of shortest walking time, using their prior knowledge of the city or visually estimated walking distances (all groups were familiar with London). E.g. the first location to visit was often the closest to the starting point given by the study facilitator. P32 (INT1) said that the group then “went with the lowest common denominator [of interests]” to decide on places to visit.

Number and Timing of Annotating Locations: To finalise their itinerary, groups annotated the visiting order and duration of their locations. We observed greater average numbers of annotations in groups with overview (INT: M=21.3, SD=2.5; WO: M=19.8, SD=6.1) than in the NO condition (NO: M=9.0, SD=5.7)—see Table 12. Groups with an overview (WO and INT) tended to annotate their visiting duration and order as they went along, thus they had frequent annotations distributed throughout the session, whereas NO groups only annotated very late towards the end of the session.

We suspected that a small number of annotations at a late stage of the process could be an indicator of a better thought through, and thus more stable, decision. Our video recordings however showed that NO groups were discussing their choices and changing their decisions in a similar way as WO and INT groups did, they just did not annotate it on the system. WO and INT groups were testing out different visiting duration and order as they went along. This was due to the overview being updated immediately and thus showing the status of the itinerary. They received immediate feedback on their annotations, enabling immediate evaluation of their decision. This often led to group discussions after new or updated annotations were shown on the overview. Groups without overview kept track of this information either in their head or on paper (only NO2 used paper). For NO groups, there was no benefit to annotating earlier in the process. However, this also resulted in fewer discussions about the consequences of an annotation and once a location was annotated, it was not discussed anymore (more about iteration in the next section).

Deleting and Clean-up Activities: Most groups in the WO and INT condition used the delete function to remove markers from the shared map after reaching the group’s
consensus whether they would like to visit the place. Three groups (WO2, NO1, NO2) did not delete any locations. WO4 and INT1 did not need to clean up, as they only had shared locations that they wanted to include. NO groups used the delete function only sparingly (Table 12).

<table>
<thead>
<tr>
<th>Cond.</th>
<th>Share M=20.8, SD=1.6</th>
<th>Annotate M=19.8, SD=6.1</th>
<th>Delete M=9.8, SD=3.8</th>
<th>Total M=50.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>WO</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NO</td>
<td>M=17.0, SD=5.7</td>
<td>M=9.0, SD=5.7</td>
<td>M=1.3, SD=1.2</td>
<td>M=27.3</td>
</tr>
<tr>
<td>INT</td>
<td>M=18.3, SD=4.5</td>
<td>M=21.3, SD=2.5</td>
<td>M=7.3, SD=4.5</td>
<td>M=47.0</td>
</tr>
</tbody>
</table>

Table 12. Average number of executed commands per group in each condition and average total number of all commands.

8.4.2 Theme 2: Applying the Overview

The overview allowed WO and INT groups to coordinate times, identify patterns, and gave groups a shared understanding about the current discussion. The overview encouraged these groups to iterate over their plan and refine visiting duration and order to account for more factors, such as opening times and lunch breaks. Displaying the overview on a separate device (WO) gave the groups a spatial anchor point to turn to and initiate discussions and collaboration and coordinate their interaction with each other.

8.4.2.1. Overview to Detect Patterns (F1)

Most groups shared all 20 locations (Table 11) and then identified clusters of locations that are within short walking distances of each other. We observed that WO groups discussed whether each cluster should be included in the trip or not, while looking at it together on the shared device. They then decided to visit a subset of places from that cluster. INT and NO groups also employed the clusters to identify locations to be visited. However, the lack of the shared device made it more difficult to coordinate the discussion with group members: they had to verbally communicate what they were looking at, rather than pointing it out on the shared device. NO and INT groups frequently spent time navigating around their maps to coordinate what the group was discussing. Even though INT groups also had an overview integrated on individual devices, participants had to find the location being currently discussed by panning and zooming on their own maps. Only in a few occasions did participants turn their own device around, showing the others what they were looking at. The device was
then mainly shown to immediate neighbours, resulting in smaller sub-group collaborations.

8.4.2.2. Overview and Iteration (F4)

After groups finished planning their 7-hour trip, WO1, INT1, and INT2 decided to iterate their plan, by one team member explicitly suggesting this iteration phase to identify errors in their annotations (e.g. ensuring they had planned lunch or to allow enough time for walking). Although the other WO and INT groups did not declare an iteration phase, the analysed video and touch data showed that the groups discussed each included location at least twice, showing patterns of iteration. The iteration allowed the groups to identify and correct errors, resulting in a more thoroughly defined and thought-through trip, accounting for more factors. We found that NO groups did not iterate their plan: once groups had decided to include a location in the itinerary, they did not reconsider that decision. This observation was confirmed by the logged interactions with the system: all interactions with a particular location in NO were located around the time of their first annotation. Post-hoc changes to these annotations occurred rarely.

8.4.2.3. Overview Created a Shared Understanding (F2)

We observed that for groups without the overview (NO; Table 11) a leader often kept an eye on the status and updated the group about progress. If the group did not reach a decision, the leader took charge and decided on the group’s behalf. We also observed a leader in INT2 and WO2, but they were less dominant in this role and eventually these groups came to decisions in a similar way to all other WO and INT groups: by discussing their options and eventually making a group decision about points of interest, visiting duration, and order.

8.4.3 Theme 3: Collaboration Styles (F3, F5)

In our analysis, we were interested in what patterns of collaborations participants in the different conditions adapted. We extended and re-appropriated the coupled collaboration styles, previously developed by Tang et al. (A. Tang et al. 2006) and Isenberg et al. (Isenberg et al. 2012), for a study with groups of four (rather than paired collaborations) and for a multi-device scenario. We focus on where attention was
amongst team members (e.g. face-to-face or towards their device’s). Our collaboration styles consist of the following and are depicted in Figure 47:

1. **Active Discussion (AD).** Face-to-face discussions amongst group members. Limited interactions with the system (e.g. pointing to screens or scrolling).

2. **Single-Shared View (SSV).** All group members allocate their attention to one single device.

3. **Disjoint and Shared View (DSV).** 2-3 members focus their attention to a single device while others continue discussions.

4. **Disjoint and Distributed View (DDV).** 1-2 group members are focusing on their own device, while others continue discussions.

5. **Distributed View (DV).** All group members are focusing on their own device. Minimal to no discussions.

8.4.3.1. Shared Attention

Our video data showed a trend for WO to engage in more SSV (25% of their total time) than NO (6%) or INT (3%) (see Figure 50). In WO groups, we observed that this usually was initiated by a group member looking up from their own device and addressing the group by talking about content on the overview device (e.g. by pointing to it or verbally referring to it). Although no overview device was provided, SSV still occurred in NO and INT groups, usually only with two people sitting next to each other. These SSVs generally occurred when a group member started annotating a location, asking other members for their opinion, and then exchanging small glimpses at each other’s tablets. However, occurrences of SSV in NO and INT groups tended to be less likely and shorter, as group members quickly reverted to their own tablet, resulting in DV or DDV. Since NO2 used pen and paper to keep track
of timings, we observed some occurrences of SSV in this group around the paper. In our study, we observed that SSV led more frequently to active discussion (AD), without groups focusing on a device anymore. This mainly occurred when SSV was initiated by a group member raising a concern or asking a question. Participants then used the shared device to find common ground for their discussion. If the information on the device was then not needed anymore, they continued their discussion (Figure 48).

Figure 48. Shared attention on the overview device (SSV; left) often led to active discussion (AD; right) as the device gave the group a common focus and starting point for a discussion.

8.4.3.2. Pointing

Our study indicates that pointing gesture could trigger shared attention. We observed fewer occurrences of pointing in NO and INT groups (M=7.88 / group in WO; M=2.7 for NO; M=3.3 for INT). Members in WO group tended to point towards the overview device, which resulted in other members engaging in SSV or DSV. For instance, P8 in Figure 49 (left) points to the overview, prompting other members to move their attention towards the overview and start discussions about lunch. Figure 49 (right) shows how P29 pointed at her screen to discuss a location. Another participant briefly looked at the screen but quickly shifted her attention back to her own tablet. Other participants did not notice, as they were focusing on their own screens. In general, we observed that the overview device led to more shared attention and closely-coupled discussions by giving participants a shared focus space.
8.4.3.3. Distributed Attention

For groups without the separate device we observed that they spent more than half their time looking at their own devices (DDV+DV; NO: 57%; INT: 60%; in contrast WO: 27%). The data logs showed higher average touch activity per minute for groups without an overview device (NO: 424 / minute; INT: 226 / minute) than in WO groups (135 / minute). As a reminder: higher values for touch activity indicated more user-device interactions. When we analysed our video data, we noticed that NO/INT group members, who engaged in DV or DDV, were more likely to pan and zoom on their map to follow what other members were discussing. This aligns with the observation that NO groups were interacting more with their individual tablets. However, the increased touch activity in NO groups does not necessarily imply greater number of commands (share, annotate, delete) executed: WO and INT groups executed more commands on average per group (WO: M=50.3 commands / group; INT: M=47.0), compared to NO groups (M=27.3) (Table 12).

8.4.3.4. Active Discussions

Active discussions (AD) were present in all groups. We observed that WO groups not only initiated more AD on average per group (WO: M=13.0, SD=3.24; NO: M=10.7, SD=3.09; INT: M=11.0, SD=2.94; Figure 50), they also engaged in longer discussions (M=30 seconds, SD=10s) compared with NO (M=20s, SD=4s) and INT (M=24s, SD=4s). The content of conversations in NO groups mostly consisted of a participant asking a question to confirm key facts or inquire about information, while other group
members gave brief and passive responses. Longer discussions were focused around facts about locations someone was sharing or personal interests of group members. For example, in one instance of AD (WO1, duration 41s), P4 asked his collaborators for more information about what *Horse Guards Parade* is. The same question was also raised in NO1. However, in NO1 the AD ended quickly and turned into a DV, when the other members focused on their own devices trying to locate it. Ultimately, while doing so, one group member got side-tracked and asked a question about a different location.

We observed that the presence of the overview device gave group members the opportunity to direct their attention to a shared space. Though discussions may not involve face-to-face interactions, group members still shared their attention onto the overview device and engaged in discussions centred on the same topic.

### 8.4.4 Territorial Behaviour (F6)

In all groups, personal devices were shown to other people but there was never shared access to individuals’ devices. All participants respected that others’ devices were usually not for them to interact with. They rarely touched and interacted with someone else’s device and if so, only after explicit consent. Although in two groups
the overview device was picked up by participants (WO3 and WO4), this was only brief and the device was placed back into the shared space soon after.

8.5 User Feedback

Participants learned how to use the system well within the training phase. The shared itinerary helped to keep track of what other group members were doing. P29 stated that she “liked that [she] could see on [her] iPad what other people [did].” and P31 said the shared collective itinerary was “useful for tracking what others are doing.”

In WO conditions, participants appreciated the overview device as useful for the group’s discussion (e.g. P8 and P2). P5 stated that the “two screens were good. So, you have on one side the search […] and on the other the overview”, and further she “only used [her] own tablet when searching for a location. [When] discussing something [she] always used the overview”.

INT groups were presented with the same information on their own device, as WO groups on the separate device. P33 (INT2) said that it “would have been great to have the overview constantly on for example this TV here (points to TV). So, you see immediately the bigger picture and don’t have to zoom around [on your own tablet]”. However, some issues arose through positioning, as P8 (WO2) reported: “For me [the overview device] was upside down. [I got] at least an idea, but could not read anything”. Some participants asked for more information on who shared or annotated a location. For example, P31 said “when someone edited something you don’t know who’s doing it. So, if there’s like a bubble saying who did it would be good”. On the contrary, P16 stated, that he “like[d] that you don’t see what someone else did. So, you can’t be put on the spot”.
Participants in the NO groups reported that they were missing a time-keeping feature and an easily visible summary of the visiting order or path—both components of the overview. The post study questionnaire showed slightly higher responses to the question ‘how mentally demanding was the task’ for the NO condition (Figure 51, mental demand; NO: Median (Md)=5, interquartile range (iqr)=3; INT: Md=4, iqr=3; WO: Md=4, iqr=2.5). However, although this difference is only very small, our analysed video data indicated that this might have resulted from the NO groups having to keep track of the overview’s information either in their head or on paper.

8.6 Discussion

Previous research around tabletops has shown many benefits for collaborative decision- and sensemaking activities, such as shared understanding (J. R. Wallace, Scott, and MacGregor 2013; Hilliges et al. 2007), mutual awareness (Isenberg et al. 2012), more closely-coupled collaboration and, thus, more sharing of information and discussions (Hansen and Järvelin 2005; Isenberg et al. 2012). However, we increasingly encounter multi-user and multi-device scenarios, and research is shifting towards supporting such scenarios. Using individual devices has shown to negatively
affect communication and engagement (Haber, Nacenta, and Carpendale 2014) and people are hesitant to use multiple tablet devices in parallel (Plank et al. 2017).

Guided by the question of how we can support ad hoc decision- and sensemaking with a shared space, our study explored practices of using additional devices as a shared and flexible overview device in a collaborative collocated trip planning task. The results indicate that adding an overview with a summary of the trip itinerary facilitated sense- and decision-making. Similar to previous work around tabletop displays e.g. (Hansen and Järvelin 2005; Isenberg et al. 2012; J. R. Wallace, Scott, and MacGregor 2013), we observed that groups with a shared overview tended to be more effective in their decision- and sensemaking. We observed that groups with a shared device worked in more closely-coupled collaborations, leading to more active discussions. These discussions were important for groups in their trip planning activity (similar to (DiMicco, Pandolfo, and Bender 2004; Stewart and Stasser 1998)). The overview tablet in our study was more successful compared to a previous study (Plank et al. 2017), likely because their study comprised only of dyads where everything a participant said was directed to the other. We observed however, that verbal discussions were not always directed to specific individuals, meaning some context could be lost. Similar to previous work we found that a shared display supported groups’ synchronization through explicit and implicit gestures, spatial awareness of activities (J. R. Wallace et al. 2011), as well as activity awareness (Carroll et al. 2003).

8.6.1 Space and Focus

As a shared device that every member could engage with equally, we observed that the overview device (WO) was used as a spatial focus point: whenever someone initiated a discussion around a location, they could point to that location on the shared device, automatically shifting the group’s attention towards the device through a clearly visible gesture. When pointing to one’s own device (especially in NO and INT groups), drawing attention from other group members proved difficult, as they were engaged with their own device. Interacting with, or pointing towards someone else’s device was rare and short-lived. Although in INT, some screen space was covered by the overview, participants did not comment negatively on lack of space for the
“primary” interaction, nor could we observe any changed behaviour as a result of the covered space.

We observed that WO groups spent more time in discussions which were also more frequent. Groups without a separate device (NO, INT) focused more and for longer periods on their own devices. As group members were focused on their own screens, eye contact was less likely to develop, which discouraged potential active discussions and led to comments being ignored by the group. These findings, using mobile devices, are in line with previous findings around fixed tabletop displays, where groups were working in tighter coupled collaboration when working closely together (A. Tang et al. 2006).

Interestingly, only two of the WO groups moved the overview device (WO3, WO4), while the other groups treated it like a fixed display. In those groups that moved the overview device, we observed more spatial movement as participants were shifting on their chairs or standing up to have a better view (similar to as observed previously (Plank et al. 2017)). This spatial movement also seemed to contribute to more closely coupled collaborations as participants used the movement to point out locations on the shared device and initiate a discussion. Whether the more closely-coupled discussions were a result of the movement, or the movement was a result of more closely-coupled collaboration, needs further investigation.

The overview device also functioned as a *contextual focus point*, by providing a shared space to initiate discussions about displayed information. Previous work around tabletop displays found that collaborators prefer common, global views when in tighter coupled collaboration (A. Tang et al. 2006). In our study, several discussions that started about items on the overview device turned into face-to-face conversations. WO groups’ discussions tended to be more fruitful, communicating relationships between locations and personal preferences, and participants considered more factors such as opening times and lunch breaks. In contrast, we observed more distributed attention and short-lived conversations in NO and INT groups.

Although we observed shared views in all groups, this mostly meant *shared viewing* of someone’s device. Participants only rarely *shared access* to devices. Since all information
was shared with everyone else we expected participants in INT to more freely share their devices. However, similarly to prior work around tabletop displays (Scott, Carpendale, and Inkpen 2004), we observed that participants in a multi-device collaboration respected each other’s territory and rarely interacted with someone else’s device (and only after explicit invitation).

8.6.2 Decision-Making and Sensemaking

A decision-making task is strongly influenced by people’s opinions (DiMicco, Pandolfo, and Bender 2004), and therefore it is one important goal that group members have equal opportunities to share their thoughts and express their opinions. Through video analysis and the exit interviews we found that providing groups with an overview builds a shared understanding for group members and resulted in a more democratic decision-making. In WO and INT, members had equal access to the same information, and we observed that groups shared more opinions and made decisions where everyone’s voice had been heard.

Neither NO group iteratively created their agenda. Giving groups an overview (WO, INT) we noticed iterations of the itinerary after groups finished a first draft. We observed that in WO groups, members collaboratively looked at the shared device, which in return led to more insights and ideas through discussion. This iterative process (i.e. (Pirolli and Card 2005)) tended to lead to more refined decisions and finding and correcting of mistakes (e.g. missing lunch breaks or travel times).

8.6.3 Limitations and Future Work

Voyageur was implemented for a simple collaborative trip planning task. We are currently extending our research to other areas of knowledge work, such as curation works (e.g. Chapter 5). The current design requires participants to explicitly share their locations with the rest of the group. Previous research (Goyal et al. 2014; Isenberg et al. 2012) suggested that implicit sharing of information is beneficial for collaborative analysis. It will be interesting to understand how translucence (Goyal and Fussell 2016) and feedforward (Vermeulen et al. 2013) influence coordination and performance.
People now own multiple touch enabled devices, as our questionnaire data showed (M=1.9; SD 0.7). *Voyageur* requires adding one more device than people to a configuration, resulting in the need for additional hardware and potentially added cost. While other devices such as smartphones or laptops could also be used to display the overview, it remains for future work to investigate how other form factors influence a group’s collaboration practices. Having an additional device might also limit the number of people collaborating, as issues such as reach and occlusion might arise.

We conducted our study as a between-subject design, to avoid bias through carry-over effects (Greenwald 1976), minimise range effects (Greenwald 1976), avoid experimenter demand effects (Charness, Gneezy, and Kuhn 2012; Greenwald 1976), and avoid fatigue of participants. Conducting this study in a within-subject design is a possible alternative setup, but would require several changes in the study setup. First, a new set of locations has to be provided for every condition to avoid carry-over and range effects, though carefully chosen to have similar spatial and contextual properties to be able to observe equal secondary effects (e.g. cluster pattern detection and discussions about walking distance). Second, adding or removing a single aspect of the study (in our case the overview) would draw attention to this and might result in participants adapting their behaviour (Charness, Gneezy, and Kuhn 2012; Greenwald 1976). This requires careful consideration, not only through counterbalancing, but potentially through a ‘decoy condition/item/task’. Third, the overall length of the task needs to be monitored. Since our interest was in the qualitative insights in groups’ practices, the length of discussions and groups’ sensemaking and decision-making processes are difficult to control.

### 8.7 Conclusion

In summary, with our study we found trends that the overview allowed users to detect patterns of locations (F1), led to consideration of more factors through a shared understanding (F2), and eventually allowed groups to iterate their itinerary (F4). Displaying the overview on a separate device encouraged more closely-coupled collaborations (F5) which resulted in sharing of more information and more active discussions. This in return led to a more democratic decision-making process (F3).
While we observed territorial behaviour with personal devices (F6), the overview device acted as a spatial and contextual focus point for collaborators to initiate discussions (F5) and focus their attention, and aided groups in mediating their collaboration.

Many previous works have proposed cross-device and multi-device interactions and systems for collaborative works, but only few have been studied in everyday practices. While our study was conducted in the lab and with the focus on a specific activity—collaborative trip planning—we believe that the insights show merits for real-world collaborative multi-device settings. We showed how changing device configuration benefits groups’ exchange of information and their collaboration during their sensemaking and decision-making activity. This is promising for future work on deploying multi-device systems in everyday situations.

While the study we conducted gave insights into how we can design systems to foster more closely-coupled collaborations, it also showcased that the interaction analysis for the purpose of finding insights into the study is cumbersome and takes up many hours of work. Especially with multiple participants as well as multiple devices, the reviewing and analysis of the recorded interactions took a multitude of of the recorded time. In the next chapter, we present a system that helps researchers in conducting such interaction analysis by providing real-time and overview visualisations as well as a search functionality for key moments of interactions.
Chapter 9. *EagleView: A Video Analysis Tool for Visualising and Querying Spatial Interactions of People and Devices*\(^7\)

To study and understand group collaborations involving multiple handheld devices and large interactive displays, researchers frequently analyse video recordings of interaction studies to interpret people’s interactions with each other and/or devices. Advances in ubicomp technologies allow researchers to record spatial information through sensors in addition to video material. However, the volume of video data and high number of coding parameters involved in such an interaction analysis makes this a time-consuming and labour-intensive process. We designed *EagleView*, which provides analysts with real-time visualisations during playback of videos and an accompanying data-stream of tracked interactions. *Real-time visualisations* take into account key proxemic dimensions, such as distance and orientation. *Overview*

---


Suppachai Suwanwatcharachat and Wenyu Zhang implemented parts of the EagleView system as part of their MSc dissertation projects. I acted as supervisor to their work, advised on direction of the project, and implemented significant parts of the system. Both MSc students conducted an evaluation of separate aspects of the system, which have been omitted from this chapter but can be found in the ISS’18 paper listed above. I lead the write-up of the ISS’18 paper, including additional data analysis of the study data (not reported on here). Steven Houben and Nicolai Marquardt were advisors on the project.
visualisations show people’s position and movement over longer periods of time. *EagleView* also allows the user to query people’s interactions with an easy-to-use visual interface. Results are highlighted on the video player’s timeline, enabling quick review of relevant instances.

### 9.1 Interaction Analysis in Ubicomp

To understand and evaluate interactive systems, researchers often use video analysis of individual or collaborative interactions of people and the devices they use (e.g. (Isenberg et al. 2012; Jakobsen and Hornbæk 2014; Scott, Carpendale, and Inkpen 2004)). The analysis of the recorded video data is a tedious and labour-intensive task, requiring researchers to review the raw video iteratively and identify relevant tags and codes in the footage (Jordan and Henderson 1995). While various commercial and research tools exist to support the viewing and tagging of videos (e.g. (Nvivo 2017; “ATLAS.ti” 2017; Fouse et al. 2011)), these mostly focus on facilitating the navigation, transcription, and annotation of videos, not the actual interaction analysis. However, spatial characteristics of group interactions are important for such analysis, including where people stand, how close they are to each other, which devices they use, and so on. These features need to be manually observed and annotated by the researcher, as current tools do not support the analysis of spatial characteristics well.

![EagleView workflow](image)

Figure 52. EagleView workflow with querying and visualisation techniques facilitating spatial interaction analysis.

Recent ubiquitous computing (ubicomp) environments enable recording of proxemic and spatial interaction data, such as people’s location and orientation, as well as the devices they interact with (for example with the open-source ProximityToolkit (Marquardt, Diaz-Marino, et al. 2011) or EagleSense (C.-J. Wu, Houben, and
Marquardt 2017) platforms) and their activities (e.g. holding phone, standing, sitting). While recording this additional data during studies allows for deeper insights into the interactions, the analysis still needs to be done manually as there are currently only very few tools that allow for automated insights into participants’ interaction with their devices, each other, and their surroundings (e.g. (Marquardt, Schardong, and Tang 2015; von Zadow and Dachselt 2017; A. Tang et al. 2010)).

Inductive video analysis has become the main pathway to gain insights of recorded interactions (Jordan and Henderson 1995). However, thorough video coding remains a challenging task, in particular once multiple people and multiple devices are involved: rather than being able to focus on one user’s interaction with one system, an analyst has to study many relations between multiple users and devices. Using sensor-data can help to find moments of interest in video data, but more detailed manual analysis is still needed, as relying solely on sensor data can lead to false conclusions.

To better support spatial interaction analysis, we contribute EagleView (Figure 52), a novel video analysis tool that allows expert users (researchers, conducting analysis in multi-user, multi-device scenarios) to review and analyse multiple videos and an accompanying spatial tracking data-stream by providing a querying interface, real-time visualisations, and multiple overview visualisations of the interactions through a web-based interface. EagleView allows users to create new queries on the videos and tracking data through an easy-to-use direct-manipulation visual-query interface. Examples of such queries are “when are participants closer than 1 metre”, “when is a person facing the screen”, or “when are people pointing at the large display”.

In summary, the contributions of this chapter are the design and techniques of the EagleView query tool as well as the real-time and overview visualisations. EagleView is available as open-source software at https://github.com/frederikbrudy/eagleview.

The original ISS’18 paper additionally contributed insights gained from expert users through two user studies, exploring two different aspects of EagleView (real-time and aggregated overview visualisations and the querying tool). These have been omitted from this thesis as they were conducted as part of two MSc thesis projects.
9.2 Prior Work on Interaction Analysis

The work in this chapter builds on the foundations of previous work on (i) interaction analysis; (ii) systems supporting interaction analysis; and (iii) video analysis and visualisation tools. General prior multi- and cross-device work has been covered in Chapter 3 and Chapter 4.

9.2.1 Interaction Analysis

Interaction analysis (Jordan and Henderson 1995) describes the empirical lens through which researchers analyse how people interact with each other and their surroundings. Increasingly, social science and psychology theories are used as lenses for conducting interaction analysis. For example, Hall's theory of proxemics (Hall 1969) describes how people physically engage and communicate with other people and the devices in their surroundings through their use of distance (intimate, personal, social, and public), orientation, and posture. Kendon’s F-formations describe how multiple people use and share a physical space through their distance and relative body orientation to indicate when and how they interact as a group (in a circular, vis-à-vis, L-, or side-by-side arrangement). Both concepts have been used in ubiquitous computing as a lens for interaction analysis, for example to discover patterns of collaboration in a tourist information centre (Marshall, Rogers, and Pantidi 2011) or museum (Davis et al. 2015); to support large display interactions (e.g. (Ju, Lee, and Klemmer 2008; Vogel and Balakrishnan 2004)); and to enable cross-device interactions in multi-device scenarios (e.g. (Marquardt, Hinckley, and Greenberg 2012)). The current state of the art in interaction analysis is through iterative coding of observations in video recordings. Such video recordings of studies or experiments support repeated observations to gain an in-depth understanding of a scenario (Jordan and Henderson 1995). However, the analysis of those recordings requires many hours of reviewing video data.

9.2.2 Systems Supporting Interaction Analysis

To facilitate the analysis of interactions using video recordings a multitude of tools have been developed, which allow users to review and annotate videos (Dasiopoulou et al. 2011), and several commercial (e.g. (Nvivo 2017; “ATLAS.ti” 2017)) as well as
research tools (e.g. (Burr 2006; Hagedorn, Hailpern, and Karahalios 2008; Fouse et al. 2011; A. Tang et al. 2010)) aim to support video analysis.

Advances in ubicomp systems allow users to record more information besides the video data, such as proxemic and spatial interaction data through sensors. For example, the ProximityToolkit (Marquardt, Diaz-Marino, et al. 2011) uses infrared cameras and visual markers attached to record people’s and devices’ identity, location, and orientation. More recently, markerless top-down tracking systems have been introduced, tracking people’s identity, position and orientation (e.g. (Lin et al. 2015; Marquardt, Hinckley, and Greenberg 2012)), posture (e.g. (N. Hu, Englebienne, and Kröse 2013)), as well as their activity (e.g. (Wilson and Benko 2010; C.-J. Wu, Houben, and Marquardt 2017; G. Hu et al. 2014)). These systems show that there is an increasing supply of systems not only tracking people and their devices, but also recognising what they are doing (e.g. holding a paper, pointing, using a tablet, or smartphone). As an example, we record the tracking data from EagleSense (C.-J. Wu, Houben, and Marquardt 2017), which uses a Kinect v2 camera mounted to the ceiling to capture the space underneath it, recording people’s position, orientation, and their activity (e.g. standing, holding phone).

Several tools aiming to support the analysis of these multi-stream recordings have been developed. For example, VACA (Burr 2006) allows a synchronised playback of video data with accompanying sensor data. The sensor data can then be used as an additional cue for finding the relevant parts of the video. Similarly, VCode and VData (Hagedorn, Hailpern, and Karahalios 2008) enable synchronised playback and annotation using sensor data and video recordings. ChronoViz (Fouse et al. 2011) enables synchronised playback of multiple video and data streams, allowing analysts to add annotations in form of tags and textual descriptions.

While previous work proposed to use crowd workers to annotate [30] or enable natural language querying [16] on video material, this is cost-intensive and might compromise privacy. EXCITE [21], on the other hand, enabled researchers to conduct search-queries on the recorded video+sensor data of interactions in ubiquitous computing environments, using a descriptive query language. This allowed researchers to gain insights that were not as easily attainable before.
Our work builds on this prior work of tools that support interaction analysis, in that we allow analysts to review video data, combined with tracking information about people’s position, orientation, and activity. EagleView further allows analysts to visually create queries on the video+sensor data, and then navigate between search results for further review. Similar to EXCITE (Marquardt, Schardong, and Tang 2015), EagleView allows analysts to analyse group interactions involving the use of mobile as well as fixed devices, enabling analysts to focus on high-level analysis of the interactions, rather than focussing on finding low-level evidence for a hypothesis.

9.2.3 Visualisation Tools for Video Analysis

Other specialised tools support researchers in visualising video recordings of multi-device and/or multi-person interaction scenarios. For example, VICPAM (Moghaddam and Bailey 2011) shows users’ activities over time and the duration of each activity on an overview timeline. VisTACO (A. Tang et al. 2010) focussed on analysing spatial interactions around a tabletop display and GIAnT (von Zadow and Dachselt 2017) enabled users to analyse and visualise interactions of people with a large, interactive wall display.

We build on and extend previous work with our real-time and overview visualisations. Similarly to slit-tears (A. Tang, Greenberg, and Fels 2008), EagleView helps the researcher by summarising a longer period of time in a static overview visualisation in addition to real-time visualisations during playback. In particular, we use the five proxemic dimensions (Greenberg et al. 2011) (distance, orientation, movement, identity, location) to create visualisations about individual people and objects. We further leverage the notion of F-formations (Kendon 2010; Marquardt, Hinckley, and Greenberg 2012) of people and devices, enabling analysts to identify critical moments of interactions.

9.3 Scenario Description

Throughout this chapter we will refer to the following scenario about the analysis of a multi-device multi-user interaction in a museum. This scenario helps us to better
situate our tools and techniques that we introduce shortly within the context they will be used.

Mary is developing a new application for a museum, which allows visitors to explore details about each exhibit through an interactive display next to each item. While visitors roam the museum and interact with various touch displays, they can also navigate the collection on their own smartphone through the museum’s app and website. After deploying the system, Mary wants to learn more about how people approach the exhibit’s displays and use them together with their personal devices. She installs a Kinect camera in the ceiling above the interactive exhibits, as well as 3 cameras to record the interactions from a side perspective. She records an entire day in the museum through EagleSense (C.-J. Wu, Houben, and Marquardt 2017), which uses a ceiling-mounted Kinect camera to track visitors in a gallery and their activity. At the end of the day she has 10 hours of footage from each camera, totalling 40 hours of video material she needs to analyse. The museum was well attended on that day, but not everyone approached or interacted with the exhibits and/or their smartphone.

9.4 EagleView Overview

EagleView is a web-based video analysis tool that allows users to explore people’s spatial interactions using visual analysis of recorded video data together with automatically tracked spatial measures (location and distance of people and devices; their orientation; movement; identity; activity; recorded with EagleSense (C.-J. Wu, Houben, and Marquardt 2017) or similar tools, e.g. (Marquardt, Díaz-Marino, et al. 2011)). The user interface consists of the following elements as shown in Figure 53: all parallel video playbacks on the left (Figure 53b); real-time visualisation interface in the middle (Figure 53c, 2d); overview visualisations on the right (Figure 53e, f, g); video timeline with manual annotations and tags (Figure 53h) and query results timeline (Figure 53i) at the bottom. Through a tabbed interface at the top (Figure 53a), a user can switch from the Visualisation interface to the Query Creator interface (Figure 53d, introduced later).
Getting started. To begin the analysis, a person first selects one or multiple video files from the recorded study and the accompanying spatial tracking data file (in our case recorded by the EagleSense tracking framework (C.-J. Wu, Houben, and Marquardt 2017), but potentially provided by other tracking systems). In this configuration step, the user can also create objects that are fixed in the environment (e.g. displays or tables) by drawing them on a still image of the top-down video recording and adding a descriptive label. Further, an offset can be configured for each video to synchronise start times. All video playbacks are displayed in the top half of the interface (Figure 53b), are time-synchronised, and can be started and stopped using the video controls. A progress bar shows the playback progress and allows analysts to go forward or back in the video. The first view a user is presented with shows the real-time and overview visualisations (Figure 53c and d). EagleView includes features similar to current video analysis tools: users can add annotations to a timeline either by clicking on predefined tags (configurable in the configuration step) or by entering comments in a text area, and each of the annotations is then shown in a timeline (Figure 53h). By clicking an annotation, analysts can jump to that moment in the video.

Beyond conventional video analysis through reviewing and tagging, EagleView allows analysts to review the video by creating search-queries (section 9.7) based on spatial
features and gain insights into user interactions through real-time and overview visualisations. We will describe both key functions in more detail after the technical details. Figure 54 shows the stages of interaction analysis supported by EagleView.

![Figure 54. Timeline with an overview of how the different components of EagleView support the video analysis workflow. The modularity and flexibility of EagleView’s tools allows analysts to use our visualisations and/or querying functions in any possible order.](image)

### 9.5 Technical Implementation

EagleView is built using modern web technology (HTML5, JavaScript, CSS) and runs entirely on a client’s device (tested in Chrome 67). We use CreateJS\(^\text{18}\) for easy HTML5 Canvas manipulation and Vis.js\(^\text{19}\) for the timeline component.

To visualise the spatial properties and interactions, EagleView consumes spatial tracking data recorded with the top-down tracking system EagleSense (C.-J. Wu, Houben, and Marquardt 2017), through its API. Specifically we record an array of time instances, each including a timestamp and people’s location, orientation, and whether they are sitting, standing, and if they are holding a paper, a tablet, or a phone (as an array of skeletons, with properties \{id, activity, activity_tracked, head\{x, y, z, orientation\}\}) in a JSON file. As EagleView is impartial to the tracking technology used, other input sources can be used if the recorded data is in the same format.

\(^{18}\) [https://www.createjs.com/](https://www.createjs.com/)

\(^{19}\) [http://visjs.org/](http://visjs.org/)
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Further, EagleView displays one or multiple video recordings. In Figure 53, two top-down recordings (an RGB video as well as the depth video, captured with the Kinect v2 used by EagleSense (C.-J. Wu, Houben, and Marquardt 2017)), as well as two different side-views are shown. The main video view displays the top-down RGB video as a semi-transparent video (if toggled on). The videos’ playback is synchronised based on their timestamp.

Limits. EagleView is running entirely on a user’s local machine and web browser, and no data is sent to any remote server. As a result, loading time of a dataset is kept to a minimum of only a few seconds and any video format can be used that is supported by the user’s browser. However, since computation entirely happens client-side, a more resourceful computer is required. In our experience, a limit of 3-5 videos playing in parallel is easily achievable on any current laptop.

For our demo purposes (as well as the studies, reported on in the original ISS’18 paper), we manually cleaned the JSON data after recording the tracking information from EagleSense (C.-J. Wu, Houben, and Marquardt 2017), to remove any tracking errors (e.g. removing false activities or sudden jumps of location). We did this because we were interested in how, in an ideal case, spatial data can be analysed. We envision that these tracking artefacts of third-party systems will become rarer with better tracking systems in the future and therefore continued to use data without these artefacts. We limited the data saved from the EagleSense API to 4 frames per second. In our experience this was a reasonable trade-off between clean-up time required and still having detailed data.

9.6 Real-time and Overview Visualisations

First, we focus on how researchers can analyse recorded interactions through two different types of visualisations: real-time and aggregated overview visualisations (Figure 54B).

9.6.1 Real-Time Visualisation

The real-time visualisations are shown in the middle column on the tab Visualisations (Figure 59) during video playback and visualise the data around the current playback
time. They show the spatial properties recorded from the EagleSense API (people’s location, orientation, and activity) as well as fixed objects (such as wall displays, whiteboards, or tabletop displays as defined by the user in the configuration phase). The video, recorded from the top-down camera, can be optionally displayed in the background.

People’s locations are displayed as two ovals, representing head and shoulders (Figure 55). Their viewing direction is indicated by two lines, marking their field of view. (The angle is configurable by the user.) If any activity is recorded for them, the respective activity is visualised through an icon in their field of view (e.g. phone, tablet, paper). Each person’s identity (as ID number) is displayed alongside their location. Fixed objects are drawn as outlines in their locations on the top-down view with their descriptor.

![Figure 55. The distance circle (set to 0.5m) and lines between P1 and P2 as well as the display are visible.](image)

In addition, EagleView visualises the following information in the real-time visualisation:

**Distance:** As shown in Figure 55, analysts can choose to show a circle around a person to indicate proxemic distances (e.g. personal or social zones (Hall 1969)). In addition, distances between different entities (e.g. two people or a person and an object) can be shown as a line between them. The distance, as well as the textual description of the proxemic zones (Hall 1969), is shown underneath the line.

**Movement trajectories:** people’s past and future movement trajectories can be displayed as coloured lines (Figure 56), fading to more transparency the further in the past or future the respective locations are. The length of time used for these
trajectories is configurable by the user, as well as the colour for past and future movements.

Figure 56. The person’s movement of the previous 10 (blue) and next 15 seconds (red) is shown.

**Zones:** During the setup phase, analysts can define rectangular zones of interest. When a tracked person enters a zone, the zone will be highlighted (bold border and opaquer colour; Figure 57). This allows users to quickly skim the video and easily spot when a person enters a particular area.

Figure 57: Defined zones to observe (red/green rectangles are defined areas).

**Attention grouping** (Figure 58 and Figure 59): *EagleView* highlights tracked users in the same colour if i) they directly face a fixed object; ii) their attention is focused on each other; or iii) if two people stand next to each other and they are facing the same fixed object.

Figure 58: Person on the right is highlighted (e.g. when facing an observed object, or another person).
In the scenario: Mary needs to analyse the video recordings of her deployment in the museum. She loads the video footage of the four cameras, as well as the recorded tracking data into EagleView. During the configuration she marks the interactive screens’ locations by drawing rectangles on a still video frame and saving each as a fixed entity. She switches to the “Visualisation” tab and plays the videos while watching the real-time visualisation in the centre.

She activates the movement trajectories to know where the visitors are about to move so she can appropriately switch her attention to the according sideview camera on the left. The attention grouping highlights the tracked entities in the same colour whenever one of the three conditions is met (Figure 59). As a result, Mary can quickly notice instances where visitors are looking at an interactive screen or are talking to each other (as they change colour whenever a condition is met). When she finds an interesting interaction, she uses her pre-defined tags (configured during the configuration phase) to quickly tag those moments for later review. She can switch the background image of the top-down camera in the real-time visualisation on and off if she needs more clarity or wants to check for tracking errors.

9.6.2 Aggregated Overview Visualisation
Aggregated overview visualisations show a summary of people’s location over time (Figure 53e, f, g). They are shown in the tab Summary View in the right column. Analysts can choose the time interval for which they want to show aggregated
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overviews through two sliders at the top. Each tracked user is shown in an individual visualisation. We implemented two visualisations: heatmap, showing where users were most active (Figure 53f) and movement trajectories, showing a user's movement path (Figure 53g).

In the scenario: Mary wants to know what path one particular active visitor took through the exhibition. She switches to the overview visualisation of the movement trajectories of this visitor. She narrows the time visualised down to the duration of his visit, allowing her to get an overall picture of that visitor's movement throughout the museum. She realises that he frequently walked around each interactive display but moved less around non-interactive exhibits.

Through the heatmap visualisation, she can confirm her observation: the visitor has spent most of his time around the displays. She compares his heatmap with those of other visitors, by overlaying them on top of each other in the real-time visualisation view. She realises that all visitors spent most of their time around interactive exhibits and very little around non-interactive ones. Something worth investigating!

9.7 EagleView Search-Queries

Once a researcher has gained a (basic) understanding about the interactions in the recorded sequence, they can analyse the recorded interaction sequence by means of spatial queries based on people's distance, orientation, location, and activity within the captured tracking data (Figure 54C).

9.7.1 Search-Queries

Search-queries can be created through a graphical interface on a still-frame whenever the video is paused. Such a query constrains the search within the recorded spatial tracking data to only the events that fulfil the criteria defined in the query, and allows researchers to find all relevant instances in the (possibly large) video dataset that meet these conditions.
New queries can be created by selecting one of the properties (Figure 60.1) and then adjusting the parameters on a graphical interface overlaid on top of the video (Figure 60.2 and Figure 60.3). Once a query is created, the spatial tracking data will be parsed for matching conditions of the query and the results are highlighted in an additional timeline (Figure 53i). A click on each result jumps to the position in the video.

Figure 60. Queries are created via a graphical user interface laid on top of a still video frame (steps 1-3). Queries can be combined to make up more specialised compound queries (4).

9.7.2 Query Creation

Our query creation tool is inspired by EXCITE’s (Marquardt, Schardong, and Tang 2015) idea of allowing analysts to search video for interaction events. However, rather than using a declarative language to describe a query, EagleView uses a graphical user interface for query creation and setting of parameters. A search-query is a combination of property (distance, orientation, location, activity), entity (person and/or object), and parameters (specifying a value for the property being searched for). Query creation is a three-step process (Figure 60): First the analyst selects a property (Figure 60.1). They then select the relevant entities (e.g. person or large screen) by clicking on the overlaid items on the still frame (Figure 60.2). Lastly, the search parameters can be adjusted (Figure 60.3 a-d) for a single entity (e.g. a person’s orientation, location, or activity) or between two entities (e.g. specifying the relevant distance threshold between two people or between a person and a fixed object).
Matched results for each query show up in the event timeline. Each query is shown in its own timeline.

For example, in Figure 60a, an analyst creates a query to search for instances where the distance between person 2 and 3 is smaller than 100cm to find all instances when the two people are standing in close proximity. The analyst then selects the orientation property (Figure 60b) and changes the relevant opening and orientation angle, to find all events when the two people in the video face each other. Last, the analyst specifies a query for all instances when any of the two people stand in front of the large display (Figure 60c).

In the scenario: Mary now wants to understand further why the visitors spent most of their time around the interactive exhibits. She creates a “Location” query by marking the area around the interactive displays. The search results indicate all instances where a user is in front of an interactive display. Through this search query, the 10 hours of video are narrowed down to 120 results of 30-90 seconds—only 120 minutes in total. Mary can now review those instances in more detail by clicking on the search results in the timeline. Through the review, she finds that visitors frequently get their smartphone out around the interactive exhibits to select the accompanying audio-guide and listen to the narration.

9.7.3 Compound Queries

Analysts can also create compound queries, which are comprised of two or more queries. The results are then filtered to only include instances where all queries match (AND logic connection). Compound queries show as a combined section in the event timeline. For instance, in our example the researcher is interested in finding all instances of so called L-shape F-formations (a sociological lens for analysing pair interactions based on their spatial characteristics (Kendon 2010)). For finding these formations, the analyst creates a compound query: finding all instances where the orientation angle between two people is around 90 degrees (by visually adjusting to a wider tolerance angle; Query1), AND distance is below 2 meters (Query2). Once completed, the new compound query highlights these F-formation instances in the timeline.
**In the scenario:** Mary now wants to know whether people who are visiting the museum in a group also use their smartphone in some similar way to single visitors. She therefore needs to find all instances where two people are in front of an interactive display, while they are using their smartphones. She creates a three-part compound query: first she creates a “Location” query like in the previous example to filter for location matches around interactive exhibits. She then adds a “Distance” query to filter for instances where two people are closer than 100cm. Last, she adds an “Activity” query with its search parameter set to “Smartphone” to filter for moment when both visitors are using their smartphone. By reviewing the 70 search results, she finds that group visitors less frequently listen to the audio guide and rely on reading the museum guide.

### 9.8 Discussion

*EagleView* supports researchers to explore their video material in a way which was not easily possible before and supports them throughout their analysis process (Figure 54). Researchers do not necessarily need to know what conditions they are looking for but can follow an iterative approach of switching between using the visualisations for serendipitous discovery and the search-queries for a more fine-grained analysis. The overview visualisations enable users to see movement over a longer period of time, acting as a summary of what is going on. It allows analysts to discover trends, directly linked to the videos. For example, the movement traces can be used to easily spot familiar movement patterns, such as audience funnels (Michelis and Müller 2011).

The real-time visualisations enable researchers to view a clean representation of the data, while having the ability to switch to the video feed. The visualisation-only playback of the data stream allows researchers to use this sensor data as an additional video feed, joining it with the camera feed whenever more detail is desired. As a result, analysts can get focus points for their analysis and can quickly gain an overall understanding of the material.

F-formations (Kendon 2010; Marquardt, Hinckley, and Greenberg 2012) are a powerful lens for interaction analysis. While *EagleView* allows analysts to easily create
queries to search for these, they currently need to be created manually every time they are used. *Query-templates* would allow for quick searches, filtering for the most frequent interactions. Further, search-queries currently can only be used for parallel conditions. Creating *temporal queries*, that highlight a sequence of interactions, would enable researchers to easier analyse temporal aspects, such as with the *audience funnel* framework (Michelis and Müller 2011). While the study—reported on in the ISS’18 paper acknowledged in the beginning of this chapter—showed that EagleView is easy to learn and usable, it would be interesting to see how *EagleView* would perform for the analysis of a real-life interaction study. This would allow us to gather further insights into which templates would be useful outside of a fictional scenario. Such an in the wild deployment however is outside the scope of this thesis.

The current implementation of *EagleView* uses top-down tracking information. Although tracking-system-agnostic, this is a limitation, as a top-down camera cannot be installed in every location. Further, the current implementation of viewing direction only acts on 2D information. For example, if a person is looking *over the top* of a display rather than onto it, this still counts as an interaction. The researcher then has to use an additional side-view camera to gain further insights.

The querying function of *EagleView* enables analysts to quickly select interaction scenarios of interest and find highlights of interactions through the visualisations. However, currently we do not know how such a tool would perform in everyday or long-term use. What would unexpected uses be? How does it support analysts in their real-world tasks? Where does it break? A real-world deployment would surface opportunities for extension of the system. Further, interaction analysis on the video material is only the first step—and a more detailed quantitative (time, duration, and frequency) and qualitative (on verbal transcriptions and other annotations) analysis is often needed. Currently, *EagleView* does not support these steps and they have to be conducted on the exported JSON data of tags and annotations.

We see further potential for future extensions of *EagleView*. For example, our current real-time visualisations of F-formations could be extended with dashboard-like summary views of the different formations recorded. Furthermore, it would be
interesting to consider visualisations and query constructs for more fine-grained gestures that people perform.

In summary, EagleView is a novel tool directly supporting researchers performing interaction analysis through video coding and integrates a querying tool as well as real-time and overview visualisations, making it easier to find relevant sequences in the videos to interpret. EagleView is available as open-source software at https://github.com/frederikbrudy/eagleview.
Chapter 10. Discussion and Conclusion

In this chapter, the contributions of this thesis to the wider field of HCI are summarised as well as the progress towards answering the three research questions discussed. Directions for future work are discussed in section 10.2, and section 10.3 concludes this thesis.

This thesis explored how cross-device computing can be leveraged for designing interactions and system for knowledge work—and more specifically curation tasks. The work in this thesis contributes to the field of HCI, and in particular to the areas of cross-device computing in the following three ways:

1. In Part I the landscape of cross-device computing was mapped out to provide a taxonomy of cross-device computing, mapping out and discussing several design spaces as well as pointing to underexplored areas. This allowed for the transfer of key insights into the design of interaction techniques and to a research agenda being scoped.

2. In the second part of the thesis a set of novel interaction techniques for supporting individual and collaborative knowledge work were developed. For this, the insights from Part I were combined with lessons learned about the practices of curators—both professionally trained and volunteers—to inform the design and building of interaction techniques for curation tasks. First, two exemplary systems have been implemented that apply cross-device interactions to the specific use-case of curation, operationalising instrumental interaction (Chapter 5), learning from existing practices (Chapter 6), and enabling the use of existing devices in ad hoc collaborative settings (Chapter 6). The third tool that was built, Surface Constellations (Chapter 7),
demonstrated how multiple devices can be organised physically to provide a novel workspace setup for a range of collaborative and cross-device projects.

3. The final stage of the thesis was concerned with how to study and evaluate cross-device interactions. It provides insights into how researchers can study and understand multi- and cross-device interactions for individual and collaborative work and provides insights into how a digital tool can support a researcher's interaction analysis of video recordings.

Next, I use the outcomes from the three stages to answer the research questions set at the beginning of this thesis.

10.1 Answering the Research Questions

The main research question which was addressed in this thesis:

How can we leverage cross-device computing for designing new interactive systems in human-computer interaction (HCI)?

To answer this question, it was broken down into three sub-questions, that are discussed below.

10.1.1 Developing a Framework and Extensive Literature Review of the Body of Work Conducted in the Area of Cross-Device Computing

RQ1: What is the current state of the field of cross-device computing and which challenges and opportunities exist?

Goal #1: This question was addressed by building a theoretical foundation and understanding of the domain of cross-device computing and in doing so unifying the diverse threads of existing research to inform the current and future research in the field.

To answer this question, a taxonomy of the key characteristics of the cross-device design space was developed that drew upon a systematic review of previous work in the cross-device computing domain. By reviewing hundreds of previous research
papers, different aspects were covered, including cross-device interactions, tools, and research projects. This enabled the design space to be systematically explored, notably showing that there are a number of application domains, enabling technologies, interaction techniques, and evaluation strategies.

The main contribution of this review has been to map out the landscape for cross-device research that was turned into a resource for other researchers to use when framing their research, but also for newcomers to find an entry into the field:

(1) For anyone entering the field the ontology (section 4.1) clarifies terminology used, while at the same time highlights that some terms are used interchangeably. For current researchers framing their work, the structuring of concepts can help to identify the best terms to describe the work. And within the cross-device community, the ontology can provoke reflection on the use and appropriateness of terminology.

(2) The taxonomy (section 4.2) has three different functions helping researchers:

a. it compresses the large research field and synthesises seminal work to ease entry into an unfamiliar research domain,

b. the specific dimensions (and subcategories) can support framing and scoping of new and ongoing research, and

c. it allows discussing research in the context of the major related categories within the six dimensions.

The taxonomy works in conjunction with the analysis across applications (section 4.3), technology (section 4.4), interaction techniques (section 4.5), and evaluation strategies (section 4.6).

(3) The review can provide practical guidance on how to select from the vast pool of existing tracking tools and technologies enabling cross-device systems. Selecting an appropriate cross-device tracking technology is a challenging task—even for experts in the field. The choice follows several considerations weighing the benefits of outside-in tracking that provides high fidelity information as opposed to a more light-weight but lower fidelity inside-out tracking technology. Our classification in section 4.4 shows the breadth of
state-of-the-art research of cross-device tracking technologies, including those off-the-shelf. It serves as a reference table to help inform which tracking technologies might be most suitable for a particular usage scenario.

(4) Similarly, the classification of interaction techniques (section 4.5) allows researchers to select the most appropriate technique for their own work, while also highlighting underexplored areas or open questions (as discussed in section 4.7).

(5) The classification of evaluation strategies (section 4.6) shows the breadth of methods used in cross-device computing. Especially since usability evaluation is (sometimes) considered harmful (Greenberg and Buxton 2008), there are a multitude of methods available to evaluate cross-device interactions, systems, and interfaces. Researchers can find examples of how previous work that is similar work to their own has been validated.

While for the work conducted in Chapter 4 we reviewed over 500 papers in-depth, this is not a complete review of all existing work. The aim was to show the breadth of cross-device work and highlight opportunities for future work. We conducted a systematic search to find relevant papers, combined with an approach of Thematic Analysis to identify the parameters of our taxonomy and of the design spaces discussed in Chapter 4. While this ensured that the selection of papers was not biased or “cherry-picked” as well as the themes that we identified in the data were not pre-described but rather “emerged” from the data, it should be acknowledged that the focus points chosen might be influenced by our own experience. Ultimately, we hope that the taxonomy can provoke reflections on the use of terminology and future research agenda within the cross-device community. A question this raises is: how will it be used by others to inform their research and development? In what way does having provided this kind of taxonomy help inform design? Systematic literature reviews capture the development of a research landscape over a period of time, allowing researchers to reflect on where a research community has come from. However, while a reflection about the past can be made, a prediction about future directions of a field is impossible. The outcome of doing such an extensive review of the literature in this area was the identification of nine underexplored areas and challenges within the cross-device design space (section 4.7). Only time can tell
whether the key challenges we identified were of lasting importance or even picked up by researchers. The raw data of our taxonomy was released as open source to enable it to be readily accessible but also to extend it with new and changing material over time. In the future, which is beyond the remit of this thesis, it will be possible to chart which aspects of the framework and research the areas the community has chosen to pursue.

10.1.2 Case Studies of Cross-Device Tools for Knowledge Work

RQ2: How can we leverage cross-device principles to design tools for knowledge work?

Goal #2: Within use-cases of knowledge work—and more specifically curation—show how cross-device tools can support people in their tasks and activities.

The starting point for this phase for the research was to design and build generic cross device systems that enable individuals and groups to conduct curation work. The first system—CurationSpace (Chapter 5)—operationalised instrumental interaction, demonstrating that cross-device systems could enable a number of interactions that augment humans’ touch. In doing so we could support a rich interaction language. We were also able to demonstrate that body-worn devices not only provided protection of privacy, but also enabled personalisation of content, context, and use. Body-worn and personal devices enable people to interact with their personal content on devices they are familiar with, even when they are conducting work in an ecosystem with unfamiliar devices (the tabletop in this scenario). The findings suggest this kind of personalisation is not bound to a single device or ecosystem but could be developed to enable transition with the user from one place to another.

The second system that was built showed how to leverage people’s own devices without the need for special software setup or configuration work. CurationLens (Chapter 6) was informed by a set of interviews with curators from which design requirements were extracted. Many of the existing cross-device systems require large amounts of configuration and maintenance work, as discussed in detail in Chapter 4. CurationLens runs entirely in a web browser without the need for any special configuration work and was designed for ad hoc collaboration by reducing the setup
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cost to a minimum. Reducing the setup and maintenance costs showed how cross-
device systems can be made available outside research labs and how cross-device
principles can be made available to the general public.

CurationLens’ interactions can be further enriched using tangible tools. Based on
Blended Interaction (Jetter et al. 2012) this allowed for greater visibility of intent of
action as well as eyes-free interactions where curators do not need to switch attention
when interacting with digital data. The tangible tools, together with enabling users
to project in the environment and to easily digitise physical artefacts, blended the
interactions with digital and physical artefacts, data, and tools. In the descriptions of
the tools we used only tablet devices. However, there is nothing that speaks against
using more permanent setups. In fact, the system itself is agnostic to the devices and
physical layouts used and it is left to the user how the system is utilised. While a
deployment of CurationLens would have allowed us to gain such insights into real-
world application and use of tools, we opted for a heuristic evaluation as discussed in
the methodology chapter (Chapter 2). Therefore, several questions remain: What
combinations of tools are most useful? Where does the fluidity break when switching
between physical and digital artefacts? What sharing practices are most beneficial to
collaborative curation? Ultimately, the question of whether CurationLens’ tools can
withstand the expectations of a real-world use has not been explored in this thesis.

The CurationSpace case study showed that cross-device principles can be used to
design a system supporting curation work. By integrating with existing workflows
and by blending physical and digital artefacts and tools, CurationLens was then built
as a flexible system where curators can choose the tools that support their workflow
best, reducing the configuration and learning overhead to a minimum.

CurationLens’ modularity of physical setups was further extended with
SurfaceConstellations (Chapter 7). SurfaceConstellations showed how the flexibility of
cross-device systems can—with minimal hardware additions—benefit from
traditional rigid multi-screen desktop setups. Anyone with access to a 3D-printer can
easily (re-)configure semi-rigid physical setups of tablet devices and smartphones.
Using the visual web-based configuration tool the brackets can be designed without
any prior knowledge, making them again available to the general public. The power
of SurfaceConstellations however comes when considering the software side. While the
hardware setup is agnostic to any software applications, a prime example would be
to use it for CurationLens. Using SurfaceConstellations to create more elaborate setups for
CurationLens demonstrates that the fluid ad hocness of CurationLens’ mobile cross-
device setups do not need to miss out on the benefits of traditional multi-screen
setups. Further, we broadened the use-cases of SurfaceConstellations to other software
applications, showcasing that cross-device tools can support a range of activities
beyond knowledge work (section 7.5).

While this—in part—addresses the challenges of legacy bias (section 4.7.3), the social
challenges (section 4.7.4), and moves towards proactive cross-device interactions
(section 4.7.5), more work needs to be done to explore what it means to disengage from
cross-device interactions. Being built for heterogenous environments, CurationLens
embraces—and leverages—the unique advantages of devices that are involved. While
a tablet might be best suited for drawing and sketching, a smartphone is best for
taking quick pictures, and a laptop to write longer texts by providing a physical
keyboard. Ultimately however, the users will decide if and how they appropriate the
technology used. As discussed in the study with CurationSpace (Chapter 5), different
people see different uses for such a system and see different ways of how it might
support their everyday work. It is worth repeating here, that it is ultimately the user
who is “doing the ubicomp” (Oulasvirta 2008)—and technology designers need to
embrace and support this.

A question remains about how much people have to learn—and in fact unlearn—when
being introduced to and ultimately use new interactions. Are issues with understanding
new interaction paradigms mere ‘teething problems’ or are they a sign of a bigger
underlying problem? This invariably opens the discussion about real-world
deployments vs. lab studies. An in the wild study would likely yield more insights
into how such a technology is adopted in everyday practices and real-world tasks.
However, such deployments pose great challenges towards the researchers and
technology. How does a research prototype need to be changed in order to be taken
from the lab into the wild? For in the wild purposes they need to be robust, being able
to be used in different scenarios than what they were intended for. Deployments in
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the wild might happen in cluttered areas, much unlike a controlled lab study, making possible issues unpredictable.

Overall, by introducing cross-device setups to personalise a system (Chapter 5), by enabling to transition context from one device to another (Chapter 5, Chapter 6), by leveraging bring-your-own-device (BYOD) design principles (Chapter 6, Chapter 8), by requiring no—or minimal—setup (Chapter 6), and by allowing users to easily (re)configure physical layouts/setups (Chapter 7), the work in Part II showed that cross-device principles can be used to design systems which can effectively support people’s individual and collaborative tasks. Cross-device systems are powerful not only for demonstrating interaction techniques, but this also shows application areas of where cross-device systems can support knowledge work.

10.1.3 Studying and Evaluating Cross-Device Tools

RQ3: How can we study and evaluate cross-device systems?

Goal #3: Provide insights and tools that support researchers in the cross-device domain to study and evaluate the cross-device systems they built.

Chapter 8 first looked at how we can study and understand collaborative cross-device systems. Based on our user study it was found that the design of cross-device systems can influence how closely a group’s members collaborate. To explore the nuances of how this occurs we further provided a coding scheme for classifying different kinds of collaborative interactions. The method that was developed here allows for greater flexibility than previous coding techniques, when coding for more than two users with more than a single device.

Understanding, evaluating, and studying such cross-device systems is painstaking to achieve well, requiring many hours reviewing and analysing video footage. EagleView (Chapter 9) was therefore developed to reduce the burden of interaction analysis by supporting researchers with more structured tools, offering live and overview / static visualisations as well as new search and filtering capabilities. Through such a tool, researchers can be supported in finding insights, allowing them to focus on interactions rather than the many hours of “no interactions” while reviewing video
material. The visualisations further enable novel insights that previously have not been easily possible.

One of the challenges identified in section 4.7.6 was that more in the wild deployments of cross-device tools are needed to understand how they support people’s work and how people appropriate them for their uses. While EagleView can help researchers to study in the wild deployments, many cross-device systems are still prototypical, difficult to setup, and need continued maintenance and support. During the work conducted for this thesis, it became even clearer that (i) more work is needed to enable building and deploying stable cross-device systems (especially when any spatial tracking is involved) as well as (ii) there are no tools that enable researchers to study interactions with cross-device systems.

CurationSpace and CurationLens—as well as other previous work—have shown that external tracking of devices is not needed for a successful cross-device system. However, it still remains a challenge to get a widespread adoption of cross-device systems. Software companies have recently begun to integrate cross-device functionality into their systems and cross-device software features are materialising (e.g. Apple’s Continuity and Sidecar features), but many of these have already been published in research already many years ago. The time for taking ideas from a research project to production can span a decade or longer, as for example visible in taking the vision of Microsoft’s Codex (Hinckley et al. 2009) to its realisation in Microsoft’s dual screen tablet Surface Neo with a projected release of fall/winter 2020. Many of the current attempts to institutionalise cross-device functionality on a software development platform are early steps. Only once cross-device functionality will be made available as a standard on an operating system level, ready for developers to use, it will become widespread—again pointing out the infrastructure problem (Oulasvirta 2008; Houben, Tell, and Bardram 2014) discussed in section 4.7.7. and the meaningful user experience standards discussed in section 4.7.8.

10.2 Directions for Future Work

In the following some directions for future work will be described that have surfaced throughout the work conducted for this thesis.
10.2.1 Disengagement of Interaction

Our cross-device taxonomy (Chapter 4) has shown that only very little work has been conducted around the disengagement from cross-device work. This has a huge impact on what people can do and feel comfortable doing when using multiple devices together. Any interaction not only consists of configuration work and interactions to manipulate and work with content, but there is always an end to any interaction and the question remains of what happens at that point. How do people disengage from a system? What happens to data that has been shared as part of a collaborative interaction? Who is the owner of collaboratively created content? While privacy for single-machine systems is an important research area within HCI, only few researchers have looked at this within the cross-device computing domain. We have explored some privacy aspects within CurationSpace (Chapter 5), but this only scratched the surface. Looking at disengagement and ultimately at what happens to information people share within cross-device setups, privacy and protection of personal information needs to move front and centre.

10.2.2 Remote vs. Collocated Collaborations

The work conducted in this thesis was only concerned with collocated interactions of people. However, in an increasingly mobile and nomadic work world, no assumption should be made of people always being in the same room at the same time. As pointed out by Bill Buxton, the notion of Place is more than just a location, but rather transitions of points in time, place, and social connections (Buxton 2018). Cross-device computing needs to take this into account, and we need to design interactions that can fluidly live within the design space of these aspects. Remote collaboration is merely a beginning and ultimately the tools we design need to allow any configuration of people to do the tasks they need, at the right place, and at the time they need them (Buxton 2018).

10.2.3 In the wild Deployments of Cross-Device Systems

Cross-device systems are difficult to build, set up, and maintain. Few in the wild deployments of such systems have been reported. A question this leaves is how can we take cross-device systems outside the lab and allow people to use it on their own terms? How are cross-device systems reappropriated? What unexpected uses do they
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support? Through in the wild (ITW) deployments more insights of what people actually want to do with such systems, rather than merely a usability evaluation, would be possible. This presents a range of question across the spectrum of this thesis: What design aspects are most relevant for deployments outside research labs? How can we overcome the difficulties in setting up—and maintaining—cross-device system for ITW deployments? How can cross-device systems be evaluated ITW? Recently large technology companies have introduced aspects of cross-device computing into their systems (e.g. Apple’s Sidecar, Microsoft’s cross-device clipboard, etc.). However, considering that such interactions—which have been the focus of cross-device research over ten years ago—only now start to make it into production means that what we are researching today might become “the next big thing” in ten years’ time. While cross-device support will likely arrive at operating system levels, the research community can already start now to conduct work that takes cross-device concepts outside the lab.

10.3 Conclusion

We can expect that people will likely continue to use an ever-increasing number of devices for everyday access to digital information for work, leisure, and effective communication. Research in the area of cross-device computing is therefore more important than ever, and industry as well as academia continues to improve cross-device experiences. The research in this thesis was structured in three parts, addressing theory, tools, and evaluation of cross-device computing. Through a systematic analysis of prior research, the first part provided newcomers as well as experienced researchers in HCI a guide to the cross-device computing domain, serving as an orientation to the field. By highlighting underexplored areas, Part I further highlights white spots on the map of cross-device computing as opportunities for future research work. Within Part II, the three case studies of cross-device tools for knowledge work showcased that cross-device design principles can be effectively used for building tools that support people’s individual and collaborative work. This showcases the potential of interactions spanning across multiple devices not only for demonstration purposes, but also to be made available to the masses outside a research lab. The contributions in Part III, demonstrated how researchers can be
supported in studying cross-device systems. By giving an actionable tool as well as description of collaboration styles, researchers are supported when embarking on the cross-device research journey. We hope that the work in this thesis will inspire new generations of cross-device work, towards fluid interactive experiences across the ecology of devices.
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