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Abstract

This thesis explores research into new distributed circuit design techniques and topologies, developed to extend the bandwidth of amplifiers operating in the mm and sub-mm wave regimes, and in optical and visible light communication systems. Theoretical, mathematical modelling and simulation-based studies are presented, with detailed designs of new circuits based on distributed amplifier (DA) principles, and constructed using a double heterojunction bipolar transistor (DHBT) indium phosphide (InP) process with $f_T/f_{max}$ of 350/600 GHz. A single stage DA (SSDA) with bandwidth of 345 GHz and 8 dB gain, based on novel techniques developed in this work, shows 140% bandwidth improvement over the conventional DA design. Furthermore, the matrix-single stage DA (M-SSDA) is proposed for higher gain than both the conventional DA and matrix amplifier. A two-tier M-SSDA with 14 dB gain at 300 GHz bandwidth, and a three-tier M-SSDA with a gain of 20 dB at 324 GHz bandwidth, based on a cascode gain cell and optimized for bandwidth and gain flatness, are presented based on full foundry simulation tests. Analytical and simulation-based studies of the noise performance peculiarities of the SSDA and its multiplicative derivatives are also presented. The newly proposed circuits are fabricated as monolithic microwave integrated circuits (MMICs), with measurements showing 7.1 dB gain and 200 GHz bandwidth for the SSDA and 12 dB gain at 170 GHz bandwidth for the three-tier M-SSDA. Details of layout, fabrication and testing; and discussion of performance limiting factors and layout optimization considerations are presented. Drawing on the concept of artificial transmission line synthesis in distributed amplification, a new technique to achieve up to three-fold improvement in the modulation bandwidth of light emitting diodes (LEDs) for visible light communication (VLC) is introduced. The thesis also describes the design and application of analogue pre-emphasis to improve signal-to-noise ratio in bandwidth limited optical transceivers.
Impact Statement

This thesis presents and validates new circuit design and bandwidth performance improvement techniques in the field of high speed communication. This theme is particularly relevant given the exponentially increasing demand for high speed data communication to meet the global need for high definition multimedia content streaming; higher resolution imaging systems; optoelectronic and instrumentation systems etc, such that it is expected that >30 Exabyte/month will be required to satisfy end users by 2020.

The analysis, techniques and topology introduced in this thesis provide insight for design optimisation of mm and sub-mm wave amplifiers, which are essential components of high speed communication systems. It is envisaged that this will provide benefit in the realisation of next generation analogue and digital communication systems. The thesis also explores low cost and low complexity techniques for performance improvement in optical and visible light communication (VLC). In optical communication, the thesis describes the application of analogue pre-emphasis to increase the signal-to-noise ratio of bandwidth limited transceivers, with potential application in high capacity, short-reach communication links, typical of data centres. Nascent VLC is one of the more promising candidates for for high-speed communications service provisioning, due to its wide, license-free spectrum, low capital expenditure and ability to provide simultaneous room illumination as well as data communications capabilities, with the technique introduced in this thesis providing an approach to improving data rate by bandwidth optimisation.
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Chapter 1

Introduction

The rapid growth of the telecommunications industry has brought about an exponentially increasing demand for higher speed, larger capacity and more precise communication systems. An area where this growth can be most prominently observed is in the rapidly increasing demand in multimedia communication requiring transmission systems with higher data rates and bandwidths. This and other areas such as high speed data communications, high resolution imaging systems, optoelectronic and instrumentation systems rely on a family of high performance electronic systems which includes amplifiers, and continue to drive demand for ultra-wideband integrated circuitry extending into the 0.3 - 3 THz frequency bands [1]. Amplifiers in such systems are often required - among many other requirements - to cover a wide frequency range at appreciable gain. The wide bandwidth requirement is particularly necessary as it defines the capability of the system for transferring high-data-rate information, transmitting/receiving short pulses or processing wideband signals.

The distributed amplifier (DA) topology has been the most prominent approach to designing ultra-wideband amplifiers. Distributed amplification is a fairly mature concept, having been initially proposed by Percival in 1936 [2]. In the topology, the bandwidth-limiting intrinsic capacitance of the active device is absorbed into a transmission-line-like structure through a system of series inductances. This way, the capacitance from individual gain cells are isolated while the output currents combine additively. Since its introduction, the wide bandwidth offered by DAs has led to its application in fibre optic and satellite communication systems, phased array radar and broadband instrumentation.
The structure of the original DA has seen lots of modifications over the years, to suit varying applications and to improve figures of merit. A major driver for the development in the design of DAs is the evolution of the primary component of the DA, the active device. Considering that the concept and application of distributed amplification pre-dates solid state electronics, the earliest DAs were based on thermionic devices. However, with the advent of transistor technology, focus rapidly shifted to transistor-based DAs. As is common knowledge, there are two major families of transistors; bipolar and field effect transistors. Both families have been widely adopted in DA design. Limitations on the high frequency performance of bipolar junction transistors (BJTs) due to process constraints originally limited their application in DAs. However, with the advent and development of the heterojunction bipolar transistor (HBT) which offered significant improvements in high frequency performance over their conventional homojunction counterparts [3], these devices began to find increasing application in DA design.

Despite the remarkable progress in the development of complementary metal-oxide-semiconductor (CMOS) and high electron mobility transistor (HEMT) process design, attributes such as the ability to deliver higher gains, better linearity and higher bandwidth/feature-size make HBTs attractive for high frequency and wideband circuits such as DAs [4–6]. HBTs also offer better threshold voltage uniformity and low phase jitter properties, important requirements for high speed optical communication receiver applications [7–9]. As transistor technology continue to move further into the terahertz bandwidth range primarily driven by indium phosphide (InP)-based heterojunction devices, some key advantages of the HBT over the field effect-based high electron mobility transistor (HEMT) have also been identified as making them more suitable in terahertz monolithic integrated circuits (TMICs) [10–12]. One of such properties is that InP HBTs attain much higher breakdown voltage than HEMTs at a given transition frequency $f_T$ due to the wide bandgap InP collector making them better suited for the design of ultra-wideband power amplifiers. Other properties such as higher speed and low
noise performance make it possible to have an InP-HBT-based single IC platform on which all receiver and transmit components can be integrated [3,11,13,14].

However, with these advantages come some notable limitations, which make the application of HBTs in DAs more complicated. A major drawback is attributable to the fact that HBTs have resistive/capacitive inputs resulting a complex characteristic impedance that makes the design of the distributed network and line termination more challenging [15]. The resistive input nature of HBTs also results in losses and power dissipation on their input artificial transmission line. This introduces higher attenuation with each additional stage of the HBT-based DA, resulting in fewer realisable stages compared to a FET-based DA [15,16]. Such considerations has resulted in the high electron mobility transistor (HEMT) - a field effect device - being the dominant active circuit solid state technology in DA circuits.

To overcome these limitations, significant research effort has gone into the analysis and design of high performing HBT DAs. As is usually the case in designs based on solid state devices, performance improvement is driven in two streams: the continual evolution in process technology yielding better performing circuit elements; and the development of novel circuit techniques which optimises the performance of available devices. A clear evidence of the significant progress already achieved in both facets is that the DA with the current record bandwidth and gain-bandwidth product (GBP) performance of any process technology is an InP HBT based cascaded single stage DA (C-SSDA) with 16 dB gain and 235 GHz bandwidth [17]. However, as the device was based on a process with $f_T$ of 350 GHz, only about two-thirds of the available current gain bandwidth was utilised.

As advancements in integrated circuit (IC) fabrication technology continue to deliver device processes with greater IC bandwidth [6], there is need for circuit design topologies and techniques that optimise these new generation devices and enable them to deliver maximum benefits in performance [1,18,19]. Electronic devices operating at these frequencies are exclusively monolithic ICs. Hence, from
the transistor-side, achieving bandwidths closer to the $f_T$ is - in theory - realisable, as the extrinsic parasitics from the transistor that could impose frequency limitation are quite minimal. However, passive circuit elements required for matching and signal transmission impose restrictions on overall performance. The degree of scaling required to achieve such low-terahertz bandwidth performance imposes extra-design constraints both in device fabrication and circuit design. For instance, an InP HBT process with 130 nm emitter width developed by Teledyne Scientific Company (TSC) has an extrapolated $f_T$ of 521 GHz and $f_{\text{max}}$ - which is the frequency at which the unilateral gain of the transistor becomes unity - of 1.15 THz at bias condition of $V_{CE} = 1.6$ V and $I_C = 6.9$ mA. At 600 GHz, a single 130 nm HBT is expected to have approximately 6 dB of gain [14]. However, restrictions imposed by the wavelength of the signal at this frequency and high-frequency attenuative losses from transmission lines would make it practically impossible to achieve wideband performance using the conventional DA design techniques [14]. Modifications such as the ones adopted in [17] give strong indications as to the possibility of lower terahertz-bandwidth (0.3-3 THz) amplification, forming a basis for further research.

This thesis explores the application of new circuit design techniques and topologies to improve the gain and bandwidth performance of the HBT DA. Particular focus is given to the single-stage distributed amplifier (SSDA), due to its proven potential to optimising the gain and bandwidth performance of HBT devices coupled with a relative design and implementation simplicity. For higher gain performance than the single cell of the SSDA can provide, the matrix-SSDA (M-SSDA) is introduced as an alternative to the already existing cascaded-SSDA (C-SSDA). While both amplifiers are functionally similar in that they operate on the same gain mechanism, the M-SSDA has the advantage of a wider range of tunability arising from the nature of its architecture. This higher degree of design flexibility allows for more freedom in optimisation and significant potential for improved performance.
A common application of the DA is as a preamplifier, in conjunction with the photodetector forming the optical receiver front-end (RFE) [20]. The optical signal that arrives at the photodetector is usually weak, requiring that the RFE, which converts the light to an electric signal is significantly low noise so as to avoid poor bit error rate performance. Hence, a study of the noise performance of the RFE is crucial, as it determines the utility of the DA as preamplifiers in this application. This thesis presents an analytical study, backed up by extensive full foundry simulations, of the noise figure and the equivalent input noise current spectral density (EINCSD) of the SSDA and its derivative topologies. Moreover, as the resistive matching required to achieve wideband matching in DAs generally results in poorer noise performance, techniques to optimise noise performance are discussed.

Based on concepts in artificial transmission line synthesis that have been applied in achieving bandwidth extension in DA, the thesis introduces a new technique to achieve up to three-fold improvement in the modulation-bandwidth of light emitting diodes (LEDs) for visible light communication (VLC). By incorporating the bandwidth-limiting diffusion capacitance of the LED into an artificial transmission line, the technique enables the modification of the frequency response of the LEDs, and achieves bandwidth improvement. The thesis also describes the application of similar concepts in designing analogue pre-emphasis equalizers to improve signal-to-noise ratio (SNR) in bandwidth limited optical transceivers.

The theoretical and analytical work described in this thesis are validated by extensive simulations based on a full foundry model of an InP DHBT process supplied by Teledyne (TSC250). All circuit schematic modelling, chip layout and optimisation, and performance simulations reported in this thesis were performed using Advanced Design System (ADS), an electronic design automation software supplied by Keysight Technologies. Two of the monolithic microwave integrated circuit (MMIC) devices described in this thesis - an SSDA with bandwidth extension modifications and a three-tier M-SSDA - have also been fabricated and mea-
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sured, with details of the device layout, optimisation and measurement presented. Due to limitations of the accuracy the transistor models beyond 100 GHz, coupled with yield challenges with the TSC250 fabrication process [14], which are beyond the scope of this work, the devices exhibited frequency responses that significantly deviated from that predicted pre-fabrication, with bandwidth performance being up to 40% less.

1.1 Thesis Structure

The structure of the thesis is outlined as follows.

- This introductory chapter is followed by a general introduction to the theory of distributed amplification. The chapter also includes description of the main elements of the DA and commonly adopted circuit modifications to improve performance. A comparison of the properties of bipolar and field effect transistors is presented, to highlight the merits and demerits of these devices particularly as it relates to DA design. Performance summaries of the state-of-the-art DAs based on MESFETs/HEMTs, HBTs, CMOS and Bipolar CMOS (BiCMOS) processes are also presented.

- Chapter 3 contains a comprehensive review of reported HBT DAs circuits. The chapter highlights the effects that improved process fabrication techniques and circuit synthesis techniques have on improving figures of merit of the HBT DA. The chapter also covers analytical reports on the subject area. Based on inference drawn the literature review, the justification for the apparent suitability of HBTs for SSDA implementation is discussed. This chapter also describes the HBT process with which the ideas generated from this research are demonstrated in circuit - Teledyne’s TSC250. The process of extracting small signal parameters from the foundry model supplied by the device manufacturer, which informed the designs that are later on presented, is described. The accuracy of the extracted small signal equiva-
lent model was assessed based on a comparison of S-parameter performance of both the foundry model and the extracted equivalent model in a basic common-emitter amplifier mode.

- In Chapter 4, a new approach to improving the bandwidth performance of the SSDA based on transmission line modifications is described. The three-step technique described involves scaling down the inductance on the input artificial transmission line (ATL); creating a high frequency resonance peak by the addition of shunt capacitance on the input ATL; and compensating for the resulting increased reflection with adapted negative resistance attenuation compensation techniques. Also presented is a comparative assessment of the S-parameter performance of an SSDA based on the new modifications with a conventional SSDA and one designed featuring the inductively-peaked cascode method applied in the DA with the highest gain-bandwidth product currently recorded.

- Chapter 5 discusses a new amplifier topology, the M-SSDA. As proof of concept, a two-tier common-emitter (CE) M-SSDA based on a full foundry double heterojunction bipolar transistor (DHBT) model is presented, demonstrating the viability of the proposed design. The S-parameter performance of the proposed circuit is compared with that of a C-SSDA with two gain cells to show the similarity in their gain and bandwidth performance. To demonstrate the utility of the proposed design, a practical 3×1 M-SSDA circuit is also presented based on the bandwidth extension techniques described in the previous chapter.

- In Chapter 6, analyses the noise performance of the SSDA and its multiplicative derivatives, i.e. the M-SSDA and C-SSDA. By contrasting the noise mechanism of the multistage DA with the multiplicative DA vis-à-vis their gain, a case is made for the latter despite the established poorer noise attribute. In this chapter, a model is derived and verified for estimating the
noise performance of a C-SSDA or M-SSDA with $m$-tiers based on Friis’ noise factor formula. The equivalent noise current spectral density (EINCSD) for a SSDA was also derived from existing models for multi-stage DAs, which forms the basis for estimating EINSCD for a $m$-tier multiplicative DA based on the adapted Friis noise factor formula.

- The application of transmission line synthesis techniques to extending the bandwidth of LEDs in the context of VLC is explored in Chapter 7. The proposed technique is demonstrated in a simulation study based on a previously reported LED small-signal equivalent circuit model.

- The final chapter, concludes the thesis and presents an outline for future work.

1.2 Key Contributions to Research Field and Publications

The research work presented in this thesis contains a number of original theoretical and design contributions to the general field of ultra-wideband circuit design. A summary of the main contributions is as follows:

- Development and verification of artificial transmission line scaling and capacitive peaking as techniques for improving SSDA bandwidth performance. The analytical bases of these techniques are presented and verified based on full foundry MMIC simulation.

- Development of a new amplifier topology, the M-SSDA, which employs multiplicative gain, similar to the C-SSDA. The M-SSDA has advantages in smaller circuit footprint, a potential for lower transmission line losses and better noise performance.
• Derivation of analytical models that describe the line impedances of the input ($Z_{in}$), intermediate ($Z_{int}$) and output ($Z_{out}$) transmission lines, respectively, for a M-SSDA with a common emitter gain cell.

• Design, optimisation and fabrication of a SSDA based on TSC250 - an InP DHBT supplied by Teledyne with $f_t/f_{max}$ values of 350/600 GHz. The MMIC measured 7.1 dB gain at 200 GHz bandwidth; the highest bandwidth reported for a SSDA.

• Design, optimisation and fabrication of the first matrix-SSDA, also based on TSC250. The three-tier device measured 12.5 dB gain at 170 GHz bandwidth, with good input and output matching.

• Derivation and validation of new equations that describe the scaling of noise figure, noise voltage spectral density (NVSD) and the EINCSD in multiplicative DAs (i.e. M-SSDA and C-SSDA).

• Description of gain-bandwidth-noise performance optimisation considerations for multiplicative DAs.

• Development and analytical validation of the application of transmission line synthesis techniques to improving the bandwidth light emitting diodes (LEDs) in the context of visible light communication (VLC).

This research project has resulted in seven publications, to date, comprising of six conference proceedings and one journal article. These are publications are listed chronologically, as follows:


Chapter 2

Distributed Amplification: Concept, Components and Circuit Techniques

2.1 Introduction

As a concept, distributed amplification was initially proposed by Percival in a patent filed in 1937, as a means of improving the robustness of thermionic valve circuits in terms of bandwidth and bias voltage. The concept involved the separation of the inter-electrode capacitances of individual vacuum tubes, while adding their transconductances [2]. In what qualifies as the seminal work on the subject, Ginzton et al. (1948) expanded extensively on the concept, providing theoretical proof and analyses fundamental to understanding the DA [21]. In their paper, it was demonstrated that by an appropriate distribution of ordinary electron tubes along artificial transmission lines, amplification over much greater bandwidths could be achieved. This circuit configuration overcame the GBP limitation that is characteristic of conventional amplifier circuits. Also discussed were the frequency response of the DA, dissipation effects, noise characteristics and techniques for performance optimisation. It was in this paper that the terms distributed amplification and distributed amplifier were first used. The term travelling wave amplifier is also often used to describe the DA [22–27], reflecting the manner in which the input signal, under ideal conditions, is propagated as a forward travelling wave
along the input ATL, exciting the active devices in the amplifier, and inducing an amplified forward travelling wave on the output ATL.

This chapter discusses the concept of distributed amplification, describing how the setup breaks the gain-bandwidth limit. The main elements of the DA and commonly adopted circuit modifications for performance improvement are also described. Furthermore, a comparison of bipolar and field effect based DAs is presented in this chapter, to highlight the merits and demerits of each process in DA design. Performance summaries of the state-of-the-art DAs based on MESFET/HEMTS, HBTs, CMOS and BiCMOS processes are also presented.

2.2 The Concept of Distributed Amplification

Parameters intrinsic to the active device used in amplifiers sets a limit on the bandwidth that is achievable at a given gain level if conventional amplifier topologies are employed. This essentially creates a trade-off between the gain and bandwidth such that the product of voltage gain and bandwidth is fixed. It has been shown that regardless of the complexity of the inter-stage coupling and matching networks utilised, the GBP of a conventional cascade of active devices cannot exceed this set limit. This point was illustrated in [28] by considering the voltage transfer function $A_v(\omega)$ of a simple bandpass amplifier consisting of an active device and a resonant coupling circuit, as shown in Figure 2.1.

![Figure 2.1: A simple bandpass amplifier.](image)

$$A_V(\omega) = \frac{-g_mR}{1 + j\omega_oRC \left( \frac{\omega}{\omega_o} - \frac{\omega_o}{\omega} \right)} \quad (2.1)$$
with $\omega_o = 1/\sqrt{LC}$. The 3 dB bandwidth ($B$) of the amplifier is

$$B = \frac{1}{2\pi RC} \quad (2.2)$$

and the maximum voltage gain ($A_{Vo}$) has a magnitude of $g_mR$ (occurring when $\omega = \omega_o$); thus yielding

$$GBP = A_{vo}B = g_mR \times \frac{1}{2\pi RC} = \frac{g_m}{2\pi C} \quad (2.3)$$

The absence of $R$ - the load resistor, which influences maximum passband gain - in definition of GBP (2.3), reflects the fact that any increase achieved in gain would be offset by an equal reduction in bandwidth. As the defining parameters are intrinsic to the active device, it is not possible to surpass this limitation by an optimization of external circuit elements. Furthermore, the approach of cascading single-stage amplifiers, which have bandwidth approaching the limiting GBP of the active device amplifiers, would also be inefficient; as with such designs, the gain of each stage would be close to unity. Also, while combining the output from a number of active devices in parallel will increase the output power, it will yield no improvement in the GBP. This is because the effective capacitance of the active devices in parallel is the sum of capacitance contributions from each active device [29,30]. Hence, we may infer that the design that would break the GBP limitation would be one that superimposes the output current from a number of devices, while keeping the shunt capacitances of these devices from being accumulated [28]. Such solution was found in distributed amplification.

In a DA, the (shunt) capacitance intrinsic to the active device is distributed with series inductive elements ($L$), forming the familiar constant - $k$ low pass filter structure. The combination of the input and output shunt capacitance from the transistor and corresponding series inductances required to achieve the distributed effect forms the input and output lines of the DA. These lines have a structure
and response that closely resembles transmission lines hence they are described as artificial transmission lines (ATLs).

To illustrate the operation of the DA, a schematic structure of a bipolar-based DA is shown in Figure 2.2\(^1\). The resultant capacitances at the base-emitter and collector-emitter junctions of the transistor are absorbed into ATLs formed with inductive lines, with the resultant transmission lines referred to as the base and collector lines, respectively. A signal applied at the input travels down the base line towards \(R_{TERM}\) where it is absorbed. The travelling voltage wave excites each transistor and transfers the signal to the collector line through its transconductance. In the ideal scenario that the phase velocities of both lines are equal, the amplified signal from each of the transistors are all in phase and they add in the forward direction towards the output. As the waves travelling in the reverse direction are out of phase, they tend to cancel out; any uncancelled signal is absorbed by \(R_{TERM}\) on the collector line. DAs based on field effect devices operate in a similar fashion, with the base and collector lines replaced by gate and drain lines, respectively.

![Figure 2.2: Conventional bipolar DA.](image)

\(^1\)In this thesis, the distributed inductances that are part of the transmission lines of the DA are represented with rectangular symbols, rather than the curly inductor (European) symbol, to reflect their distributed nature. Lumped inductors and inductances that are components of equivalent circuits are represented with the curly inductor symbol.
2.3 Gain and Bandwidth Mechanism of the DA

The active device gain of the DA is accumulated in an additive manner. A signal applied to the input port travels down the input transmission line towards the idle port termination. As the signal travels, it excites the individual gain cells, which amplify the signal and feed to the output line. On the output line, the signal splits in two directions: towards the output port or towards the idle port termination on the output line. As the signal travelling towards the output port add in phase, a large signal is incident on the output terminating load. Waves travelling in the reverse direction (towards the idle port termination) tend to diminish due to destructive interference from phase mismatch; what is left is absorbed by the terminating resistor.

Assuming a lossless transmission line and ignoring resistive losses due to the active device, the gain of a DA is given by

\[ \text{Gain} = N g_m \frac{\sqrt{Z_{o-in}Z_{o-out}}}{2} \]  

where \( N \) is the number of gain stages, \( g_m \) is the transistor transconductance, and \( Z_{o-in} \) and \( Z_{o-out} \) are the image impedances of the input and output ATLs [21]. The image impedance of an ATL is analogous to the characteristic impedance of a real transmission line, and is defined as the impedance seen looking into one end of the transmission line when the other end is terminated with its own image impedance [31].

Conventionally, the ATL for DAs are designed using the image parameter filter design method. This involves the specification of passband and stop-band characteristics for a cascade of simple two-port networks, closely related to terminated periodic structures [32]. The ATL of a unit cell could be formed either of a T-section (Figure 2.3(a)) or a \( \pi \)-section (Figure 2.3(b)) filter; with the T-section implementation being more commonly adopted. Fundamental characteristics of the ATL can be observed by studying the basic T-section or \( \pi \)-section filter network.
The image impedances of the T-section and π-section, $Z_{oT}$ and $Z_{o\pi}$, respectively, are given by [29,32]

\[ Z_{oT} = \sqrt{\frac{z}{y} \left( 1 + \frac{zy}{4} \right)} \]  

(2.5)

\[ Z_{o\pi} = \sqrt{\frac{z}{y} \left( 1 + \frac{zy}{4} \right)^{-1}} \]  

(2.6)

where $z$ is the total series arm impedance and $y$ is the shunt arm admittance of the filter. In the particular case of a DA transmission line where $z$ is inductive and $y$ is capacitive, the image impedance is given by (2.7)

\[ Z_{oT} = \sqrt{\frac{L}{C} \left( 1 - \frac{\omega^2 LC}{4} \right)} \]  

(2.7)

and

\[ Z_{o\pi} = \sqrt{\frac{L}{C} \left( 1 - \frac{\omega^2 LC}{4} \right)^{-1}} \]  

(2.8)

for the T-section and π-section, respectively. The low-pass characteristics may be inferred from the filter structure as the combination of series inductors and shunt capacitors tend to block high frequency signals while passing low frequency signals. At DC (i.e. $\omega = 0$), it also satisfies the condition for a constant-$k$ filter. A purely reactive symmetrical two-port network is considered a constant-$k$ filter if its series arm impedance and shunt arm admittance satisfy the relation:

\[ \frac{z}{y} = k^2 \]  

(2.9)
where \( k \) is a fixed real number known as the constant of inversion. It can be observed that \( k = Z_{oT} \) when \( \omega = 0 \); this value of \( Z_{oT} \) is the characteristic impedance of the transmission line, denoted by \( Z_o \) \[29,32\].

From (2.7), it can be shown that beyond a certain angular frequency, the value of \( Z_o \) changes from being purely real to being purely imaginary. This frequency is called the Bragg frequency, and represents the upper cut-off frequency \( \omega_c \) of the T- and \( \pi \)-section filters; given by

\[
\omega_c = 2\pi f_c = \frac{2}{\sqrt{LC}} \tag{2.10}
\]

The image impedance (2.7) can, therefore, be expressed as

\[
Z_{oT} = \sqrt{\frac{L}{C} \left(1 - \frac{\omega^2}{\omega_c^2}\right)} \tag{2.11}
\]

and

\[
Z_{o\pi} = \sqrt{\frac{L}{C} \left(1 - \frac{\omega^2}{\omega_c^2}\right)^{-1}} \tag{2.12}
\]

Comparing (2.2) and (2.10), it may be observed that the constant-\( k \) ATL may be designed for significantly higher cut-off frequency than the basic \( RC \) combination of the conventional common emitter amplifier.

Figure 2.4 shows simplified equivalent circuits of the input and output ATLs of the single cell of an HBT DA. The lines are made up of intrinsic capacitance \( C_\pi \) and \( C_{ce} \) and inductive lines \( L_B \) and \( L_C \); with both lines coupled by the transistor transconductance \( g_m \). \( r_\pi \) and \( r_o \) are the transistor base-emitter junction resistance and output resistance, respectively, and \( R_{TERM} \) is the terminating resistance.

If it is assumed that \( R_{TERM} \) is the image impedance of the lines, the current delivered to the load is given by

\[
I_{out} = \frac{1}{2} g_m e^{\gamma n/2} \left( \sum_{n=1}^{N} V_{in-n} e^{-(N-n)\gamma n} \right) \tag{2.13}
\]
Figure 2.4: Simplified equivalent circuits of the input and output ATLS of the HBT SSDA.

where \( V_{in-n} \) is the voltage at the input of the \( n^{th} \) transistor and \( \gamma_n \) is the propagation factor/section of the collector line.

\[
\gamma_n = \alpha_n + j\phi_n
\]  

(2.14)

with \( \alpha_n \) and \( \phi_n \) representing the attenuation and phase shift per section on the collector line.

As set out in Wong (1995), the transfer function of the two-port network, formed by individual constant-\( k \) elements, is described by the ABCD matrix

\[
\begin{bmatrix}
V_1 \\
I_1
\end{bmatrix} = \prod_{n=1}^{N} \begin{bmatrix}
A & B \\
C & D
\end{bmatrix} \begin{bmatrix}
V_{n+1} \\
I_{n+1}
\end{bmatrix}
\]  

(2.15)
If the two ports are matched on the image basis, so that $Z_{i2}^{(n)} = Z_{i1}^{(n+1)}$, (2.15) can be expressed as

$$\begin{bmatrix}
V_1 \\
I_1
\end{bmatrix} = \begin{bmatrix}
\sqrt{Z_{i1}^{(1)}}, \cosh \gamma & \sqrt{Z_{i1}^{(1)} Z_{i2}^{(n)}}, \sinh \gamma \\
\frac{1}{\sqrt{Z_{i1}^{(1)} Z_{i2}^{(n)}}}, \sinh \gamma & \sqrt{Z_{i2}^{(1)}}, \cosh \gamma
\end{bmatrix} \begin{bmatrix}
V_{n+1} \\
I_{n+1}
\end{bmatrix}$$

(2.16)

where

$$\gamma = \sum_{m=1}^{n} \gamma_m$$

(2.17)

is the propagation factor for the transmission network, and

$$\alpha = \sum_{m=1}^{n} \alpha_m$$

(2.18)

$$\beta = \sum_{m=1}^{n} \beta_m$$

(2.19)

are the attenuation and phase shift, respectively, for the transmission network. Within the passband, the ideal network has a power transfer coefficient of unity and a phase shift $-\phi$. Beyond cut-off, the power transfer coefficient rolls off with a slope equal to $e^{-2\alpha}$.

### 2.4 Elements of the Conventional DA

The basic architecture of DAs is shown in Figure 2.5. It consists of input and output artificial transmission lines coupled by the transconductance from the gain cell formed of active device(s), with suitably matched terminations. Each of these constituents and their application in DA design are subsequently discussed.

#### 2.4.1 The Gain Cell

The concept of distributed amplification pre-dates the invention of the transistor. Hence, vacuum tubes were employed as the active device in the earliest DA circuits.
The years 1936-1956 saw some foundational investigation into DA design and performance using such thermionic devices. Their use was rapidly phased out as solid-state technology matured. Figure 2.6 shows a vacuum tube distributed power amplifier reported in 1950 with 11 dB gain operating from 100 Hz to 300 MHz [35]. Contemporary DA circuits mostly feature bipolar (BJTs and HBTs) and field-effect (MESFETs and HEMTs) devices [36]. However, the demand for low cost, devices with small device area and low power consumption is driving the design of DAs using mainstream complementary-metal-oxide-semiconductor (CMOS) technologies [36,37].

HBTs and HEMTs, being heterojunction devices, offer higher transistor operation speeds - defined by both the $f_T$ and $f_{max}$ - than their homojunction counterparts and from the gain cells of new generation ultra-wideband DAs. $f_T$ is the
frequency at which the transistor incremental gain drops to unity while $f_{\text{max}}$ is the frequency at which the maximum available power gain of the transistor drops to unity, and is used to estimate power gain, considering that over a wide range of frequencies, maximum available power gain follows the relation $G_p = \left(\frac{f_{\text{max}}}{f}\right)^2$ [38].

### 2.4.2 The Artificial Transmission Line (ATL)

As mentioned earlier, the DA consists of active gain cells connected by lumped or distributed inductive elements. The combination of the inductive elements and the capacitance from the active device forms the transmission lines also described as the distributed network. Due to the similarity of this structure to ideal transmission lines, it is described as an artificial transmission line (ATL). One ATL on the input connects the gates (in the case of FETs) or the bases (in the case of bipolar transistors); while the output ATL connects the drains or the collectors in FETs and bipolar transistors, respectively. Both lines are primarily coupled via the transconductance $g_m$ of the active device, forming an additive setup [28]. Each ATL (output or input) consists of N-filter sections, with N being the number of gain cells employed in the DA. When bipolar devices are employed, the input and output ATLS are referred to as base-line and collector-line, respectively while for field-effect devices, they are referred to as gate-line and drain-line respectively. It has been observed that the bandwidth and gain profile of an amplifier can be improved by designing more sophisticated ATLS while maintaining an appropriate impedance level [28].

The ATLS in DAs are essentially filters. This is because their action involves the modification of the frequency dependence of the given circuit to extend its bandwidth. More specifically, the distribution of a prescribed capacitance over an extended network makes it possible, through impedance transformation, to maintain a required impedance level; so as to achieve the desired gain without sacrificing bandwidth. Furthermore, many impedance transformation networks for high frequency applications are constructed from reactive elements. Their transmission
characteristics are frequency dependent [28]. Since distributed amplifiers were introduced to achieve gain and bandwidth that are unachievable with simple coupling networks, the operation of distributed amplifiers should be expected to be closely related to the action of filters. More specifically, the distribution of a prescribed capacitance over an extended network creates the possibility, through impedance transformation, of maintaining a required impedance level so as to achieve the desired gain without sacrificing bandwidth. Impedance transformation networks for high frequency applications are primarily constructed from reactive elements, hence, their transmission characteristics are frequency dependent [28].

It is worth mentioning that conventionally, these transmission lines are designed using the image parameter approach, as opposed to the more common insertion loss (also described as network synthesis) design method. The image parameter approach is more straightforward, requiring just the knowledge of the design impedance and the capacitances of the active device. However, while the image parameter method is adequate, it is by no means optimal. It has limitations, one of which is the fact that an arbitrary frequency response cannot be incorporated into the design [32], such that there is no systematic way to achieving a prescribed response. Also, as the value of the image impedance $Z_{oT}$ is frequency dependent, its value constantly deviates from the fixed resistive source, termination and load impedances of the DA as frequency increases; this raises a challenge in achieving a perfect broadband match. This is discussed in more detail in Section 2.4.3.

While it is possible to use lumped inductors to form ATLs [39–42], the vast majority of modern ATLs utilise microstrip transmission lines [22, 43, 44] or coplanar waveguides (CPWs) [7, 45, 46]. These better support high frequency performance, due to their lower parasitics. They can also be fabricated to specific inductance values.
2.4.3 The Transmission Line Termination

To avoid reflections, both input and output ATLs need to be terminated with resistance equal to the image impedance of the lines. The conventional approach is to terminate with a resistor with the value of the design's characteristic impedance (typically a 50 Ω resistor). However, owing to the frequency dependence of the image impedance of the ATLs, this solution is severely limited in its functionality. Compared to the reactive matching adopted in narrowband amplifiers, the resistive match provides a broadband performance, albeit with poorer power reflection across the device bandwidth. A significant amount of study has gone into designing terminations that closely match the frequency dependence of the transmission lines. Common examples of these are described in Section 2.6.2.

2.5 DA Active Device Technologies

2.5.1 DAs based on Bipolar Devices

The first reported transistor-based DA featured a bipolar junction transistor (BJT) [47]. The bipolar transistor technology - particularly with heterojunction bipolar transistors (HBTs) and double-heterojunction bipolar transistors (DHBTs) - typically offer higher transconductance gain ($g_m$) values than their contemporary field-effect devices [48]. HBTs and DHBTs consist of heterostructures of compound semiconductors designed to have an energy band configuration that supports the rapid transit of electrons injected from the emitter through the base layer and collector depletion region to be collected in the sub-collector region. Hence, they are able to support very high frequency of operation, and processes capable of operating well into the THz-range have been reported [14,19]. This class of transistors also exhibits better linearity [49]. Figure 2.7 shows the AC small-signal hybrid-$\pi$ equivalent circuit model of a bipolar transistor and Table 2.1 provides a descrip-
tion of the constituent elements of the model. A distinction is made between the intrinsic device parameters and package parasitics [50].

![HBT hybrid-π model equivalent circuit with package parasitics](image)

Figure 2.7: HBT hybrid-π model equivalent circuit with package parasitics [50].

<table>
<thead>
<tr>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{\pi}$</td>
<td>Base-emitter depletion region plus base-charging diffusion capacitance</td>
</tr>
<tr>
<td>$C_{BE}$</td>
<td>Base-emitter junction capacitance</td>
</tr>
<tr>
<td>$C_{CE}$</td>
<td>Collector-emitter junction capacitance</td>
</tr>
<tr>
<td>$C_{\mu}$</td>
<td>Base-collector junction depletion region capacitance</td>
</tr>
<tr>
<td>$C_{BC}$</td>
<td>Base-collector junction capacitance</td>
</tr>
<tr>
<td>$r_{\pi}$</td>
<td>Base-emitter junction dynamic resistance</td>
</tr>
<tr>
<td>$r_{bb}$</td>
<td>Intrinsic base region spreading resistance</td>
</tr>
<tr>
<td>$R_b$</td>
<td>Base contact resistance</td>
</tr>
<tr>
<td>$R_c$</td>
<td>Collector plus sub-collector contact resistance</td>
</tr>
<tr>
<td>$R_e$</td>
<td>Emitter contact resistance</td>
</tr>
<tr>
<td>$L_b$</td>
<td>Base contact inductance</td>
</tr>
<tr>
<td>$L_c$</td>
<td>Collector contact inductance</td>
</tr>
<tr>
<td>$L_e$</td>
<td>Emitter contact inductance</td>
</tr>
<tr>
<td>$g_m$</td>
<td>Device transconductance</td>
</tr>
</tbody>
</table>

Table 2.1: Description of bipolar transistor hybrid-π model element values.

The current gain cut-off frequency $f_T$ of HBTs given by [38]
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\[ f_T = \frac{1}{2\pi \tau_{EC}} = \frac{1}{2\pi (\tau_E + \tau_B + \tau_{CSCL} + \tau_C)} \] (2.20)

where

- \( \tau_{EC} \) is the emitter-to-collector transit time delay, a sum of all the delay components corresponding to charges stored in different regions of the transistor.

\[ \tau_{EC} = \frac{dQ_B}{dI_c} \] (2.21)

\( dQ_B \) is the base charge associated with an increment input voltage and \( dI_C \) is the corresponding increment in output current.

- \( \tau_E \) is the emitter delay, containing components associated with charges stored at the emitter-base depletion region edges, needed to establish the electrostatic fields at the junction. It is given by

\[ \tau_E = \frac{C_s}{g_m} \] (2.22)

\( \tau_E \) accounts for a major fraction of the total delay, \( \tau_{EC} \).

- \( \tau_B \) is the base delay due to the hole charge stored in the quasi-neutral base to neutralize the charge associated with the electrons traversing the region and is given by

\[ \tau_B = \frac{W_B^2}{2D_n} + \frac{W_B}{v_m} \] (2.23)

where \( W_B \) is the base thickness, \( D_n \) is the electron diffusivity, and \( v_m \) is the velocity at which electrons cross from the base to the edge of the collector.

- \( \tau_{CSCL} \) is the delay due to the hole charge stored in the base, that is required to neutralize the charge of electrons traversing the base-collector depletion region, given, for electron travel at saturated velocity \( v_{sat} \), as

\[ \tau_{CSCL} = \frac{W_c}{2v_{sat}} \] (2.24)
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where $W_c$ is the width of the base-collector depletion region\(^2\).

- $\tau_C$ represents the transit time across the collector, corresponding to the $RC$ time constant for charging the base-collector capacitance given by

$$
\tau_C = C_\mu \left( R_E + R_C + \frac{kT}{qI_C} \right) \quad (2.25)
$$

($\frac{kT}{qI_C}$ is the inverse of the intrinsic transconductance of the device i.e. $1/g_m$)

The power gain cut-off frequency $f_{\text{max}}$ is given by

$$
f_{\text{max}} = \sqrt{\frac{f_T}{8\pi r_{bb,\text{eff}} C_{\mu,\text{eff}}}} \quad (2.26)
$$

where $r_{bb,\text{eff}} \cdot C_{\mu,\text{eff}}$ represents the effective time constant for the distributed $RC$ network at the base-collector junction [38, 49].

However, there are some major drawbacks with the use of bipolar transistors in DA design. Firstly, with the higher transconductance comes an inherently higher input capacitance $C_\pi$, which depends on the base transit time $\tau_B$, of the device [51, 52].

$$
C_\pi = C_{je} + g_m(\tau_B + \tau_C) \quad (2.27)
$$

This potentially limits the bandwidth of the DA, as would be discussed in Section 2.4.2. Another challenge with bipolar based DAs is the presence of minority carriers, which results in poorer noise performance compared to FETs. Furthermore, bipolar transistors exhibits less thermal stability, due to the presence of reverse saturation (leakage) current. Table 2.2 presents a summary of the state of the art in reported HBT-based DAs, including information on the gain, bandwidth, GBP, noise figure (NF), DC power consumption ($P_{dc}$), the process technology, and year of publication with reference.

\(^2\)The factor of two in this expression arises because only half the charge needed to neutralize the travelling carriers corresponds to hole charge in the base, as the remainder is neutralized in the collector [38].
### Table 2.2: Performance summary of state-of-the-art HBT-based DAs.

<table>
<thead>
<tr>
<th>Gain (dB)</th>
<th>Bandwidth (GHz)</th>
<th>GBP (GHz)</th>
<th>NF (dB)</th>
<th>$P_{dc}$ (mW)</th>
<th>Technology</th>
<th>Year/Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.7</td>
<td>27.5</td>
<td>119</td>
<td>4.0</td>
<td>650</td>
<td>2µm GaInP/GaAs HBT</td>
<td>2000/ [53]</td>
</tr>
<tr>
<td>25</td>
<td>50</td>
<td>889</td>
<td>-</td>
<td>1,700</td>
<td>1.2µm GaAs/InP HBT DHBT</td>
<td>2004/ [54]</td>
</tr>
<tr>
<td>30</td>
<td>45</td>
<td>1,423</td>
<td>-</td>
<td>3,000</td>
<td>1.2µm GaAs/InP HBT DHBT</td>
<td>2004/ [54]</td>
</tr>
<tr>
<td>17</td>
<td>60</td>
<td>425</td>
<td>-</td>
<td>2,500</td>
<td>1.2µm GaAs/InP HBT DHBT</td>
<td>2004/ [54]</td>
</tr>
<tr>
<td>10</td>
<td>102</td>
<td>323</td>
<td>-</td>
<td>150</td>
<td>1µm InP/InGaAs DHBT</td>
<td>2005/ [55]</td>
</tr>
<tr>
<td>12</td>
<td>94</td>
<td>374</td>
<td>-</td>
<td>460</td>
<td>1µm InP/InGaAs DHBT</td>
<td>2005/ [55]</td>
</tr>
<tr>
<td>11</td>
<td>80</td>
<td>284</td>
<td>-</td>
<td>224</td>
<td>1µm InP/InGaAs DHBT</td>
<td>2005/ [55]</td>
</tr>
<tr>
<td>21</td>
<td>120</td>
<td>1,346</td>
<td>-</td>
<td>610</td>
<td>0.1µm InP DHBT</td>
<td>2008/ [56]</td>
</tr>
<tr>
<td>12.8</td>
<td>70</td>
<td>306</td>
<td>-</td>
<td>105</td>
<td>InP HBT</td>
<td>2009/ [27]</td>
</tr>
<tr>
<td>15</td>
<td>90</td>
<td>506</td>
<td>-</td>
<td>-</td>
<td>0.1µm InP DHBT</td>
<td>2010/ [57]</td>
</tr>
<tr>
<td>13</td>
<td>110</td>
<td>491</td>
<td>-</td>
<td>-</td>
<td>0.1µm InP DHBT</td>
<td>2010/ [57]</td>
</tr>
<tr>
<td>10</td>
<td>182</td>
<td>576</td>
<td>-</td>
<td>105</td>
<td>0.25µm InP HBT</td>
<td>2014/ [58]</td>
</tr>
<tr>
<td>12.8</td>
<td>180</td>
<td>786</td>
<td>8</td>
<td>110</td>
<td>0.25µm InP DHBT</td>
<td>2015/ [17]</td>
</tr>
<tr>
<td>7.5</td>
<td>192</td>
<td>455</td>
<td>8.5</td>
<td>40</td>
<td>0.25µm InP DHBT</td>
<td>2015/ [17]</td>
</tr>
<tr>
<td>16</td>
<td>235</td>
<td>1,483</td>
<td>10</td>
<td>117</td>
<td>0.25µm InP DHBT</td>
<td>2015/ [17]</td>
</tr>
<tr>
<td>19</td>
<td>160</td>
<td>1,426</td>
<td>-</td>
<td>108</td>
<td>0.13µm SiGe HBT</td>
<td>2016/ [59]</td>
</tr>
<tr>
<td>13.5</td>
<td>207</td>
<td>980</td>
<td>-</td>
<td>210</td>
<td>0.25µm InP DHBT</td>
<td>2017/ [60]</td>
</tr>
</tbody>
</table>

#### 2.5.2 DAs based on Field-Effect Devices

Moser (1967) reported the first FET-based DA. A combination of factors such as high gain, wide bandwidth - especially with HEMTs; better noise performance and greater thermal stability has made field effect technology the more prominent transistor technology for high performance DAs [42, 61]. Figure 2.8 shows the small-signal hybrid-π equivalent circuit model of a MESFET/HEMT and Table 2.3 provides a description of the constituent elements of the model, with a distinction made between the intrinsic device and package parasitics [50].

Similar to the HBT, the HEMT is a heterostructure device made with semiconductors of different bandgaps. Based on this property, HEMTs can achieve exceptionally high electron mobilities compared to bulk material of the same composition, leading to higher transconductance and gain at high frequencies. The transition frequency $f_T$, considering small signal and linear operation, is given by [38]

$$f_T = \frac{1}{2\pi \tau_{SD}} \approx \frac{g_m}{2\pi(C_{gs} + C_{gd})}$$  \hspace{1cm} (2.28)
Figure 2.8: MESFET/HEMT hybrid π model equivalent circuit with package parasitics [50].

Table 2.3: Description of a MESFET/HEMT hybrid-π model element values.

<table>
<thead>
<tr>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{gs}$</td>
<td>Intrinsic gate-source junction region charging capacitance</td>
</tr>
<tr>
<td>$C_{GS}$</td>
<td>Extrinsic gate-source junction capacitance</td>
</tr>
<tr>
<td>$C_{ds}$</td>
<td>Intrinsic drain-source substrate region capacitance</td>
</tr>
<tr>
<td>$C_{DS}$</td>
<td>Extrinsic drain-source substrate region capacitance</td>
</tr>
<tr>
<td>$C_{gd}$</td>
<td>Intrinsic gate-drain junction resistance</td>
</tr>
<tr>
<td>$C_{GD}$</td>
<td>Extrinsic gate-drain junction resistance</td>
</tr>
<tr>
<td>$R_i$</td>
<td>Channel region gate-charging resistance</td>
</tr>
<tr>
<td>$R_{ds}$</td>
<td>Drain-source output resistance</td>
</tr>
<tr>
<td>$R_g$</td>
<td>Gate terminal series resistance</td>
</tr>
<tr>
<td>$R_d$</td>
<td>Drain contact resistance</td>
</tr>
<tr>
<td>$R_s$</td>
<td>Source contact resistance</td>
</tr>
<tr>
<td>$L_g$</td>
<td>Gate contact inductance</td>
</tr>
<tr>
<td>$L_d$</td>
<td>Drain contact inductance</td>
</tr>
<tr>
<td>$L_s$</td>
<td>Source contact inductance</td>
</tr>
<tr>
<td>$g_m$</td>
<td>Device transconductance</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Time delay associated with $g_m$</td>
</tr>
</tbody>
</table>

$\tau_{SD}$ is the time delay of the current through the control region. The transition frequency $f_T$ is also given by $v_{sat}/\text{gate length}$ for the electron travel at saturated velocity $v_{sat}$ [38, 49]. For the intrinsic field-effect device, the maximum frequency
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of oscillation \( f_{\text{max}} \) (under small signal and linear operation) is given by [38]

\[
f_{\text{max}} = \frac{f_T}{\sqrt{2\pi f_T C_{gd} R_g + \frac{R_g + R_s}{R_{ds}}}}
\]

I\(de\)ally, the two different materials forming the heterojunction would have the same spacing between atoms (referred to as the lattice constant). However, in practice, the lattice constants are typically slightly different, such as in AlGaAs on GaAs, resulting in crystal defects. In semiconductors, these discontinuities form deep-level traps and greatly reduce device performance.

A HEMT for which this ideality is contravened, is called a pseudomorphic HEMT (pHEMT). This is achieved by using an extremely thin layer of one of the materials; so thin that the crystal lattice simply stretches to fit the other material. This technique allows the construction of transistors with larger bandgap differences than otherwise possible, resulting in even higher electron mobility [49, 62].

Another way in which materials of different lattice constants is used is to place a buffer layer between them, as in the case of metamorphic HEMTs (mHEMT). The buffer layer is made of AlInAs, with the indium concentration graded so that it can match the lattice constant of both the GaAs substrate and the GaInAs channel. This brings the advantage that practically any level of indium concentration in the channel can be realized, so the devices can be optimized for different applications. Further advantages lie in the lower manufacturing costs, better robustness and larger wafer sizes available with GaAs substrates. [49,62,63]. cut-off frequencies of mHEMTs are very similar to those obtained from HEMTS with similar gate lengths [49]. Table 2.4 presents a comparison between bipolar and field effect devices.
Table 2.4: Comparison of electrical parameters of bipolar and field-effect transistors. From [52] with modifications.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>BJT/HBT</th>
<th>FET</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input impedance Z</td>
<td>Low Z owing to forward biased junction-large diffusion capacitance $C_{be}$</td>
<td>High Z owing to reverse biased junction or insulator-small depletion layer capacitance $C_{gs}$</td>
</tr>
<tr>
<td>Turn-on voltage</td>
<td>Forward voltage $V_{BE}$ highly repeatable-Set by thermodynamics</td>
<td>Pinch-off voltage $V_{P}$ not very repeatable-Set by process variation</td>
</tr>
<tr>
<td>Transconductance</td>
<td>High $g_m (=I_c/(kT/q))$</td>
<td>Low $g_m (\cong v_{sat}C_{gs})$</td>
</tr>
<tr>
<td>Current gain</td>
<td>$\beta$ or $(h_{fe}) = 50-150$; $\beta$ is important owing to low input impedance</td>
<td>Not meaningful at low frequencies and falls as $1/\omega$ at high frequencies</td>
</tr>
<tr>
<td>Unity current gain (cut-off frequency $f_T$)</td>
<td>$f_T=g_m/2\pi C_{BE}$ is usually lower than for FETs</td>
<td>$f_T=g_m/2\pi C_{gs}$ ($=v_{sat}/2\pi L_g$) higher for FETs</td>
</tr>
<tr>
<td>Maximum frequency of oscillation $f_{max}$</td>
<td>$f_{max} = f_T/(8\pi r_b C_{bc})^{1/2}$</td>
<td>$f_{max} = f_T(r_{ds}/R_{in})^{1/2}$</td>
</tr>
<tr>
<td>Feedback capacitance</td>
<td>$C_{bc}$ large because of large collector junction</td>
<td>Usually, $C_{gs}$ is much smaller than $C_{bc}$</td>
</tr>
<tr>
<td>Thermal noise [64]</td>
<td>Higher thermal noise due to $r_{lb}$-resistive input</td>
<td>Low thermal noise due to channel ohmic resistance</td>
</tr>
<tr>
<td>Phase noise</td>
<td>Low phase noise, associated with low flicker 1/f noise in BJTs/HBTs</td>
<td>Very high 1/f noise corner frequency and phase noise</td>
</tr>
<tr>
<td>Thermal behaviour</td>
<td>Thermal runaway and second breakdown</td>
<td>No thermal runaway</td>
</tr>
<tr>
<td>Other</td>
<td>Backgating is a problem in semi-insulating substrates</td>
<td></td>
</tr>
</tbody>
</table>

The first MMIC DA, reported in a 1982 paper [22], was implemented in a 1 $\mu$m GaAs MESFET technology, and is shown in Figure 2.9. The amplifier reported 9 dB gain, from 1-13 GHz.

In Table 2.5, a performance summary of the state of the art for DAs based on MESFETs/HEMTs is presented, with information on the gain, bandwidth, GBP, NF, 1 dB compression point ($P_{1dB}$) as a measure of the amplifier linearity, $P_{dc}$, the process technology, and year of publication with reference.
Figure 2.9: The first MMIC DA implemented on a 1 \( \mu m \) GaAs MESFET technology (size: 2.5 mm \( \times \) 1.65 mm) Ayasli et al., 1982 [22].

Table 2.5: Performance summary of state-of-the-art MESFET/HEMT-based DAs.

<table>
<thead>
<tr>
<th>Gain (dB)</th>
<th>Bandwidth (GHz)</th>
<th>GBP (GHz)</th>
<th>NF (dB)</th>
<th>( P_{1dB} ) (dBm)</th>
<th>( P_{dc} ) (mW)</th>
<th>Technology</th>
<th>Year/Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.5</td>
<td>95</td>
<td>179</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.1\mu m HEMT</td>
<td>1990/ [65]</td>
</tr>
<tr>
<td>10</td>
<td>89.2</td>
<td>282</td>
<td>-</td>
<td>-</td>
<td>860</td>
<td>0.1\mu m HEMT</td>
<td>1995/ [66]</td>
</tr>
<tr>
<td>9</td>
<td>44</td>
<td>124</td>
<td>5.4</td>
<td>-</td>
<td>1,000</td>
<td>0.2\mu m MESFET</td>
<td>1996/ [67]</td>
</tr>
<tr>
<td>7</td>
<td>111</td>
<td>248</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.1\mu m HEMT</td>
<td>1998/ [68]</td>
</tr>
<tr>
<td>5</td>
<td>156</td>
<td>277</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.1\mu m HEMT</td>
<td>1998/ [68]</td>
</tr>
<tr>
<td>5</td>
<td>180</td>
<td>320</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.1\mu m HEMT</td>
<td>1998/ [68]</td>
</tr>
<tr>
<td>13.4</td>
<td>65</td>
<td>304</td>
<td>2.0</td>
<td>11</td>
<td>105</td>
<td>0.15\mu m mHEMT</td>
<td>2002/ [69]</td>
</tr>
<tr>
<td>15</td>
<td>54</td>
<td>304</td>
<td>-</td>
<td>20</td>
<td>1,100</td>
<td>0.15\mu m pHEMT</td>
<td>2002/ [70]</td>
</tr>
<tr>
<td>13</td>
<td>92</td>
<td>411</td>
<td>-</td>
<td>-</td>
<td>800</td>
<td>0.1\mu m HEMT</td>
<td>2002/ [71]</td>
</tr>
<tr>
<td>22</td>
<td>39.9</td>
<td>503</td>
<td>-</td>
<td>10</td>
<td>484</td>
<td>0.15\mu m pHEMT</td>
<td>2003/ [72]</td>
</tr>
<tr>
<td>12.5</td>
<td>50</td>
<td>211</td>
<td>2.5</td>
<td>-</td>
<td>400</td>
<td>0.1\mu m mHEMT</td>
<td>2005/ [73]</td>
</tr>
<tr>
<td>20.1</td>
<td>34.5</td>
<td>349</td>
<td>-</td>
<td>25.1</td>
<td>1,300</td>
<td>0.15\mu m pHEMT</td>
<td>2005/ [74]</td>
</tr>
<tr>
<td>13.2</td>
<td>41</td>
<td>187</td>
<td>-</td>
<td>24.6</td>
<td>1,860</td>
<td>0.15\mu m pHEMT</td>
<td>2005/ [74]</td>
</tr>
<tr>
<td>19.2</td>
<td>37.5</td>
<td>342</td>
<td>2.3</td>
<td>12.6</td>
<td>131</td>
<td>0.1\mu pHEMT</td>
<td>2014/ [75]</td>
</tr>
<tr>
<td>21</td>
<td>80</td>
<td>898</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.7\mu m HEMT</td>
<td>2015/ [76]</td>
</tr>
<tr>
<td>15.2</td>
<td>43.3</td>
<td>249</td>
<td>2.0</td>
<td>9.5</td>
<td>110</td>
<td>0.1\mu pHEMT</td>
<td>2018/ [77]</td>
</tr>
</tbody>
</table>

2.5.3 CMOS DAs

As earlier mentioned, the CMOS technology is becoming increasingly attractive for DA implementation due to the low cost and low power-consumption advantages that it offers. An additional driver of this trend is the proliferation of CMOS-based ICs, offering the possibility of integration of the DA with other baseband CMOS circuitry [36, 78]. The first CMOS DA, reported by Kleveland et al. in 1999, was implemented in a 0.18 \( \mu m \) process and measured 5 dB gain at 16.6 GHz band-
width [78]. Advancements in nanoscale CMOS technologies has made it possible to design CMOS DAs with significantly superior bandwidth performance, with a 110 GHz bandwidth DA based on 22 nm fully depleted Silicon-on-insulator (FD-SOI) CMOS process, representing the state of the art [79]. Table 2.6 summarizes the performance of state-of-the-art CMOS DAs.

Table 2.6: Performance summary of state-of-the-art CMOS-based DAs.

<table>
<thead>
<tr>
<th>Gain (dB)</th>
<th>Bandwidth (GHz)</th>
<th>GBP (GHz)</th>
<th>NF (dB)</th>
<th>$P_{1dB}$ (dBm)</th>
<th>$P_{dc}$ (mW)</th>
<th>Technology</th>
<th>Year/Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>87</td>
<td>155</td>
<td>-</td>
<td>-</td>
<td>90</td>
<td>120 nm SOI</td>
<td>2004/ [80]</td>
</tr>
<tr>
<td>9</td>
<td>81</td>
<td>228</td>
<td>505</td>
<td>10</td>
<td>130</td>
<td>120 nm SOI</td>
<td>2004/ [80]</td>
</tr>
<tr>
<td>8</td>
<td>59</td>
<td>148</td>
<td>302</td>
<td>12.5</td>
<td>132</td>
<td>90 nm SOI</td>
<td>2005/ [81]</td>
</tr>
<tr>
<td>7.4</td>
<td>80</td>
<td>188</td>
<td>-</td>
<td>8</td>
<td>120</td>
<td>90 nm</td>
<td>2005/ [82]</td>
</tr>
<tr>
<td>7</td>
<td>70</td>
<td>157</td>
<td>-</td>
<td>10</td>
<td>122</td>
<td>90 nm</td>
<td>2005/ [83]</td>
</tr>
<tr>
<td>19</td>
<td>44</td>
<td>392</td>
<td>-</td>
<td>-</td>
<td>57</td>
<td>90 nm</td>
<td>2006/ [84]</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>18</td>
<td>402</td>
<td>-</td>
<td>9</td>
<td>180 nm</td>
<td>2006/ [85]</td>
</tr>
<tr>
<td>9.8</td>
<td>43.9</td>
<td>136</td>
<td>-</td>
<td>-</td>
<td>103</td>
<td>130 nm</td>
<td>2007/ [86]</td>
</tr>
<tr>
<td>16.2</td>
<td>33.4</td>
<td>216</td>
<td>-</td>
<td>-</td>
<td>260</td>
<td>180 nm</td>
<td>2007/ [87]</td>
</tr>
<tr>
<td>20</td>
<td>39.4</td>
<td>394</td>
<td>-</td>
<td>-</td>
<td>250</td>
<td>180 nm</td>
<td>2007/ [87]</td>
</tr>
<tr>
<td>19</td>
<td>74</td>
<td>660</td>
<td>5.2</td>
<td>3.7</td>
<td>84</td>
<td>90 nm</td>
<td>2009/ [88]</td>
</tr>
<tr>
<td>15</td>
<td>12</td>
<td>67</td>
<td>2.3</td>
<td>8</td>
<td>26</td>
<td>130 nm</td>
<td>2009/ [89]</td>
</tr>
<tr>
<td>14</td>
<td>73.5</td>
<td>368</td>
<td>-</td>
<td>3.2</td>
<td>84</td>
<td>90 nm</td>
<td>2009/ [90]</td>
</tr>
<tr>
<td>24</td>
<td>33</td>
<td>523</td>
<td>605</td>
<td>7.5</td>
<td>238</td>
<td>180 nm</td>
<td>2011/ [91]</td>
</tr>
<tr>
<td>9</td>
<td>92</td>
<td>259</td>
<td>-</td>
<td>-</td>
<td>73.5</td>
<td>45 nm SOI</td>
<td>2011/ [92]</td>
</tr>
<tr>
<td>22</td>
<td>65</td>
<td>818</td>
<td>6.9</td>
<td>10</td>
<td>97</td>
<td>65 nm</td>
<td>2012/ [93]</td>
</tr>
<tr>
<td>7</td>
<td>61.3</td>
<td>137</td>
<td>-</td>
<td>-</td>
<td>60</td>
<td>90 nm</td>
<td>2013/ [94]</td>
</tr>
<tr>
<td>7</td>
<td>30</td>
<td>67</td>
<td>4</td>
<td>2</td>
<td>34</td>
<td>40 nm</td>
<td>2015/ [95]</td>
</tr>
<tr>
<td>8.5</td>
<td>110</td>
<td>292</td>
<td>-</td>
<td>-</td>
<td>80</td>
<td>22 nm FD-SOI</td>
<td>2017/ [79]</td>
</tr>
<tr>
<td>25</td>
<td>62</td>
<td>1102</td>
<td>-</td>
<td>-</td>
<td>107</td>
<td>28 nm</td>
<td>2018/ [96]</td>
</tr>
</tbody>
</table>

2.5.4 BiCMOS DAs

The BiCMOS process, which is a combination of the bipolar and CMOS technologies, has been used in the design of DAs with much higher bandwidth, when compared to CMOS processes. The technology combines the low power dissipation property of CMOS with the high switching and input/output speed and good noise performance of bipolar technology, resulting in devices offering improved speed over CMOS and lower power dissipation than bipolar devices. Table 2.7 summarizes the performance of state-of-the-art SiGe BiCMOS DAs.
Table 2.7: Performance summary of state-of-the-art BiCMOS-based DAs.

<table>
<thead>
<tr>
<th>Gain (dB)</th>
<th>Bandwidth (GHz)</th>
<th>GBP (GHz)</th>
<th>NF (dB)</th>
<th>$P_{1dB}$ (dBm)</th>
<th>$P_{dc}$ (mW)</th>
<th>Technology</th>
<th>Year/Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>11</td>
<td>-</td>
<td>19.5</td>
<td>400</td>
<td>250</td>
<td>2009/ [97]</td>
<td></td>
</tr>
<tr>
<td>13.2</td>
<td>29.4</td>
<td>134</td>
<td>-</td>
<td>136</td>
<td>130</td>
<td>2010/ [98]</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>13</td>
<td>259</td>
<td>10.8</td>
<td>0</td>
<td>82</td>
<td>120</td>
<td>2010/ [99]</td>
</tr>
<tr>
<td>10</td>
<td>110</td>
<td>348</td>
<td>16.7</td>
<td>119</td>
<td>130</td>
<td>2011/ [100]</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>95</td>
<td>1,506</td>
<td>-</td>
<td>247.5</td>
<td>130</td>
<td>2012/ [101]</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>170</td>
<td>538</td>
<td>-</td>
<td>108</td>
<td>130</td>
<td>2015/ [102]</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>170</td>
<td>759</td>
<td>-</td>
<td>74</td>
<td>130</td>
<td>2015/ [103]</td>
<td></td>
</tr>
<tr>
<td>18.7</td>
<td>180</td>
<td>3,500</td>
<td>6</td>
<td>86</td>
<td>130</td>
<td>2015/ [104]</td>
<td></td>
</tr>
<tr>
<td>8.5</td>
<td>135</td>
<td>360</td>
<td>7</td>
<td>99</td>
<td>55</td>
<td>2016/ [105]</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>91</td>
<td>362</td>
<td>14.9</td>
<td>297</td>
<td>90</td>
<td>2016/ [106]</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>632</td>
<td>-</td>
<td>300</td>
<td>130</td>
<td>2017/ [107]</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>175</td>
<td>1102</td>
<td>9.5</td>
<td>4.5</td>
<td>360</td>
<td>130</td>
<td>2018/ [108]</td>
</tr>
</tbody>
</table>

### 2.6 Modifications to the Conventional DA

#### 2.6.1 Gain Cell Modifications

A significant amount of the overall attenuation in a DA is due to the resistive
elements present in the active devices employed. This is particularly more so in
HBT-based DAs, where the presence of intrinsic series resistive element $r_{bb}$ and
extrinsic $R_b$, $R_c$ and $R_e$ lead to significant power dissipation [32]. In addition, the
loading effect arising from shunt resistances $r_o$ and $r_\pi$ also contribute to attenua-
tion; however, as $r_o$ is usually very large, it has minimal attenuating effect. With
FET based DAs, attenuation due to series resistive elements is less of an issue as
these tend to be lower when compared to HBTs.

#### 2.6.1.1 Phase Synchronisation

The velocity factor of a lossless transmission line is the ratio of the speed at which
an electrical signal passes through the medium (i.e. its phase velocity, $v_\phi$), to the
speed of light in a vacuum, expressed by [109]

$$V_f = \frac{v_\phi}{c} = \frac{1}{c\sqrt{L'C'}} \quad (2.30)$$
where $c$ is the speed of light in free space, $L'$ is the distributed inductance (in henries per unit length), $C'$ is the capacitance between the two conductors (in farads per unit length). Hence, the fact that the output capacitance, dominated by $C_{ds}$ in FETs and $C_{ce}$ in HBTs, is generally lower than the input capacitance, implies that the output ATL would have a higher velocity of propagation than the input ATL, resulting in phase mismatch as the signal arrives at the output terminal. This results in signal degradation from destructive interference. Phase synchronisation, also described as phase matching, refers to techniques adopted to equalise the the phase shifts on both the input and output ATLs. There are two commonly adopted approaches to achieving phase synchronisation: a series capacitance introduced at the input to match the resultant capacitance at the input to the output capacitance, also referred to as capacitive coupling [23,110,111]; or a series inductance introduced at the output to achieve a similar effect [43,112]. These techniques are also described as phase matching

**Capacitive Phase Synchronisation**

Capacitance phase synchronisation, also referred to as capacitive coupling was originally proposed by Ginzton et al. (1948), described then as paired-plate or paired-grid connection [21]. Much later, the general idea was adopted by Ayasli et al. in 1984, to mitigate the loading effect of the gate-source capacitance on the input line of the FET-based DA and improve power-handling capability [23]. With this technique the overall input capacitance can be made equal to the output capacitance by adding a phase-synchronising series capacitance $C_{ps}$ at the gate/base terminal, as shown in Figure 2.10(a). An approximate value of the required capacitance value for $C_{ps}$ can be obtained from the equivalent series capacitance relation. This is presented for bipolar transistors and FETs in (2.31) and (2.32), respectively.

$$C_{ps} = \frac{C_{\pi}C_{ce}}{C_{\pi} - C_{ce}} \quad (2.31)$$
In addition to the phase synchronisation achieved, this technique also results in bandwidth improvement, as the cut-off frequency of the input ATL is reduced. However, with this configuration, a voltage divider circuit is formed at the base/gate, such that the gain of the amplifier is reduced by the input signal voltage drop across the added series capacitance

\[ V_{cps} = \frac{C_{ps}}{C_{ps} + C_{\pi/gs}} V_i \]  

where \( V_{cps} \) is the voltage drop across \( C_{ps} \), \( V_i \) is the input voltage and \( C_{\pi/gs} \) represents the input capacitance for both bipolar transistors and FETs. In MMIC implementation, this loss can be reduced using a bigger HBT/FET and setting the value of \( C_{ps} \), such that the higher proportion of the input voltage goes in through the base/gate of the transistor. Furthermore, the presence of a capacitor across the signal path potentially increases the low frequency cut-off. This effect is more severe with very high \( f_T \) HBTs and HEMTs, which possess relatively much lower \( C_{\pi} \) and \( C_{gs} \), and require very low capacitance value for phase synchronisation. The combination of voltage divider setup also makes it possible to sample a desired portion of the input signal [23].

Furthermore, by varying the divider ratio along the gate line, it is possible to tailor the input excitation to individual gain cells, making it possible to increase the input power significantly. This extension to the capacitive coupling technique was initially proposed by Chen in 1967 [113], and is the origin of the non-uniform DA, which like the capacitive coupled DA is mostly adopted in the design of wideband power amplifiers [23,114].

**Inductive Phase Synchronisation**

This technique involves introducing an inductance \( L_{ps} \) between the collector terminal of the active device and the point of contact on the output ATL (as shown
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in Figure 2.10(b)), to match the velocity of propagation of the signal travelling on the output ATL to that of the input ATL. A good approximation of the value of the phase synchronising inductance $L_{ps}$ for bipolar transistors and FETs can be obtained by (2.34) and (2.35), respectively.

$$L_{ps} = Z_o^2(C_{\pi} - C_{ce})$$  \hspace{1cm} (2.34)

$$L_{ps} = Z_o^2(C_{gs} - C_{ds})$$  \hspace{1cm} (2.35)

This approach has been widely adopted in the design of MMIC distributed amplifiers [43,112]. $L_{ps}$ also introduces an inductive peak that can be tuned to improve high frequency performance and gain flatness.

2.6.1.2 Cascode Configuration

In an inverting voltage amplifier, there is an increase in the equivalent input capacitance arising from a capacitance between the input and output of the amplifier. This phenomenon is termed the Miller Effect. This additional capacitance (which is not used in forming the ATL) is further amplified by the gain of the amplifier, giving it a significant adverse effect on high frequency performance. The cascode topology has been widely used in solving this problem [28,67,115–117]. It consists of a common emitter/source transistor feeding into a common base/gate transistor. This improves the input/output isolation, as there is no direct coupling between the input and the output, thus, eliminating the Miller capacitance. Also the higher output resistance of the common base/gate circuit helps to improve the gain of the amplifier [28]. The equivalent circuit for an HBT cascode is shown in Figure 2.11(a). The output impedance $Z_{out}$ of the cascode pair for the field-effect based gain cell, is given by [67]

$$Z_{out} = \frac{Z_{ds1}}{Z_{ds1} + Z_{gs2}} \left( \frac{g_m Z_{ds2}}{j\omega C_{gs2}} + Z_{gs2} \right) + Z_{ds2}$$  \hspace{1cm} (2.36)
Figure 2.10: Capacitive and inductive phase synchronisation.
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with an expression of the output impedance of the cascode pair for the bipolar based gain cell derived as

\[
Z_{\text{out}} = \frac{Z_{ce1}}{Z_{ce1} + Z_{be2}} \left( \frac{g_m Z_{ce2}}{j\omega C_{\pi2}} + Z_{be2} \right) + Z_{ce2}
\]  

(2.37)

### 2.6.1.3 Inductive-Peaked Cascode Loss Compensation

Inductive-peaked cascode loss compensation was introduced by Kimura et al. (1996) to improve the high frequency performance of the cascode configuration. The key feature of the technique is the addition of two inductors: \(L_{cg}\) (at the gate of the common gate transistor) and \(L_{sd}\) (between the common source and common gate transistors) of a cascode HEMT DA, as shown in Figure 2.11(b) [118].

The output impedance for bipolar and field effect based DA featuring this loss compensation technique is expressed by ((2.38)) and ((2.39)) [118], respectively.

\[
Z_{\text{out}} = \frac{(Z_{ce1} + j\omega L_{ce})}{(Z_{ce1} + j\omega L_{ce}) + (Z_{be} + j\omega (L_{cb}))} \left( \frac{g_m Z_{ce}}{j\omega C_{\pi}} + (Z_{be} + j\omega (L_{cb})) \right) + Z_{ce} \quad (2.38)
\]

\[
Z_{\text{out}} = \frac{(Z_{ds1} + j\omega L_{sd})}{(Z_{ds1} + j\omega L_{sd}) + (Z_{gs2} + j\omega L_{cg})} \left( \frac{g_m Z_{ds2}}{j\omega C_{gs2}} + (Z_{gs2} + j\omega L_{cg}) \right) + Z_{ds2} \quad (2.39)
\]

The addition of \(L_{cb}\) and \(L_{cg}\) reduces the value of the denominator of the first fraction in both equations (2.38) and (2.39), which increases negative resistance and consequently improves the high frequency gain. However, as the amplifier becomes unstable when the real part of the output impedance \(\text{Re}(Z_{\text{out}})\) becomes negative, \(L_{ce}\) and \(L_{sd}\) decreases \(Z_{ce}\) and \(Z_{ds1}\), respectively, to dampen the effect of \(L_{cg}\) and maintain stability.
Figure 2.11: Gain cell modifications: conventional cascode and cascode with attenuation compensation.
2.6.2 Transmission Line Modifications

2.6.2.1 $m$-Derived Sections

As pointed out in Section 2.3, the image impedance of a constant-$k$ filter has considerable frequency dependence across the passband. Hence, when it is terminated by a resistor, the mismatch would result in significant deterioration in filter passband performance. Furthermore, as attenuation does not increase rapidly as the cut-off frequency is approached, a wide transition band between the passband and stop-band \[2,28\]. These drawbacks are significantly mitigated by modifying the constant-$k$, sections to become what are commonly known as $m$-derived sections.

An $m$-derived section can be implemented using a single inductance value. This is based on the idea that for certain values of $m$, the series inductors and the inductor in series with the shunt capacitance can be made to be equal. For a full $m$-section, this value of $m$ is found to be 0.577 and for mid-series $m$-sections (also called $L$-sections) the value is 0.707. The justification for this approach is that it reduces the number of unique inductors required to implement the DA, an important consideration in hybrid circuits featuring discrete inductors \[119\].

2.6.2.2 $L$-Section Buffers

The $L$-section is a derivative of the $m$-section, also described as the half-$m$ derived section. It is often used as a buffer between the source, load and terminating resistances to convert these resistive elements into appropriate image impedances. This way, the terminating resistances are better matched to the transmission lines \[41\]. This is a widely used technique to improve matching and gain flatness at high frequencies \[28,36,119\]; with the bisected-$T$ $m$-section being the more commonly used. In \[119\], it was observed that the $\pi$-half section results in better matching than the $T$-half section. With the bisected-T section implementation, more passband ripples are observed as cut-off is approached, with the resultant effect of a less uniform group delay \[119\].
2.6.2.3 DC Matching Termination with Damping Resistors or $RC$ Network

The DC bias for the DA transistors is usually fed through the transmission lines. DC matching terminations are incorporated to achieve low frequency performance and also reduce power dissipation. Essentially, a shunt and a series resistance are incorporated at the idle ports - in place of the conventional series terminating resistance - to achieve flat gain from DC and reduce the effect of parasitic impedance at the bias terminal [118]. The value of the shunt resistor on the input line is typically close to the matching impedance, while the the shunt resistor on the output line is higher. This is to compensate for the lower output impedance at low frequencies caused by the parallel connection of the output impedance of the cascode pair and the drain termination. An alternative approach is using an $RC$ network in place of the shunt resistor. The purpose of the design is to have the termination impedance increase at high frequencies, to compensate for the decreasing output impedance of the conventional DA [67,120]

2.6.2.4 Active Idle Port Termination

An active idle port termination has been considered to be a versatile DA design solution, as it can be used to feed the bias, achieve bias decoupling [7] and reduce noise on both the input and output ATLS [121]. To achieve amplification at very low frequencies, a large capacitor to ground is required to achieve effective bias decoupling. The input and output AC coupling capacitors in combination with the conventional 50 $\Omega$ characteristic impedance provide a high-pass pole, at a frequency given by

$$f_{c\text{-}\text{high}} = \frac{1}{2\pi Z_o C_{\text{coupling}}} \quad (2.40)$$

where $f_{c\text{-}\text{high}}$ is the high pass cut-off frequency and $C_{\text{coupling}}$ is the capacitance of the decoupling capacitor. A capacitance value that is large enough to ensure
baseband performance can be difficult and often impractical to achieve with MMIC implementations, which features monolithically integrated metal-insulator-metal (MIM) capacitors with capacitance defined by area [117]. The active loads consist of an HBT in common-collector mode, which transforms a shunt load capacitance on the base to an effectively larger load capacitance when looking into the emitter. In this way an AC ground can be extended to lower frequencies using the active HBT with a relatively limited effect on chip size.

This termination method also provides advantages with regards to noise performance. The resistor terminating the input line of the DA causes a marked increase in noise figure at low frequencies [122]. An active termination, acts as an electronically-cold resistor - a low noise device that can be configured to emulate a one-port resistor [121,123].

2.6.3 Multi-tier DAs

While the concept of distributed amplification would imply that the gain of a DA could be increased indefinitely, by the addition of more gain cells, without compromising bandwidth, practically, this is not the case. Losses due to resistive elements in the active devices and attenuation from the transmission lines builds up with the addition of gain sections, up to a point, after which adding another section is no longer beneficial [22,28,42]. The notion of an optimum number of stages had been initially suggested by Ginzton et al. in their seminal work published in 1948. However, the actual derivation and equation for this constraint, termed $N_{opt}$, was presented by Ayasli et al. (1982) as [22]

$$N_{opt} = \frac{\ln (\alpha_d l_d) - \ln (\alpha_g l_g)}{\alpha_d l_d - \alpha_g l_g}$$  \hspace{1cm} (2.41)

Based on a more precise approximation of DA gain, given by

$$G = \frac{g_m^2 N^2 Z_o d Z_o^2}{4} \left( 1 - \frac{\alpha_g l_g N}{2} + \frac{\alpha_g^2 l_g^2 N^2}{6} \right)^2$$  \hspace{1cm} (2.42)
a more compact approximation for $N_{opt}$ is given by

$$N_{opt} = \frac{2}{R_{gs}\omega^2 C_{gs} Z_o}$$

Beyond $N_{opt}$, while increase may still be observed in low frequency gain, reasonably flat gain performance across the DA’s bandwidth rapidly deteriorates. Higher gain may be achieved by introducing a multiplicative gain aspect to the additive gain property of the conventional distributed amplifier. There are two approaches to achieving this: cascading stages [21,120] or forming a matrix with DA stages as tiers [117,124]. Cascading DA stages to get more gain from DAs was initially proposed by Ginzton et al. in their 1948 paper and has been widely implemented [83,120,125]. The DAs are AC-coupled, such that the preceding tier delivers its output to the input of the next one, with the limit of the cascade stage being set by practical considerations, such as the dynamic range of the amplifier and its noise performance.

The concept of the matrix DA is more recent, having been introduced by Niclas and Pereira in 1987. With this technique, DAs are stacked one on top of the other in a matrix structure with intermediate transmission lines serving as the connection between the layer below and the one above it. By convention, it features additive

![Schematic circuit of a cascaded DA.](image)
gain in the horizontal direction and multiplicative gain in the vertical direction of the amplifier [124,126–128].

![Schematic circuit of a matrix DA.](image)

The main advantages of this structure over the cascaded DA arise from its reduced MMIC footprint, due to the shared intermediate line(s). The matrix topology is also highly suitable for monolithic integration, with a further advantage in the ease of adopting stacked biasing to lower the current consumption of the amplifier [117]. This will be further discussed in Chapter 5, where the M-SSDA - a variant of the matrix DA - is proposed. Both share a limitation imposed by the requirement of large inter-tier AC coupling capacitor, which may significantly increase the device footprint in MMICs.

### 2.7 Conclusions

As a general introduction to distributed amplification, this chapter has discussed the concept, gain and bandwidth mechanism and components of the DA. Major modifications to the conventional DA, to improve the bandwidth and gain performance have been reviewed. The cascaded and matrix amplifier topologies, which introduce a multiplicative aspect to the gain mechanism of the conventional DA, have also been described. For DAs, bandwidth and gain-bandwidth performance are usually considered as the main figures of merit. Hence, the state of the art in
DA performance for the various active device technologies has been considered. It has been observed that InP and SiGe have been particularly prominent in setting the state of the art in gain-bandwidth performance both in HBTs and BiCMOS processes.
Chapter 3

HBT Based DAs

3.1 Introduction

The concept of HBTs was first proposed and patented by William Shockley in 1951, in the original BJT patent; with the basic theory published by Kroemer in 1957 [129]. The HBT and BJT are based on similar operational principles, both being current-controlled bipolar transistors. The superior performance of HBTs over BJTs is due to improved base-emitter junction injection characteristics, arising from the presence of multiple junctions. Early HBTs were mostly AlGaAs/GaAs based. Contemporary high performance HBTs employ advanced material systems, such as the InAlAs/InGaAs/InP and InGaP/GaAs; offering improved speed, higher current gains, lower noise and better efficiency and reliability.

In this chapter, a review of HBT DAs reported to-date is presented, highlighting the effect of the evolution in process technology on performance; milestones achieved in performance based; reported applications and application-based designs; and modifications to the conventional structure. A review of analytical studies for predicting HBT DA gain, noise performance and stability is also presented.

Also presented in this chapter is a description of TSC250, the integrated circuit foundry process supplied by Teledyne Scientific Company, which is used in demonstrating the bandwidth enhancement concepts and novel DA implementation that are presented in Chapters 4 and 5. A brief description of the double heterojunction bipolar transistor (DHBT) device and presentation of the multilayer back-end process is presented in the first section. This is followed by a description of the pro-
cess of extracting small-signal parameters that closely approximates the foundry model. S-parameter comparisons of common-emitter amplifiers designed using the foundry model and the extracted small-signal model show close similarity, attesting to the effectiveness of the parameter extraction process employed.

3.2 Historical Review of HBT based DAs

The first HBT-based DA was reported by Nelson et al. in 1989 as an alternative to field-effect DAs, which were limited in their ability to simultaneously satisfy ultra low noise, low inter-modulation distortion and low DC power consumption requirements (Figure 3.1) [130]. The 4-staged amplifier covering 0.05 - 9 GHz frequency range, with 10 dB gain, exhibited remarkably improved linearity and better power performance (50 mW power consumption) over previously reported DAs based on MESFETs and HEMTs. However, the bandwidth performance of this amplifier was significantly less than the 39 GHz bandwidth reported for the state-of-the-art field-effect DA within the same time period [131]. A monolithic version of the hybrid HBT DA, originally reported, was presented in 1990, having a gain of 6-10 dB over the same 8.95 GHz bandwidth [132]. The bandwidth limitation could be partly attributed to the fact that the HBT IC process employed had an $f_T$ of 20 GHz. Early research into HBT DAs was primarily based at the TRW Electronics and Technology Division in Redondo Beach, California, and most of the early reported circuits were by researchers at this institution.

As is to be expected, improvement in HBT process design technology continued to foster the design of faster and more efficient HBT DAs. Based on an HBT molecular beam epitaxy (MBE) profile with exponentially graded base doping, which results in reduced base transit time, lower base-emitter and collector-base capacitances ($C_\pi$ and $C_\mu$, respectively), Kobayashi et al. [51,133] reported a 2-24 GHz DA with 9.5 dB gain, with slightly higher power consumption. The amplifier featured a $2 \times 3$ matrix structure, similar to the MESFET matrix amplifier reported
in [134]. In 1992, another matrix DA (2×2), with improved output IP3 and 1-dB compression point having a gain of 9.6 dB over 2-19 GHz, was reported by Chang et al. [135]. Using a technique described as exponentially-graded doping, as opposed to the previously reported graded composition method of producing built-in drift fields in the base of an NPN GaAs-AlGaAs HBT, Streit et al. (1991) [136] were able to significantly reduce the transistor base transit time $\tau_B$ and increase $f_T$ by 23%. However, at a gain of 9.5 dB and 24 GHz bandwidth, this was only a marginal improvement over the reported state of the art. Based on an InAlAs/InGaAs 1×4 $\mu$m$^2$ single-emitter HBTs with a base under-cut structure (for reducing the collector-base capacitance $C_\mu$, resulting in up to 20% improvement in device $f_{max}$), Kobayashi et al. (1996), reported a 5-section coplanar wave-guide HBT DA with 48 GHz bandwidth (2-50 GHz) - a 25% improvement over the previous state of the art [137]. This was followed by a 50 MHz - 55 GHz InP-based HBT DA [8]. The InP active device also featured the base-undercut technology and active load terminations on both the input and output transmission lines, to extend the low-frequency gain performance (similar to the design employed by Kobayashi et al. in [7]).

The transferred substrate HBT IC technology enabled the fabrication of HBT processes with very high $f_T/f_{max}$ values. Agarwal et al. (1998) reported an 80 GHz bandwidth HBT DA based on this HBT technology with $f_{max}$ greater than
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(a) Conventional Structure  
(b) Base-undercut Structure  
(c) Transferred substrate structure

Figure 3.2: HBT process structures (Rodwell et al. 1999 [138], Rodwell et al. 2002 [133]).

400 GHz [44,138]. Based on a transferred substrate InP process with $f_T/f_{max}$ 420/450 GHz, Kraemer et al. (2009) reported an HBT DA with 12.8 dB gain and a 3 dB cut-off frequency of 70 GHz [27].

While previous reports on performance improvement had been primarily driven by improvements in the active device, Kobayashi et al. (1994) reported the first DA circuit employing novel circuit-based modifications to improve bandwidth performance [116]. In the reported circuit, attenuation compensation was incorporated into the input line of the DA, by means of an active impedance transformation. A common-emitter device actively transforms a capacitive impedance at the emitter to generate a negative impedance at the base (input). On the output line, a cascode configuration was employed, which simultaneously increases output resistance and increases input-output isolation. A four-section HBT DA featuring this technique achieved a gain of 15 dB and a 3 dB bandwidth greater than 15 GHz from a 23 GHz $f_T$ transistor. Based on a figure of merit that normalises GBP to $f_T$, this DA represented a 55% improvement over existing state-of-the-art performance. Aguirre and Plett (2003) reported a 0.1 - 50 GHz SiGe HBT employing
constant-\( k \) \( m \)-derived sections in the output transmission line [139]. The amplifier exhibited the a flatter-gain-with-sharper-roll-off property of \( m \)-derived filters compared to the basic constant-\( k \) based DA. However, marked improvement was also reported in input line matching (evidenced by a better \( S_{11} \)), which is unexpected considering that only the output line was reportedly modified. In [140], Meliani, Rudolph and Heinrich (2005) reported a technique to achieve DC to high frequency coverage by connecting two GaAs HBT DAs with compensatory properties. The low frequency gain of the first DA is increased by modifying the base-line terminating resistor and the collector series resistance of each cell. Each DA had 8 dB gain with 26 GHz 3 dB bandwidth. With the interconnect technique, the reported circuit achieved a total broadband gain of 14.5 dB.

Chang et al. (2011) [141] and Chen et al. (2012) [142] reported circuits, which featured cascode pairs, with two different transistor technologies. In [142], a SiGe HBT-NMOS cascode combination was adopted as the gain stage of the DA, while [141] had a GaAs HEMT–HBT cascode gain stage. However, apart from demonstrating the possibility of these implementations, the actual merit of the combinations and their effect on performance is unclear. Hoffman et al. [143,144] reported a MOS-HBT cascode on a 55 nm SiGe BiCMOS process. The combination takes advantage of the higher Q impedance of the MOSFET for DC coupling on the input line. Additionally, the MOS-HBT cascode exhibits higher linearity and better stability than the HBT-HBT cascode at the same bias current, with comparable maximum available gain and bandwidth. More recently, Li et al. (2016) reported a 10 to 170 GHz DA using three-level stacked 130 nm SiGe HBTs with 19 dB gain [59].

Wong et al. (1995) presented an AlGaAs/GaAs HBT high power fully-differential limiting DA operating at 10 Gb/s [29]. The amplifier was specifically designed to drive a III-V Mach-Zehnder modulator, which required up to 3 V peak-to-peak per arm at the modulating frequency for equal push-pull operation. A peculiar feature of this circuit was that the input transmission lines were driven by a front-end
amplifier on chip. The incorporation of a small input transistor at the front-end and on the same IC as the DA stage resulted in additional gain and lower input return loss. The first demonstration of power HBT DA based on a large-signal design approach was presented in [145]. The 0.5 W, 2 - 8 GHz MMIC HBT DA featured the addition of series capacitors between the CE amplifier and the input line, which while reducing gain, provides better gain compression characteristics for power operation. The amplifier design was based on a non-linear HBT model, which is more accurate for power amplifier simulations. Kobayashi et al. (2000) reported a capacitively coupled HBT medium power DA designed for 10 Gb/s fiber-optic transmitter applications [146]. The amplifier had a nominal 8 - 9 dB gain from 500 MHz to 16 GHz with frequency capability down to baseband, and delivered up to 19 dBm of output power, while operating at 420 mW - half the DC power of previous HBT modulator driver ICs reported in [26,29,145]. Fraysse et al. (2000) also reported a 2W, 2 - 8 GHz MMIC HBT power DA based on a non-linearly optimized HBT cascode cell. Series capacitances of increasing value were added between the common emitter of each stage and input line, to reduce the input capacitance of the cascode cell; and to compensate for the loss along the input line and equalize the input drive for each device. Krishnamurthy et al. (2013) reported an InP DHBT distributed power amplifier MMIC with 42 GHz bandwidth and 15 dBm output power [147]. The single chip solution employed a broadband lumped preamplifier to drive the distributed stage, achieving a mid-band gain of 34.9 dB.

The first HBT DA featuring CPW transmission lines was reported in [45] by Kobayashi et al. (1995). The 2 - 32 GHz DA was based on a InAlAs/lnGaAs-InP process with $f_T/f_{max}$ of 60/100 GHz and adopted the cascode gain cell topology to achieve its contemporaneously record bandwidth. However, for a DA with 5 gain cells, the gain of this amplifier - at 5 dB - was remarkably low. In an extended version of their 1995 paper, Kobayashi et al. presented this circuit configuration with active load terminations, to improve the DA lower frequency performance [7].
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The resulting circuit had a lower bandwidth performance extended by two decades, resulting in performance below 45 MHz. As opposed to the conventional 'through-wafer' microstrip line implementation in MMICs, Schick et al. (2005) presented an HBT DA using highly lossy thin film microstrip lines, formed by the top- and lowest metal layers of the HBT process metal layer stack [148]. This was proposed as an option to the CPW type line, which is usually adopted in Si/SiGe based process with no backside metallisation and substrate vias.

In contrast to DAs based of field effect devices, HBT DAs are more prone to DC bias variations, with respect to variations in ambient temperature. This is primarily due to the inherent current-controlled nature of HBTs. Iqbal and Darwazeh (1997) described a novel MMIC area efficient method for DC bias stabilisation, with respect to ambient temperature variations, whilst also maintaining low frequency gain [149]. The commonly adopted technique for dealing with this is through a decoupling capacitor for emitter resistance $R_e$. However, due to the size limitations of MMIC devices, the capacitor size becomes a limiting factor to low frequency performance. The proposed technique involves the addition of an active bypassing circuit, which behaves like a low value resistor in parallel with $R_e$. This significantly reduces the effective resistance at the emitter terminal of the CE HBT, even at low frequencies, allowing gain to be maintained down to near-DC. This was practically demonstrated with a 23 GHz baseband HBT DA reported in [16].

Having established the practicability and merits of HBT DAs, a number of circuits in which the amplifier was proposed for application in transimpedance amplifiers, as drivers or mixers, were reported. The application of HBT DA approach to transimpedance amplifier (TIA) design, as opposed to direct coupled HBT-based topologies (such as the common-base), was first demonstrated in [46]. Featuring an emitter follower (EF) input and cascode for loss compensation, the amplifier had a transimpedance-bandwidth product close to 2 times greater than previously reported conventional HBT-based direct-coupled topologies, when normalised to
Based on similar circuit design techniques, Suzuki et al. reported a HBT DA for 40 Gbps time division multiplexing (TDM) optical transmission systems using an InP/InGaAs HBT technology [150, 151]. From a study of optimal design of high-gain HBTs, Mohammadi et al. described this topology (EF-cascode combination) as being most favourable high gain-bandwidth performance [9, 53]. Other fully integrated HBT DA for optoelectronics application include [152]. A 12 - 24 GHz HBT active balanced mixer based on the distributed topology was demonstrated by Kobayashi et al. in [153], with potential application as direct-conversion receivers. The MMIC mixer featured a distributed active balun design, which employed a HBT active intermediate-frequency center-tap combiner that both provides gain and also functions as an active load termination for the distributed local oscillator and RF baluns. Baeyans et al. (2003) reported a 2-stage InP DHBT differential driver featuring a lumped input and a distributed output stage. The amplifier, which recorded a differential gain of 25 dB and more than 50 GHz bandwidth, was considered capable for 40 Gbps transmission for non-return to zero (NRZ), return to zero (RZ), duobinary and differential phase shift keying (DPSK) transmission formats. Hosoya et al. (2003) reported an InGaP HBT IC chipset for 40 Gbps optical transmission. It included a 10.3 dB gain, 50+ GHz bandwidth; a 40 GHz analogue phase shifter and a 20 GHz/40 GHz clock amplifier. Hoffman et al. (2016) in [144] reported analogue electronic circuits for a possible 80 GHz bandwidth, frequency-interleaved, 4-level pulse-amplitude modulation (PAM4) or discrete-multitone (DMT) linear fibre-optic front-end implemented in a 90 nm SiGe BiCMOS technology. An 80 GHz bandwidth distributed optical modulator driver with a measured output compression point of 13 dBm per side, (corresponding to 7 Vpp output differential swing) was reported in a system which also included a vertically coupled 40 - 100 GHz bandpass filter and a 125 GHz bandwidth PIN-diode SPST switch.

Paoloni (2000) proposed a novel matrix topology that features HEMTs in the first tier and HBTs in the second [154]. Made possible by the introduction of
HEMT–HBT-selected MBE integration technology, the 2×4 matrix DA combined the electrical characteristics of the different transistor technologies to optimise performance. This circuit was however, not practically demonstrated.

While the linearity performance of HBT DAs had consistently surpassed field-effect based DAs, in terms of gain-bandwidth performance, HBT DAs lagged behind. However, in 1999, Baeyens et al. reported the first HBT DA with comparable gain-bandwidth product as the state of the art in HEMT DAs [155]. The 13 dB gain, 74 GHz bandwidth four-stage DA was based on InAlAs/InGaAs-InP HBT process with 160 GHz $f_T$ and 140 GHz $f_{max}$. The circuit featured a coplanar layout and $RC$ emitter degeneration network. Based on the condition that a bandwidth of at least 70% is needed to amplify NRZ signals, without significant degradation of the pulse shape, the amplifier was predicted as being capable of amplifying 100 Gbps NRZ data. As a TIA incorporating a PIN photodiode with parasitic capacitance of 50 fF, a transimpedance gain of 45 dBΩ with 70 GHz bandwidth. An added merit of the reported amplifier is that it was fabricated using optical lithography; a more cost-effective technique compared to the electron-beam written gate technology used in HEMTs.

Baeyans et al., in 2001, reported a seven section DA with a GBP of 495 GHz; the highest achieved with any process technology at that time [156]. In 2004, Arayashiki et al. reported a InGaP/GaAs HBT DA which had a GBP of 504 GHz (16 dB gain at 80 GHz bandwidth) [157]; another record holder. The amplifier featured gain cells with a novel two-block configuration, which enhanced the gain and bandwidth performance. Other HBT DAs with notably high performing GBP were reported by Wohlgemuth et al. in [158], which had 7 dB single ended gain (13 dB differential gain), with 81 GHz bandwidth, based on a SiGe HBT process; Cohen et al. in [159] and [160], with a bandwidth of 75 GHz and 14 dB gain, based on a InP HBT; and Yoon et al. in [58], with 10 dB gain from 40 to 222 GHz, based on a 250 nm InP HBT.
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Following the remarkable performance recorded from the HBT DA reported by Baeyens et al. (1999) in [155], the utility of the HBT in achieving ultra-wideband amplifier performance was again demonstrated by Baeyans et al. (2006) in [161]. Using a 0.5 µm InGaAs/InP DHBT with $f_T/f_{max}$ of 337/345 GHz, they reported an five-stage DA with $17\pm1.5$ dB gain from 45 MHz up to 110 GHz. The unit cell consisted of a cascode stage buffered by a cascade of two emitter followers with resistor current sources for improved bias stability.

The practicability of SSDAs and C-SSDAs had been proposed by Liang and Aitchison in 1995 [162] and experimentally demonstrated in 1998, with a field-effect-based circuit reported by Benyamin et al. [163]. In 2003, Koon et al. proposed the first HBT based C-SSDA, which featured a commercially available SiGe/BiCMOS process [164]. The amplifier demonstrated a $21\pm0.5$ dB power gain over a frequency range of 300 kHz to 15 GHz in simulation.

In 2014, Eriksson, Darwazeh and Zirath reported two ultra-wideband InP HBT DA MMICs, one of which has remained the widest band amplifier in any technology to-date [120]. One, a single-stage DA design - with a cascode gain cell - achieved 7.5 dB gain and 192 GHz bandwidth (circuit schematic shown in Figure 3.3(a)); and the other, a 2-C-SSDA - also with a cascode gain cell - achieved an average gain of 16 dB with a bandwidth of 235 GHz (circuits schematic shown in Figure 3.3(b)). This work was extended from a conference proceeding to a journal paper, published in the IEEE transactions on Microwave Theory and Techniques in 2015, and reported a 3-staged cascode DA with more than 10 dB gain from 70 kHz to 180 GHz along with the SSDA and 2-C-SSDA [17]. These circuits are essential elements in the backdrop to the research reported in this thesis, as they reveal the potential of the relatively easy to implement SSDA in achieving ultra-fast amplifiers. It is instructive to note that all three circuits were based on the same foundry process - an InP DHBT process with 250-nm emitter width from Teledyne Scientific, with $f_T/f_{max}$ of 350/650 GHz; and it presumed that all the circuits were optimised for the best gain-bandwidth performance. Hence, the fact that the 3-
stage DA reported in [17], and based on the same technology had less bandwidth than both SSDA based designs, points to the utility of the topology and presents grounds for further study.

![Circuit schematics of HBT SDDA and 2-C-SSDA](Eriksson et al. 2015 [17].)

Table 3.1 summarises the historical review of HBT DAs reported in open literature, showing notable circuits and design features.

### 3.2.1 Analytical studies of the HBT DA

A number of analytical models for HBT DA design have also been reported. In 1994, Botterill and Aitchison [166] presented an analytical expression predicting the small-signal gain of the HBT DA, assuming lossless lines and ideal termina-
Table 3.1: Historical review of HBT DAs: a summary.

<table>
<thead>
<tr>
<th>Year, Reference</th>
<th>Technology</th>
<th>Topology</th>
<th>Gain (dB)</th>
<th>Bandwidth (GHz)</th>
<th>Feature/Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1989, [130]</td>
<td>3 µm GaAs</td>
<td>4 stage CE</td>
<td>10</td>
<td>8.95</td>
<td>1st HBT DA</td>
</tr>
<tr>
<td>1990, [132]</td>
<td>3 µm GaAs</td>
<td>4 stage CE</td>
<td>10</td>
<td>8.95</td>
<td>1st MMIC HBT DA</td>
</tr>
<tr>
<td>1994, [165]</td>
<td>GaAs</td>
<td>4 stage cascode</td>
<td>15</td>
<td>15</td>
<td>EF/Cascode with active impedance transformation</td>
</tr>
<tr>
<td>1995, [169]</td>
<td>1 µm InAlAs/InGaAs/InP</td>
<td>5 stage cascode</td>
<td>5</td>
<td>30</td>
<td>CPW transmission lines</td>
</tr>
<tr>
<td>1997, [149]</td>
<td>2 µm InGaP/GaAs</td>
<td>4 stage cascode</td>
<td>15</td>
<td>23</td>
<td>Cascode with active DC bias stabilisation</td>
</tr>
<tr>
<td>1999, [155]</td>
<td>3 µm InAlAs/InGaAs/InP</td>
<td>4 stage cascode</td>
<td>13</td>
<td>74</td>
<td>1st to report GBP close to HEMT DA, Optical lithography</td>
</tr>
<tr>
<td>2002, [156]</td>
<td>0.5 µm InGaAs/InP</td>
<td>4 stage cascode</td>
<td>13</td>
<td>74</td>
<td>1st to achieve comparable GBP with HEMT DAs</td>
</tr>
<tr>
<td>2003, [139]</td>
<td>SiGe BiCMOS</td>
<td>3 stage cascode</td>
<td>7</td>
<td>50</td>
<td>m-Section output line</td>
</tr>
<tr>
<td>2003, [164]</td>
<td>SiGe BiCMOS</td>
<td>3-C-SSDA (CE)</td>
<td>21</td>
<td>15</td>
<td>1st HBT C-SSDA, active load, -ve impedance loss compensation</td>
</tr>
<tr>
<td>2005, [140]</td>
<td>GaAs</td>
<td>4 stage DA</td>
<td>14.5</td>
<td>26</td>
<td>2 interconnected DAs with complementary properties</td>
</tr>
<tr>
<td>2005, [148]</td>
<td>SiGe</td>
<td>6 stage cascode</td>
<td>13.6</td>
<td>32.2</td>
<td>Thin-film transmission lines, differential configuration</td>
</tr>
<tr>
<td>2011, [141]</td>
<td>2 µm InGaP/GaAs</td>
<td>6 stage cascode</td>
<td>8.5</td>
<td>43.5</td>
<td>HBT-NMOS cascode</td>
</tr>
<tr>
<td>2012, [112]</td>
<td>0.18 µm SiGe</td>
<td>10 stage cascode</td>
<td>8.2</td>
<td>31</td>
<td>HEMT-HBT cascode</td>
</tr>
<tr>
<td>2014, [120]</td>
<td>0.25 µm InP</td>
<td>SSDA (cascode)</td>
<td>7.5</td>
<td>192</td>
<td>Record GBP SSDA</td>
</tr>
<tr>
<td>2014, [120]</td>
<td>0.25 µm InP</td>
<td>2-C-SSDA (cascode)</td>
<td>16</td>
<td>235</td>
<td>Record bandwidth and GBP DA</td>
</tr>
<tr>
<td>2015, [17]</td>
<td>0.25 µm InP</td>
<td>3 stage cascode</td>
<td>10</td>
<td>180</td>
<td>-</td>
</tr>
<tr>
<td>2016, [59]</td>
<td>0.13 µm SiGe</td>
<td>5 stage cascode</td>
<td>8.2</td>
<td>31</td>
<td>3-level stacked structure</td>
</tr>
</tbody>
</table>

The proposed expression demonstrated a predictive accuracy within approximately 1 dB of the simulated gain across the majority of the amplifier passband. This was followed in 1994 by a small-signal gain prediction model considering practical terminations [167]; and in 1995 by a report presenting analytical prediction for the small-signal gain of an HBT DA in dual-fed configuration [168].

Iqbal and Darwazeh (1996) introduced a new technique for modelling the HBT DAs, based on full hybrid-π model of the HBT [15]. The reported model incorporated all feedback and parasitic elements associated with the transistor, resulting in significantly higher predictive accuracy. A unilateral HBT model for DA design oriented to a fast prediction of the performance of HBT DAs MMIC was also proposed by Paoloni and Agostino [169]. The model attempted to present the effects of HBT parasitics with a simpler and more intuitive expression than in previous models. Their paper also included a graphical design procedure based on a set of generalized charts as a simple design aid. To facilitate the design of low noise HBT DA based optical receivers, by providing an insight into how various param-
eters influence noise performance, Iqbal and Darwazeh (1999) derived expressions for the equivalent input noise current spectral density (EINCSD) of the amplifier [170]. Based on the analytical framework reported in their earlier paper [15], the derived EINCSD expression included noise from the HBTs, the photodiode and from line terminating impedances. This was followed by an analytical model for the transimpedance gain of an optical receiver, composed of a PIN photodiode and HBT DA [171]. A similar noise analysis was presented by Tian, Freundorfer and Roy (2003) for the first photoreciever with on-chip PIN photodetector [172]; with good agreement obtained between predicted and measured noise performance.

Koon *et al.* (2001) derived what they described as optimal values for $R_{be}$, $R_{bb}$ and $C_π$, through simulation-based analysis of individual device parameter [173]. The effect of feedback base collector capacitance ($C_{cb}$) on GBP performance was also considered. It was suggested that extra active circuits may be added to achieve the optimal value of these parameters - such as reported in [116] if they cannot be realized for a practical device. However, the significance of the study is questionable, as no actual set of optimal values are presented. Furthermore, the technique adopted in the analysis, which involved varying a single parameter across a broad range while fixing all others, would result in parameter combinations that are nearly impossible or impractical to replicate in an actual device.

An analytical and experimental study by Melaini, Rudolph and Heinrich (2005) presented a relation between the optimal 3 dB cut-off frequency of the DA and the transistor frequency limits $f_T$ and $f_{max}$ [174]. Also reported was a small-signal analytical gain model, which considers small-signal parameters of the transistor equivalent circuit, the feedback resistor and the artificial transmission lines. A rather interesting conclusion was that for DA, cut-off frequency was more dependent on transistor $f_{max}$ than $f_T$. Their amplifier was the only reported HBT DA in which the amplifier bandwidth exceeded the reported $f_T$ of the process employed. The finding that $f_{max}$ had a higher influence on cut-off frequency was again quan-
titatively demonstrated through a study of DAs based on two InP technologies with different $f_T/f_{max}$ ratios - 190/120 GHz and 36/170 GHz.

Tian et al. (2003) [172] reported a noise analysis for the HBT common-collector cascode distributed preamplifier using methods similar to that adopted by Aitchison in [175], and Freundorfer and Nguyen in [176] for MESFET based designs. Hamidi et al. (2008) reported simpler but equally accurate expressions for the intrinsic noise figure of MMIC DAs, which is meant to be applicable to both MESFETs and HBT based designs.

### 3.3 Discussion

An obvious theme from the review of the reported HBT DA is the large part played by continually evolving process technology in the design of faster and more efficient DA circuits. This is due to the fact that the primary loss mechanisms of the ATLs are effects of parameters intrinsic to the transistor, rather than attenuation from the lines; thus, a significant portion of these performance limiting factors may and have been increasingly addressed with advancement in transistor design ([41,177]).

Steady improvements in transistor technologies has lead to the realisation of HBTs with higher $f_T$ and $f_{max}$ values, which has in turn supported the milestone figures-of-merit achieved. Advanced MBE processes [51], exponentially-graded doping [136], base-undercutting [8] and transferred substrate technology [27,44] are some of the reported process technologies that have driven the recorded improvement in HBT DA performance.

However, the impact of improved transistor processes on performance metrics in no way lessens the importance of innovative circuit modifications and design techniques. Apart from the availability of better performing transistors, the remarkable performance recorded with HBT DAs has also being partly driven by such circuit modification as the adapted attenuation compensation cascode for improved input-output isolation and better high-frequency performance [165]; active termination for improved low frequency performance [7]; novel transmission
line synthesis for improved reflection performance [178]; optimised inductive peaking for high frequency gain compensation and improved gain flatness [17, 120, 177]. Several reports that compare results from the conventional design approach with newly proposed circuit modifications [7, 51, 131, 146, 165, 177, 179], have demonstrated that significant performance improvement can be achieved, thereby making these ideas well worth the effort that goes into conceptualising and implementing them. Indeed, it is arguable that without the advantage conferred by new circuit modifications and topologies, the utility of advanced transistor processes will be minimal.

A particular topology that has been identified from this review, for its remarkable utility in designing HBT DAs with ultra-wide bandwidth performance, is the single-stage cascode DA and its cascaded derivative. This relatively easy to implement topology was employed in the design of the first HBT DA to achieve a gain bandwidth performance that is comparable to the state of the art in HEMT-based DAs, which was dominating this aspect of performance at the time. Also, the amplifier that holds the current bandwidth record of any process technology and topology is the DHBT based C-SSDA cascode reported by Eriksson, Darwazeh and Zirath [17, 120]. Figure 3.4(a) and 3.4(b) show the MMIC chip photos of the SSDA and C-SSDA, respectively, as reported in [17].

Going by the underlying principles of distributed amplification and the synthesis of ATLs, as set out in the early studies on the subject, the idea of having a SSDA would be considered counter-intuitive. As described in Chapter 2, the ideal transmission line is of infinite length, with each section terminated in its own image impedance. Its realistic approximation, conceptually, is required to be as long as attenuative losses allow and terminated with a resistance. With these compromises, the bandwidth of the DA can, in theory, be extended to the unity gain limit of the active device; significantly reduced reflection is achieved on the resulting ATLs; and by process of additive gain, serviceable overall gain can be achieved with the amplifier. However, achieving unity gain at the widest
bandwidth poses an impractical amplifier design target and it is more common that the single-stage power gain is high enough to justify C-SSDAs. Also, the addition of extra stages reduces overall bandwidth, as is observed in multi-stage filters. Furthermore, as the studies that introduced the SSDA show, the reduction in reflection with additional stages is only marginal and a significant measure of the required distributed effect can be achieved, even with a single stage. These observations from this review suggest an apparent suitability of the SSDA topology for ultra-wideband amplification and of HBTs as the active device in such designs.
(this would be explored in Chapter 3.3.1). In latter chapters, efforts at circuits modifications with the intent of optimising the utility, particularly the gain and bandwidth performance of the HBT SSDA, are also presented.

3.3.1 Merits of HBT in SSDA Design

As described in Chapter 2 (Section 2.4.1), HBTs and HEMTs are high performance members of bipolar and field-effect transistor families, respectively. Both exploit the properties of heterojunctions to attain performance enhancements over their homojunction counterparts [52,180]. Transistor heterojunctions are formed through the use of different semiconductor materials with different bandgaps. The material with the wider bandgap facilitates the injection of electrons into the narrower bandgap material, while also limiting the injection of holes occurring in the reverse direction. This allows a higher doping density to be used in heterojunction devices; a significant factor behind their improved performance (this is discussed with more details in the next chapter) [52].

Generally, HBTs possess some advantages over HEMTs that make them more attractive as active devices in DA design. This is primarily in the ability to deliver higher gains and better linearity than HEMTs of a similar generation [4,5]. HBTs also offer better threshold voltage uniformity and low phase jitter properties (due to the low flicker noise property of bipolar devices), important requirements for ultra wide bandwidth optical receivers for high speed optical communication [7–9]. As transistor technology continues to move farther into the terahertz bandwidth range, driven primarily by InP-based heterojunction devices, some key advantages of the HBT over the HEMT have also been identified as making them more suitable in terahertz monolithic integrated circuits (TMICs) [10–12]. InP HBTs attain much higher breakdown voltage than HEMTs at a given $f_T$, due to the wide bandgap InP collector, making them well suited for ultra-wideband power amplifiers. Other properties, such as higher digital speed and low noise performance, make it possible to have an InP-HBT-based single IC platform in which all re-
receiver and transmit components - low noise amplifier, voltage-controlled oscillator, mixer, local oscillator, phase-locked loop - can be constructed [3,11,13,14].

However, with these advantages come some notable limitations. The fact that HBTs have resistive/capacitive inputs and output introduces some added complexity to its use in DAs [15]. While the input impedance of HEMTS can be closely modelled by a series $RC$, where the value of the resistance $R$ is quite small, HBTs possess a more complex input structure [17,22]. This is due to the presence of a forward-biased PN junction between the base and the emitter, resulting in a complex characteristic impedance that makes the design of line termination more challenging [15]. The resistive input characteristic also results in higher losses on the input ATL. Neglecting transmission line losses, approximate expressions of the input line attenuation per-stage for HBT ($\alpha_{HBT}$) and HEMT ($\alpha_{HEMT}$) DAs, are given by (3.1) [22] and (3.2) [17], respectively.

\[
\alpha_{HBT} = \frac{1}{2} \sqrt{\frac{L_B}{C_{\pi}^r} \left( \frac{1}{r_{\pi}} + \omega^2 r_{\pi} C_{\pi}^2 \right)} \quad (3.1)
\]

\[
\alpha_{HEMT} = \frac{1}{2} \sqrt{\frac{L_G}{C_{gs}^r} \left( \omega^2 R_i C_{gs}^2 \right)} \quad (3.2)
\]

Additional attenuation arises due to dissipation of power in the series resistive elements $R_b$, $R_c$ and $R_e$ (see Figure 2.7); the equivalents of which tends to be lower in FETs. This effectively introduces higher attenuation with each additional stage of the HBT-based DA, meaning that fewer stages can be realised compared to a FET-based DA before the overall gain begins to drop [15,16]. Furthermore, while the HBT phase noise properties are superior to HEMTs, at low frequencies, HEMTs show superior noise figure because of low input shot noise. (The higher base resistance of HBTs results in poorer low frequency noise performance). Table 3.2 presents the merits and demerits of employing HBTs in DAs.

From the foregoing discussion, it can be said that HBTs have limitations that might make them less suitable - compared to HEMTs - in multi-stage DAs. How-
Table 3.2: Employing HBTs in DA design: merits and demerits.

<table>
<thead>
<tr>
<th>Merits</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Higher gain and linearity [4, 5]</td>
</tr>
<tr>
<td>2. Much higher breakdown voltage than InP HBTs, compared to HEMTs with similar $f_T$ [10–12]</td>
</tr>
<tr>
<td>3. Low phase noise, associated with low flicker (1/f) noise [7–9, 38]</td>
</tr>
<tr>
<td>4. Better high frequency noise performance [38]</td>
</tr>
<tr>
<td>5. Higher switching (digital) speed [3, 11, 13, 14]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Demerits</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Complex (resistive/capacitive) input nature [15, 17, 22]</td>
</tr>
<tr>
<td>2. Higher attenuation from series resistive elements [15, 16]</td>
</tr>
<tr>
<td>3. Higher input thermal noise generated by base spreading resistance [170]</td>
</tr>
</tbody>
</table>

However, this combination of properties makes them particularly suitable for application in a SSDA. The higher gain and better linearity properties coupled with the stricter limitation on the number of stages due to the resistive input characteristics makes bipolar transistors better suited in SSDAs than in multi-stage DAs. Employed in SSDAs, the gain and linearity advantages of bipolar transistors can be harnessed with limited impairment from the deficiencies arising from the lossy input nature. Moreover, as there is less accumulated capacitance for a single-stage design, the transmission line length (and hence the inductance) can be reduced with little or no detrimental effect on the overall DA response. Employed in SSDAs, the gain and linearity merits of bipolar transistors can be harnessed with limited impairment to performance from the deficiencies arising from the described complexities. Furthermore, higher gain can be achieved by cascading [17, 120, 162, 163, 179, 181, 182] or - as will be described in Chapter 5, through a matrix of single-stage cascode DAs.

### 3.4 The TSC250 InP DHBT Process

TSC250 is an InP DHBT process from Teledyne Scientific, with an emitter width of 0.25 μm. The DHBT is so-called because it uses a different material in the base, than in the collector and emitter, forming two heterojunctions in the device. Hence,
a material that can allow a higher doping concentration may be used in the base. Also, the base can be made thinner, resulting in a lower base resistance; properties that are both essential for high frequency operation. This, essentially, is how the DHBT offers higher $f_T$ and $f_{\text{max}}$ than is achievable with single-heterojunction bipolar transistors. Figure 3.5 shows a simplified schematic view of a DHBT process.

![DHBT Schematic](image)

**Figure 3.5:** Simplified schematic of the TSC250 InP DHBT device [183].

TSC250 is fabricated on an InP substrate, a highly doped p-type InGaAs base lies between the n-type InP collector and InP emitter. It is an advanced bipolar process that relies on sub-micron transistor scaling to achieve state-of-the-art device performance. Devices in this family offer typical $f_t/f_{\text{max}}$ values of 350/600 GHz, while maintaining a common-emitter breakdown voltage of more than 4 V [183]. This process was chosen for the designs reported in this thesis, particularly due to its high $f_t/f_{\text{max}}$ values. An additional consideration is that the same process was employed in the design of the DAs that hold the world record bandwidth at the time this study was carried out.
The DHBT structure is grown using MBE on four-inch semi-insulating substrates. The epitaxy utilizes a 30 nm carbon-doped base layer and a 150 nm n-type InP collector region. The emitter contact is patterned using electron-beam lithography and formed using an Au-based electroplating process [11].

![Figure 3.6: IC interconnect cross-section showing low loss THz microstrip lines and high density thin-film interconnects (Hacker et al. 2010 [11]).](image)

TSC250 is a 3rd-generation DHBT process, with emitter junction width of 256 nm. The device has a measured DC current gain of $\sim 30$. In this technology, $0.25 \times 4 \ \mu m^2$ on-wafer S-parameter measurements show $f_t/f_{max}$ of 378/808 GHz [11]. The IC process is a multi-layer interconnect back-end process with four metal layers (M1 to M4), separated by a 1 $\mu m$ benzocyclobutene (BCB) dielectric (with $\epsilon_r = 2.6$). It features thin-film resistors (TFRs), with resistance at 50 $\Omega/\square$; MIM capacitors, and 3-levels of interconnect. A 10 $\mu m$ thick BCB layer is used between the 2nd and 3rd interconnect layers, to facilitate the formation of low-loss thin-film microstrip lines [11,17]. The substrate thickness is 10 $\mu m$, with the thickness of M1 - M3 being approximately 1 $\mu m$, whereas M4 is 3 $\mu m$ thick to support higher current densities [17]. A schematic cross-section of the back-end process is shown in Figure 3.7 [183].

There are four layers of BCB (as seen in Figure 3.7) on top of the InP substrate and DHBT devices. Lying on each BCB layer is metal layers M1 - M4. These metal
layers can be connected vertically through vias - holes etched through the wafer substrate and plated to achieve conduction. The DHBT devices, TFRs and MIM capacitors (between M1 and a dedicated metal layer CAPM, accessed through vias from M2) all exist on the same topographic level [184].

Thin-film microstrip lines (TFMLs) are preferred as interconnects at frequencies well beyond 100 GHz. They can operate at much higher frequencies than microstrip interconnects, which are limited to 100 GHz due to implementation constraints [184]. Alternatively, CPWs can be adopted, as they support higher frequency operation. They also permit low inductive connections to ground and offer minimal coupling between adjacent lines. However, CPWs, being more complex implementation, are also more difficult to accurately model [49]. The TFMLs
maybe realized using M4 as the signal layer and M2 or M1 as ground; such that the dielectric thickness adds up to 3 µm or 5 µm, respectively. The small thickness of the dielectric substrates allows the TFMLs to support higher frequency operation; thicker substrates will result in reduced wavelength and consequently lower frequency performance. While using M3 as ground may offer even higher frequency interconnect performance, due to the 1 µm dielectric thickness between M4 and M1, there is the risk of unwanted coupling. Figure 3.8 is a three dimensional view of a section of a TSC250 MMIC, showing the TFML, TFR, MIM capacitor and via.

![Figure 3.8: 3D view of MMIC section showing passive circuit elements: TFML, TFR, MIM capacitor and via (Eriksson 2015 [17]).](image)

### 3.5 Derivation and Verification of Equivalent Circuit Model

The device model used in the design and simulations of the circuits in this thesis is a large-signal model that is supplied by Teledyne Scientific. It is based on Keysight’s III-V HBT model [17, 185]. The simulated DC characteristics of the DHBT device are presented in Figure 3.9.

To aid the design and optimisation of the circuits that were developed during the course of this study, parameters for a complete equivalent circuit model as described in Figure 2.7 were extracted from the full foundry large-signal model.
Figure 3.9: Simulated emitter current density, $J_E$, as a function of the collector-to-emitter voltage, $V_{CE}$, for different base currents, $I_B$, of TSC250. Emitter size: 4 $\mu$m $\times$ 0.25 $\mu$m with $I_B$ stepped from 100 $\mu$A to 400 $\mu$A in 50 $\mu$A steps (Eriksson 2015 [17]).

of TSC250, supplied by Teledyne. The parameter extraction involved derivations from known transistor values, such as the $f_T$ and $f_{max}$; and a curve fitting process to obtain similar S-parameter performance from both models. First, after setting to the bias point that optimises the transistor $f_T$ (described in the device datasheet), a basic single-stage common emitter amplifier was simulated to obtain the DC gain of the amplifier. From this, the current gain $\beta$ and transconductance $g_m$ of the amplifier at the set bias point was obtained. With $f_T$, $f_{max}$, $g_m$ and $\beta$ known, approximate values for intrinsic parameters $C_\pi$, $r_\pi$, $C_\mu$ and $r_{bb}$ were extracted using Equations (2.20) and (2.26).

As is common with bipolar transistors, a large resistance value was assumed for $r_o$. Having obtained good approximations for the all the intrinsic parameter, approximate values were chosen for the extrinsic parameters within the range expected, based on reported complete small signal model of an high $f_T/f_{max}$ HBT [186]. Afterwards, using both the foundry model and the extracted equivalent model in common emitter amplifier mode, an iterative parameter-tuning process was used to obtain closely matching curves from DC to 500 GHz.

Figures 3.10(a) to 3.10(d) present S-parameter comparison of the model based on the extracted small-signal parameters, with the response of the model supplied
by the foundry for a common-emitter amplifier. For proprietary reasons, the actual values extracted for the small-signal equivalent circuit cannot be published at this time.

Figure 3.10: S-parameter comparison: foundry process model vs extracted small-signal model.

3.6 Conclusions

This chapter has presented a review of HBT DAs reported to date. The effect of improvement in transistor and integrated circuit technology; process modifications to the conventional design; application based designs; and performance milestones have been reviewed. A section of the review was also devoted to analytical studies.
of the HBT DA, which has fostered a better understanding of the topic and has provided intuitive aids for the amplifier designer. A major takeaway from this review effort is the apparent suitability of HBTs for application in SSDA designs; evidenced by the contemporaneous state-of-the-art-performance achieved by DAs based on this topology and its cascade derivative. On one hand, the SSDA topology and its cascaded derivative take advantage of the higher transconductance and better linearity properties of the HBT, while on the other hand, by limiting the number of gain cells, losses due to the resistive input nature of HBTs is minimised.

In Chapters 4 and 5, new bandwidth extension techniques for the SSDA, and a new SSDA derivative topology, respectively are presented. The purpose of which is to extend the performance and utility of SSDAs.

The TSC250 InP DHBT process supplied by Teledyne Scientific, which is used to validate the techniques presented in this thesis, has also being described in this chapter. The techniques and topology presented in the Chapters 4 and 5, respectively, are demonstrated in simulation using TSC250. The process of extracting an equivalent small-signal circuit model from the full foundry large-signal process model, supplied by the device manufacturer, has also been described and the resulting model verified for accuracy.
Chapter 4

Artificial Transmission Line
Modifications for Bandwidth Enhancement in SSDAs

4.1 Introduction

The DA was originally conceived as a multi-celled additive amplifier [21], with four and five stages being more commonly reported. While the distributed effect that gives the DA its bandwidth advantage can be achieved with a single gain stage, it was expedient to have as many gain stages as possible, to minimise the reflection from the poorly matched resistive termination, particularly at the end of the input ATL. In addition to this, due to the gain/bandwidth trade-off, it is often the case that in designing DAs, the gain of a single stage is made low (close to unity gain) to maximise bandwidth; thus making the concept of additive gain more effective than the multiplicative gain possible through cascading [21, 28].

However, in 1981, Nwaogu and Aitchison demonstrated the concept and practicability of SSDAs [187]. The reported MESFET SSDA had a gain of 5±1 dB with 5.5 GHz bandwidth, a modest performance at the time. More importantly, the fact that a basic SSDA, as they reported, could achieve that much gain and gain flatness paved the way for the design of C-SSDAs, which retained the gain flatness and bandwidth of the conventional DA but with much higher gain from the multiplicative effect of the cascade arrangement [188]. Furthermore, advancement in transistor design has allowed the design of SSDAs with much higher GBP,
leading to even higher GBP values from cascading two or more SSDAs than with a conventional DA employing the same number of gain cells [162,179,188].

An additional motivation for SSDA designs is the potential for better bandwidth performance. Considering that both the input and output ATLs of a DA are essentially filters; and from foundational works on filter theory [189], it has been established that the degree of attenuation at and beyond cut-off increases with the number of filter stages, such that with an infinite number, of stages a perfect filter - one with zero insertion loss and a linear phase response in the pass-band and near-infinite attenuation in the stop-band - can be achieved. However in DA designs, where the aim is to extend the bandwidth as much as possible, there is an advantage to having minimal attenuation beyond the cut-off frequency of the input line. With lower attenuation, high frequency attenuation compensation techniques, such as inductive peaking and application of negative resistance, can be more easily applied on the output transmission line. This way, bandwidth extension can be achieved.

As highlighted in the the previous chapter, bipolar transistors possess a combination of characteristics that make them particularly suited for SSDA design. This chapter describes bandwidth extension techniques for the HBT SSDA, based on modifications to the transmission lines. These techniques allow the design of SSDAs with bandwidth closer to the active device transition frequency $f_T$. The described techniques may also be applied to FET-based SSDAs.

4.2 Design Concept

Figures 4.1(a) and 4.1(b) show simplified equivalent circuits of the input and output ATLs of an HBT SSDA, respectively. The lines are made up of intrinsic capacitance $C_\pi$ and $C_{ce}$ and inductive lines $L_B$ and $L_C$; with both lines coupled by the transistor transconductance $g_m$. Resistances $r_\pi$ and $r_o$ are the transistor base-emitter junction resistance and output resistance, respectively, and $R_{TERM}$ is the terminating resistance.
Equations (4.1) and (4.2) are derived to estimate the line impedances of the input \( (Z_{in}) \), and output \( (Z_{out}) \) transmission lines, respectively of a simplified conventional SSDA.

\[
Z_{in} = \frac{j\omega L_B}{2} + \frac{r_\pi (j\omega L_B/2 + R_o)}{r_\pi + (R_o + j\omega L_B/2)(1 + j\omega r_\pi C_\pi)} \quad (4.1)
\]

\[
Z_{out} = \frac{j\omega L_C}{2} + \frac{r_o (j\omega L_C/2 + R_o)}{r_o + (R_o + j\omega L_C/2)(1 + j\omega r_o C_{ce})} \quad (4.2)
\]

The design technique proposed is a three-step process, involving two modifications to the input line of the conventional SSDA and one to the output line.

### 4.2.1 Input Line Modification

As it has been established in Chapter 2, the bandwidth performance of a DA is mainly limited by the cut-off frequency of the input line [21, 28]. This is due to the fact that the input capacitances of both bipolar and field-effect transistors is usually larger than their output capacitances. Hence, by the image impedance design approach employed in conventional DA, the input line would have a lower
cut-off frequency, which will dominate the DA bandwidth performance. Therefore, as this is the main bottleneck, increasing the 3 dB cut-off frequency of the input ATL results in an increase in bandwidth of the DA. This is achieved in two steps:

**Step 1: Increase the 3 dB cut-off frequency of input line by scaling down the line length (inductor value, if discrete components are used)**

Transmission line scaling involves the reduction of the inductance on the input ATL, effectively altering the $L\cdot C$ ratio. The effect of the termination mismatch on the forward gain is compensated for through basic inductive peaking [58,190] or the more effective negative resistance attenuation technique that features a cascode and inductive lines [118,165]. The technique exploits the fact that the frequency response of an SSDA has a single gain ripple, as there is just one pole in its transfer function. This makes its relatively easy to achieve a flat gain with the output line compensation techniques.

Recall that the image impedance of the input transmission line ($Z_{o-in}$) is given by

$$Z_{o-in} = \sqrt{\frac{L_B}{C_\pi}} \left( 1 - \frac{4\pi^2 f^2 L_B C_\pi}{4} \right)$$

(4.3)

with $C_\pi$ being the base-emitter capacitance of the common emitter amplifier; $L_B$ being the inductance value required to achieve the distributed effect; and $\omega$ being the angular frequency. With the cut-off frequency of the line, $f_c = \frac{1}{\pi \sqrt{L_B C_\pi}}$ (for ideal lossless lines). At this frequency, the image impedance transitions from being purely real to being purely imaginary if the line is terminated with the DC value of $Z_{o-in}$, denoted by $Z_{o-in}^*$ such that

$$Z_{o-in}^* = \sqrt{\frac{L_B}{C_\pi}}$$

(4.4)
The cut-off frequency may be extended by scaling $L_B$ by a factor, $\zeta$ (with $\zeta<1$), while keeping the terminating impedances $R_{TERM}$ at the value of $Z_{o-in}^\ast$. This results in cut-off frequency $f_{c'}$ that is

$$\frac{1}{\pi\sqrt{L_BC_\pi}} < f_{c'} < \frac{1}{\pi\sqrt{\zeta L_BC_\pi}}$$

(4.5)

For $f_{c'} = 1/\pi\sqrt{\zeta L_BC_\pi}$, the terminating impedance must be reduced such that $R_{TERM} = \sqrt{\zeta L_BC_\pi}$. However, this would lead to a corresponding reduction in gain, as

$$Gain = N g_m \frac{\sqrt{Z_{o-in}Z_{o-out}}}{2}$$

(4.6)

$Z_{o-in}$ is the input line image impedance; $Z_{o-out}$ is the output line image impedance and $N$ is the number of gain stages. By terminating with $Z_{o-in}^\ast$, the gain is kept at the same level as will be obtained from a conventional DA.

In modelling the gain of the DA, it is often implicitly assumed - for simplicity - that the transmission lines are image-impedance terminated [21], [15], [166], [169]. However, as established in Chapter 2, this can only be achieved in the ideal scenario with an infinite length of transmission line with equal image impedance at each section, hence the need for a resistive termination. The input line modifications, considering that the line is purposively mismatched with its termination to maintain overall gain at pre-modified levels; deviates even further from the ideal matching scenario. Equation (4.8) describes the image impedance $Z_{o-in}^\ast$ of the line-scaled input transmission line.

$$Z_{o-in}^\ast = \sqrt{\frac{\zeta L_B}{C_\pi}} \left(1 - \frac{\omega^2 \zeta L_B C_\pi}{4}\right)$$

(4.7)

This is adjusted with the addition of $Z_{adj}$, given by

$$Z_{adj} = \left(\sqrt{\frac{L_B}{C_\pi}} - \sqrt{\frac{\zeta L_B}{C_\pi}}\right) \left(\sqrt{1 - \frac{\omega^2 L_B C_\pi}{4}}\right)$$

(4.8)
to approximate the effect of the mismatched termination for gain modelling. For
DAs featuring the proposed scaled input-line technique, \((Z_{o-in}^* + Z_{adj})\) replaces
the input line image impedance in existing gain models, such as presented in [21],
[15], [166], [169], as otherwise, such models would be rendered inaccurate for the
proposed design.

From (5.4), the line impedance \(Z_{in}^*\) of the scaled input line is

\[
Z_{in}^* = \frac{j\omega \zeta L_B}{2} + \frac{r_\pi (j\omega \zeta L_B^2 + R_o)}{r_\pi + (R_o + j\omega \zeta L_B^2) (1 + j\omega r_\pi C_\pi)}
\] (4.9)

Figure 4.2 shows the gain in bandwidth with incremental scaling for a hypo-
thetical HBT with \(C_\pi\) of 50 fF and 50 Ω termination. It is interesting to note
that for negligible line losses, the bandwidth is always extended with scaling at
the expense of slight degradation in the passband gain profile.

![Figure 4.2: Bandwidth improvement from transmission line scaling.](image-url)
Step 2: Introduce a high frequency peak through a shunt capacitance

To increase the bandwidth of the input line further, a shunt capacitor $C_{\text{peak}}$ is added, resulting in a high frequency resonant peak ($f_{\text{peak}}$), given to a good approximation by

$$f_{\text{peak}} = \frac{1}{2\pi \sqrt{\zeta LC_B C_{\text{peak}}}}$$  \hspace{1cm} (4.10)

Significant improvement in the 3 dB bandwidth of the input line can be obtained by optimizing the values of $C_{\text{peak}}$ and $\zeta$. The impedance $Z_{\text{in}}^{**}$ of the resulting transmission line is

$$Z_{\text{in}}^{**} = \frac{Z_{\text{in}}^{*}}{1 + j\omega C_{\text{peak}} Z_{\text{in}}^{*}}$$ \hspace{1cm} (4.11)

Figure 4.3 shows the effect of various capacitance values (normalised to $C_\pi$) on the frequency response of the transmission line.

![Figure 4.3: Effect of shunt capacitance on frequency response of 50% scaled transmission line.](image-url)
To demonstrate the utility of the described concepts, Figure 4.4 compares the bandwidth (in terms of transmission loss) of a conventional image impedance line with a 50% scaled line, a peaked line, and a line that features both 50% scaling and peaking for a transmission line with capacitance of 50 fF and 50 Ω termination. In both cases where peaking is applied, the value of the peaking capacitor is individually optimized to yield the best bandwidth performance.

![Figure 4.4: Line losses for a conventional transmission line; 50% scaled transmission line; and a 50% scaled transmission line with peaking.](image)

As can be observed in Figure 4.4, scaling the transmission line as described only marginally increases the 3 dB cut-off frequency, however, it alters the frequency response in a manner that makes capacitive peaking more effective. Added merits of transmission line scaling is the consequent reduction in attenuation due to line losses and potential reduction in overall circuit footprint.
Figure 4.5: Line losses for a conventional; Butterworth; Chebyshev and the proposed transmission line.

Furthermore, from Figure 4.5, it can be observed that the 3 dB bandwidth of the proposed transmission line significantly exceeds that of transmission lines designed based on Butterworth and Chebyshev functions, proposed in [191,192], for use in the conventional and matrix DA, respectively.

4.2.2 Gain Cell and Output Line Modification

The cascode pair gain cell is considered adequate, as this provides wider bandwidth and better input-output isolation than the CE, such that the bridge capacitance $C_\pi$ has a negligible effect.

Step 3: Apply negative resistance attenuation compensation technique to improve the overall gain profile

The effect of increasing the ratio of $C_\pi$ to $L_B$ is that the transmission line would have higher reflection, at high frequencies, leading to a dip in the gain profile.
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To counteract this, the HBT version of the attenuation compensation techniques described in [118] and [165] is modified to achieve a flat gain profile.

The key feature of this technique is the introduction of two additional transmission lines, \( L_{cb} \) (at the base of the common base transistor) and \( L_{ce} \) (between the common emitter and common base transistors) to a cascode gain cell, as shown in Figure 4.6(c). For this circuit, the output impedance \( Z_{out} \) is

\[
Z_{out} = \frac{(Z_{ce} + j\omega L_{ce})}{(Z_{ce} + j\omega L_{ce}) + (Z_{be} + j\omega L_{cb})} \left( \frac{g_m Z_{ce}}{j\omega C_{be}} + (Z_{be} + j\omega L_{cb}) \right) + Z_{ce} \tag{4.12}
\]

where \( Z_{ce} \) is the impedance between the collector and the emitter of the common collector and \( Z_{be} \) is the impedance between the base and the emitter of the common base forming the cascode pair. The value of \( L_{ce} \) is adjusted proportional to \( \zeta \) to increase the negative resistance generated in the circuit and maintain the desired high frequency gain. The resulting inductance value, is denoted by \( L'_{ce} \) in (4.13). \( L_{cb} \) is also modified appropriately to maintain stability (the resulting value is denoted by \( L'_{cb} \) in (4.13).

The resulting output impedance is given by

\[
Z_{out} = \frac{(Z_{ce} + j\omega L'_{ce})}{(Z_{ce} + j\omega L'_{ce}) + (Z_{be} + j\omega L'_{cb})} \left( \frac{g_m Z_{ce}}{j\omega C_{be}} + (Z_{be} + j\omega L'_{cb}) \right) + Z_{ce} \tag{4.13}
\]

As in [165], the value of \( L_{ce} \) is adjusted to increase the negative resistance generated in the circuit and achieve the desired high frequency gain. \( L_{cb} \) is also modified appropriately to maintain stability.

To further improve gain flatness, an inductance \( L_{cc} \) is added between the collector terminal of the common base transistor and line \( L_C \). This creates an m-section type filter [28], for which \( m = \frac{C_{ce}}{\zeta C_s} \) for delay synchronisation; and

\[
L_{cc} = \frac{1 - m^2}{4m} \zeta L_B \tag{4.14}
\]
$L_{cc}$ also offers an extra degree of freedom that can be valuable for performance optimisation.

Figure 4.6(a) shows the loss compensation circuit presented in [67], while Figure 4.6(b) shows the new SSDA schematic featuring the scaled input line, the shunt capacitance for input line peaking and the adapted loss compensation for gain flatness. Figure 4.7 is a depiction of the structure of a DA featuring the proposed modifications.

Due to the complexity of the analysis involved, the optimal values for $L'_{cb}$ and $L'_{ce}$ may be more easily obtained through computer aided optimisation. For extra degree of tunability, an inductance $L_{cc}$ is added between the collector terminal of the common base transistor and line $L_C$.

It is interesting to note that either of Steps 1 or 2 may be combined with output line attenuation compensation to achieve improved bandwidth performance. However, as is to be expected from Figure (4.4), combining the two steps yields the maximum bandwidth improvement.
(a) SSDA with inductive-peaked cascode

(b) new SSDA with scaled input line, shunt capacitance and adapted attenuation compensation

Figure 4.6: SSDA schematic circuits: inductive peaked cascode vs new bandwidth extension configuration
4.3 Performance Assessment and Verification

4.3.1 Simulations based on Ideal Transmission Lines

The aforementioned technique was initially demonstrated in simulation using the active components of the full circuit model of TSC250 [11], however, with ideal - lossless - transmission lines. The advantage of this simulation approach is that it provides the benefit of observing the intrinsic merit of the bandwidth extension technique, without the added complexities introduced by the models of lossy passive circuit components.

Figures 4.11, 4.12 and 4.13 compare the forward gain $S_{21}$ (dB), the input line reflection $S_{11}$ (dB) and the output line reflection $S_{22}$ (dB) respectively, of a conventional SSDA; SSDA with the inductive-peaked cascode technique used in [120] (Figure 4.6(a)); and a SSDA that features the proposed bandwidth extension technique (Figure 4.6(b)). For a meaningful performance comparison, all three circuits are simulated using the same process model and operate at the same bias conditions. Initial simulations were based on lossless transmission lines and ideal circuit elements. Ideal DC-blocks were used to achieve AC coupling for baseband performance. The transmission lines were only minimally optimised (especially $\zeta$ and $C_{\text{peak}}$) at this stage of the simulations, to avoid getting results that would be impossible to replicate when lossy lines and real circuit element are introduced.
Figure 4.8: Forward Gain $S_{21}$ (dB) with corresponding simulated eye diagrams at 500 Gbps (inset): conventional - 132 GHz bandwidth with 7 dB gain; SSDA with inductive-peaked cascode - 253 GHz bandwidth with 7 dB gain; and SSDA with new bandwidth enhancement technique - 328 GHz bandwidth with 7 dB gain.
Circuit simulations predict a 328 GHz 3 dB bandwidth for the new technique. This is nearly two-and-a-half times the bandwidth of an otherwise equivalent SSDA designed using conventional means and 30% higher than what is achieved with the technique adopted in [120] (Figure 4.8). The input line modifications result in a gain ripple of ±1 dB. The phase response of the new design was tested and shows linear phase up to the 3 dB gain of the amplifier, leading to good pulse response. This is indicated by an open eye shown in the inset of the figure, simulated assuming 500 Gbps data stream of $2^{12} - 1$ pseudo random binary sequence. Also, from Figure 4.8, the open eye for the new design furthermore shows its advantage when compared to the fully closed eye diagram of the conventional design and the less open one of the design following [120].

![Figure 4.9: Input line reflection $S_{11}$ (dB) comparison.](image)

Additionally, the design improves the input and output matching behaviour, as shown respectively in Figure 4.9 and Figure 4.10. The design is unconditionally
Figure 4.10: Output line reflection $S_{22}$ (dB) comparison.
stable, as both the Edwards-Sinsky stability parameters ($\mu_1$ and $\mu_2$) and the Rollett’s stability factor ($K$) are greater than 1 from DC up to 500 GHz. Furthermore, the new design displays better phase linearity and smaller delay variation than the conventional design. The group delay is simulated to be approximately $4 \pm 1$ ps from low frequencies to 500 GHz, which leads to the good pulse response observed in the eye diagram of Figure 4.8.

4.3.2 Full Foundry Simulations based on Lossy Transmission Lines

More detailed simulations that featured transmission line models with expected losses were performed. Vias required for inter-layer connections and interconnects between all circuit elements were also closely modelled and included in the simulation setup. Furthermore, ideal 1 $\mu$F AC-coupling capacitors used in initial simulations were replaced with more realisable capacitance values within the range of 2.5 pF to 3.5 pF (taking up about 50 $\mu$m $\times$ 200 $\mu$m on chip) realized with MIM capacitors. With lossy lines and real passive elements in place, the transmission lines were more rigorously optimised and it was found that a higher bandwidth could be achieved than in the initial simulations.

Circuit simulations predict a 345 GHz 3 dB bandwidth for the new technique, a 17 GHz improvement over the initial simulation result. This is almost two-and-a-half times the bandwidth of an otherwise equivalent SSDA designed using conventional means and more than 25% higher than what is achieved with the inductive-peaked cascode technique adopted in [17] (Figure 4.11). The input line modifications result in a gain ripple of $\pm 1$ dB (Figure 4.11). As expected, the lower capacitance value used for bias decoupling resulted in low frequency peaking.

The design remains unconditionally stable, with both the Edwards-Sinsky stability parameters ($\mu_1$ and $\mu_2$) and the Rollett’s stability factor ($K$) greater than 1 from DC up to 500 GHz. As initially observed, the design improves the input
Figure 4.11: Forward gain $S_{21}$ (dB): conventional - 140GHz bandwidth with 8 dB gain; SSDA with inductive-peaked cascode - 275GHz bandwidth with 8 dB gain; and SSDA with new bandwidth enhancement technique - 345 GHz bandwidth with 8 dB gain.

matching behaviour, as shown in Figure 4.12, though the output match is slightly worse (Figure 4.13).

In addition to the improved performance, the SSDA based on the new technique also occupies 12% less chip area compared to the inductive-peaked cascode SSDA circuit.
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Figure 4.12: Input line reflection $S_{11}$ (dB) comparison.

Figure 4.13: Output line reflection $S_{22}$ (dB) comparison.
4.4 MMIC Layout

The laying-out process for the circuit, represented by the schematic in Figure 4.7, involved the following.

- DHBTs with emitter area of $0.25 \, \mu m \times 6 \, \mu m$ were used in the cascode gain cell as a compromise between gain, bandwidth and power consumption.

- Artificial transmission lines for the DA were implemented using thin-film microstrip lines on the topmost layer M4.

- The second metal layer M2 was used as the ground plane allowing low inductive connection between emitter and ground, with M1 is used for dc connections. The advantage of this is that the ground plane (M2) serves as a shield, separating the signal layer (M4), which carries RF signal from the layer with DC.

- In order to have a high inductance, the width of the microstrip lines in the input and output ATLs were chosen as narrow as the process tolerances allow, which resulted in a characteristic impedance of 75 $\Omega$. The simulated loss of the microstrip lines is 1.2 dB/mm.

- The connections from the input transmission line to the common-emitter devices were designed to be as short as possible since any inductance here reduces the gain and the bandwidth. The two devices in each gain cell are connected with a low-impedance low-loss microstrip line.

- To minimise electromagnetic couplings and losses in both MMICs, significant spacing ($>40 \, \mu m$) was kept between adjacent transmission lines carrying RF signals and meandered lines were avoided.

- Tapered transitions were included at points where transmission lines of different dimensions connect and at corners.
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Figure 4.14 shows the planar MMIC layout of the SSDA featuring the input line compensation techniques described in this chapter. A layout was also designed for the optimised inductive-peaked cascode (Figure 4.15 shows the planar MMIC layout) for performance comparison. However, this chip could not be sent in with the same tapeout batch, due to the limited wafer space available to this project at the time.

Figure 4.14: Chip planar layout: SSDA with input line scaling and capacitive peaking (chip area: 615 µm × 475 µm).
4.5 SSDA MMIC Measurement

The fabricated MMIC occupies an area of 460 µm × 620 µm and can be seen in Figure 4.16. The verification of the amplifier performance was done via small-signal on-wafer probing measurements. Due to the wide bandwidth of the amplifier, two different measurement setups were required to characterize it\(^1\).

The low frequency response of the amplifier was measured from 100 MHz - 120 GHz with the VectorStar ME7838A series broadband vector network analyser (VNA) by Anritsu via 75 µm, 145 GHz Infinity probes. The input power was set to -20 dBm to avoid saturating the amplifier. The high frequency response was measured from 140 GHz - 220 GHz a with PNA-X N5247A VNA by Keysight,\(^1\)

\(^{1}\)Measurements were done at the Department of Microtechnology and Nanoscience (MC2), Chalmers University of Technology Göteborg Sweden on the 1st and the 27th of November 2019.
using VDI WR-5.1 frequency extenders and WR-5.1 waveguide probes. The input power was set and calibrated at -10 dBm to accommodate for the optimal operation of the frequency extenders. The limitations of the measurement equipment did not allow measurement in the 120 GHz - 140 GHz band. In both setups, the measurement reference plane was calibrated to the probe tips, via certified calibration substrates. The MMIC was voltage-biased using Keysight ES6312A triple output programmable DC power supply with 150 µm pitch Picoprobes.

S-parameter measurements from the two measurement setups are presented as solid lines in Figure 4.17. A forward of gain of 7.1 dB and 200 GHz bandwidth was measured. Due to significant departure of the measured response from what was predicted from original simulations -the gain and bandwidth performance were less than predicted by 18.75% and 42%, respectively - new post-measurement simulations were conducted (results shown in dashed lines), with additional parasitics, such as bond pad parasitics, that were not included in the foundry model. Based on the post-simulation results, a good degree of agreement was observed for the
input and output reflection ($S_{11}$ and $S_{22}$, respectively) measured using the low frequency measurement setup with the performance measured from the MMIC. Furthermore, on the higher frequencies, the measured results show some unaccounted resonances on both input and output reflection curves around 150 GHz and 200 GHz. The resonances also manifest as ripples in the forward gain curve. Also, the measured bandwidth and gain profile is not as accurately predicted by the post-measurement simulation. There is good agreement between the simulated and the measured forward gain in terms of the bandwidth of 200 GHz. However, with average measured gain at 7.1 dB, there is an average shortfall in gain of 2.5 dB, when compared to the simulated response across the device bandwidth. This performance clearly suggested the presence of extrinsic/parasitic components that are yet unaccounted for even with this round of simulations.

Considering that the loss in gain was across the entire amplification bandwidth of the MMIC (rather than being limited to high frequency region), the loss in gain could be attributed to the presence of additional extrinsic emitter resistance $R_e$
beyond what is accounted for in the foundry model, with an associated inductance $L_e$. Also, there is a possibility that the vias connecting the layers of the MMIC had parasitic impedances that were not fully accounted for in models. Combined, these parameters presented as an emitter degenerating impedance between the emitter and ground in the MMIC, hence reducing gain. This explanation is justified by the commensurate reduction in measured gain of the matrix MMIC, as will be seen in Section 5.5 in the next chapter.

Regarding the resonance observed in the input and output reflection curves, simulations showed that the resonant points were very sensitive to the inductance and capacitance of the DC bias probe used. Figure 4.18, shows a plot of the simulated response of the amplifier without ground inductance, with 10 pH inductance to ground and with 100 pH inductance to ground. Furthermore, a full electromagnetic simulation study of the substrate, including the through-substrate-vias used, indicated that the substrate could sustain resonant modes at frequencies close to 160 GHz and 190 GHz. These resonances would account for the output reflection coefficient approaching 0 dB. In both of these cases, their effects are expected to
be alleviated by packaging the MMIC, which would improve both the decoupling and the grounding of the amplifier.

Since the amplifier consists of a single cascode pair, it was straightforward to tune the gain of the amplifier, based on the base bias $V_{bb}$ and the cascode bias $V_{casc}$, to achieve various gain profiles. The measured results for a variety of bias voltages is presented on Figure 4.21, where a gain tuning range of 5 dB up to 12 dB was demonstrated.

A comparison of the amplifier with state-of-the-art SSDAs and multiplicative DAs in literature is presented in Table 4.1. The amplifier presented in this work has the highest bandwidth among all single-stage designs and is only outperformed by the two-cascaded DA in [17]. The main limitation of the amplifier is the lower
Table 4.1: Comparison of the performance of new SSDA with state-of-the-art SSDAs and C-SSDAs.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Gain (dB)</th>
<th>Bandwidth (GHz)</th>
<th>GBP (GHz)</th>
<th>Pdc (mW)</th>
<th>Area (mm$^2$)</th>
<th>DA Topology</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>250 nm InP HBT</td>
<td>7.5</td>
<td>192</td>
<td>455</td>
<td>40</td>
<td>0.24</td>
<td>SSDA</td>
<td>[17]</td>
</tr>
<tr>
<td>250 nm InP HBT</td>
<td>16</td>
<td>235</td>
<td>1480</td>
<td>117</td>
<td>0.41</td>
<td>2-C-SSDA</td>
<td>[17]</td>
</tr>
<tr>
<td>130 nm SiGe BiCMOS</td>
<td>13</td>
<td>170</td>
<td>759</td>
<td>74</td>
<td>0.22</td>
<td>4-C-SSDA</td>
<td>[103]</td>
</tr>
<tr>
<td>130 nm SiGe BiCMOS</td>
<td>16</td>
<td>175</td>
<td>1102</td>
<td>360</td>
<td>0.38</td>
<td>2-C-SSDA (Balanced)</td>
<td>[108]</td>
</tr>
<tr>
<td>250 nm InP HBT</td>
<td>7.1</td>
<td>200</td>
<td>455</td>
<td>75</td>
<td>0.28</td>
<td>SSDA</td>
<td>This Work</td>
</tr>
</tbody>
</table>

gain at the lower frequencies which is offset by the tunability range at the higher end of the frequency range.
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4.6 Discussion

This study on ATL scaling and capacitive peaking builds on the potential of SSDAs to achieve improved bandwidth performance. Essentially, with this concepts, the advantage of the SSDA in achieving distributed effects with minimal length of inductive lines is extended within the limits of acceptable wideband amplifier performance. Transmission line scaling offers merits in two respects: a wider bandwidth from the increased cut-off frequency of the ATL; and reduced attenuation associated with transmission line losses. Transmission line scaling, as described in this thesis and to the best of the author’s knowledge, is entirely novel. Conceptually, the technique would be considered as divergent to classical distributed amplification theory, as its implementation would result in increased reflection from the purposive mismatch between the input ATL and termination. The viability of the approach rests on the uniqueness of the SSDA. The less stringent roll-off properties of the input ATL of the SSDA (essentially a 3rd order lowpass filter)
allows the implementation of the proposed modification, with limited impairment to performance.

The use of capacitive peaking - in some form - to achieve bandwidth enhancement has been reported for transimpedance amplifier design in [193]; as an AC-signal resistance-bypass; and in [194] based on a Butterworth-type implementation. However, its application in DA image-impedance transmission line synthesis and combination with inductive-scaling is the first application of the concept - in the manner described - to the DA. The application of the capacitance is similar in functionality to stub matching as both approaches create a similar effect. Indeed, in arriving at this approach, stubs designed based on half-

\[ m \]

sections were initially tested for matching at specific frequencies, similar to what is achieved with the capacitor. However the advantage of using plain capacitance (realized with the MIM capacitor in this case) is the reduced transmission line losses at frequencies other than the resonant frequency. Applied in isolation, it is observed that capacitive peaking on the input line offers limited bandwidth improvement with the gains arising from combining and optimising the scaling, peaking and attenuation compensation - the three aspects that comprise the new technique.

The capacitive peaking technique is not to be confused with capacitive coupling technique (also described as the capacitive division technique), which has being applied to distributed power amplifier design [23, 110, 195–197]. This technique was initially conceived by the separate teams of Kim and Tserng, and Ayasli et al. in 1984 to increase broadband output power and efficiency of FET based DAs, by increasing the gate width. The technique could also offer merit in bandwidth improvement as it can be used to reduce the effective input capacitance and synchronise the phase velocity of the signal propagating on the input and output lines. However, while some measure of bandwidth improvement may be achieved with the technique, this improvement is offset by the high-pass effect that arises from placing a capacitor at the input of the active device (as can be observed in the results published in [23, 110, 195–197]). The high-pass effect is even more severe
with very high $f_T$ processes, which have comparatively low input capacitances and require series capacitance of similar order to implement the technique. Furthermore, the series capacitor forms a voltage divider circuit at the base/gate of the active device and a portion of the input signal is lost to its capacitive reactance. Hence, while the bandwidth may be improved, the gain-bandwidth product will not increase by the same factor - and might indeed drop. In [198], Kobayashi et al. reported a capacitively coupled DA with baseband performance, implemented by bypassing the coupling capacitor with a series resistor. However, even at higher bias current, the amplifier reported a lower gain, when compared to a conventional cascode based on the same process, due to voltage drop across the bypass resistor. Also, the bandwidth in this case was also less, which could be attributed to the significantly higher bias at which the capacitively coupled DA was driven. (The conventional cascode design achieved a nominal gain of 16 dB with a 24 GHz bandwidth, while the capacitively coupled cascode design achieved 12.5 dB gain at 20 GHz bandwidth [198]). Implementation-wise, capacitive coupling is achieved with a series capacitor at the base/gate of the active device, while in the proposed approach a shunt capacitor is added to the input line; effectively increasing the filter order by one.

However, it is important to point out that the transmission line scaling technique will find limited functionality in multi-stage DAs, as the limited distributed effect and corresponding increased reflections become more pronounced. This is even more so with HBT-based DAs, due to the complex input nature and associated mismatch losses. Hence, to meet higher gain requirements, SSDAs based on this bandwidth enhancement technique can be suitably applied as units of high-gain wideband amplifiers through cascading or in a single-stage matrix topology, as will be described in the next chapter. Finally, it is noteworthy that while in this study, the scaling and capacitive peaking techniques have been described and applied in the context of HBT based SSDAs; the techniques can be also suitably applied to field-effect based SSDAs as well. Indeed, the possibility of applying
the described techniques to multistage HEMT based DAs is envisaged, due to the better matching properties of field-effect devices.

4.7 Conclusions

The peculiarities of the SSDA topology make it possible to drive new generation transistor processes close to their bandwidth limit and would be instrumental in making terahertz bandwidth circuitry much more practical. A new design technique for bipolar based SSDAs is introduced, through which significant improvement in bandwidth can be achieved. It involves purposely scaling down the inductance and introducing a high frequency $LC$ peak (through a shunt capacitance) on the amplifier’s input line; and negative resistance attenuation compensation on the output line. This technique can be used to achieve DAs with significantly wider bandwidth and with improved time-domain response and input and output matching behaviour. By cascading or forming a matrix of such SSDAs, very high gains can also be achieved.

The utility of the described technique has been demonstrated in simulation tests, based on full foundry process models with expected losses factored in. Results from these tests predicted a gain of 8 dB and 345 GHz bandwidth. However, the fabricated SSDA MMIC had a gain of 5 dB and 194 GHz bandwidth, consuming 75 mW of power. While this is a remarkable performance and sets a record bandwidth for the SSDA, parasitic effects from the multilayer interconnect back-end process resulted in a loss of bandwidth of nearly 44%, when compared to full simulation. To take full advantage of the bandwidth optimisation technique, future designs will need to incorporate such parasitic resonant modes in pre-fabrication simulation studies. Furthermore, it is expected that packaging the MMIC bare die in modules would improve both the decoupling and the grounding of the amplifier.
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Matrix SSDA: Design and Analysis

5.1 Introduction

The concept of the matrix DA was introduced by Niclas and Pereira in 1987 [124]. Similar to the cascaded DA, it combines the processes of additive and multiplicative amplification in the same module; a step above the conventional DA, which only employs additive gain. Hence, the size of the module can be significantly reduced when compared to other amplifier topologies of similar gain-bandwidth performance.

While the matrix DA is functionally similar to the cascaded DA, in that they both combine multiplicative and additive gain properties, there is a structural distinction. The cascaded DA consists of a number of unique DAs with the output of one connected to the input of the other; while the matrix amplifier is conventionally a multi-tier single structure, due to the presence of intermediate lines connecting the output of one tier to the input of the next tier. In the design of cascaded DAs, it is essential that the individual amplifiers be designed to give a gain response as flat as possible up to the desired maximum frequency [42]. However with matrix amplifiers, the fact that the output transmission line of a lower stage would form the input line of the stage above it means that the stages cannot be individually optimised and then combined. These intermediate transmission lines must be designed to distribute the resultant capacitance of both stages that it connects.

The advantages of the matrix amplifier over the cascaded DA include: a potential for higher gain, because both the forward and reverse waves on the inter-
mediate transmission lines are amplified by the gain stage in the tier above them, whereas the reverse wave is absorbed by the drain line termination in the cascaded DA [30, 36]; an inherent reverse isolation over wide bandwidths at reduced size [30]; better input and output matching with lower noise figure [199, 200]; reduced MMIC circuit footprint and, consequently, lower production cost [200]; and significantly less phase delay and group delay variation - an important feature for applications requiring good phase tracking [200]. The matrix topology has also been used to combine both HEMT and HBT devices on different tiers, allowing for the combination of the electrical characteristics of both devices to optimise amplifier performance [154, 201].

In this chapter, the M-SSDA is introduced. A major merit of the proposed circuit is that it employs multiplicative gain only, such that with an appreciable single-stage gain, a higher overall gain will be achieved than from a multi-staged matrix DA with equal number of gain cells. While possessing a gain mechanism, similar to the C-SSDA [17, 179], the M-SSDA inherits the advantages that the matrix amplifier has over the cascaded DA. These merits are: a smaller circuit footprint and more compactness due to the sharing of intermediate transmission lines (a major advantage in monolithic circuits); potentially lower transmission line losses; and better noise performance [124] (see Figure 5.1 for the DA family tree).

As with the bandwidth extension technique described in the previous chapter, the M-SSDA is demonstrated using the TSC250 DHBT foundry model [11]. Employing the HBT in a matrix amplifier offers a unique advantage, which extends to the M-SSDA. The high input-output capacitance ratio of HBTs allow the synthesis of intermediate transmission lines with frequency response that is close to that of the input line. Hence, the bandwidth of the amplifier is not significantly adversely affected by the combined capacitance and resulting lower cut-off frequency on the intermediate line [52]. Other merits, as discussed in Chapter 3.3.1, arise from the suitability of HBTs for SSDA and SSDA-based designs. These include
Figure 5.1: The DA family tree: Major DA configurations with the originating publication.
the higher gains and better linearity properties of the HBT [4]. The input line of
the SSDAs that make up the tiers of the matrix is designed using the line scaling
and capacitive peaking technique, to achieve wider bandwidth, with attenuation
compensation applied on the output line to achieve overall gain flatness.

5.2 Design Concept

The M-SSDA is essentially two or more SSDAs connected by intermediate trans-
mission lines, forming a $M \times 1$ matrix structure (Figure 5.2). For a $M \times N$ matrix
amplifier, (i.e. $M$ stacks of $N$-staged DAs), the overall voltage gain - assuming
lossless transmission lines - is given by:

$$ G_{\text{matrix}} = (Ng_mR)^M $$

with

$$ R = \frac{\sqrt{Z_{\text{input}}Z_{\text{output}}}}{2} $$

where $N$ is the number of cells (columns) on each layer (row) of the amplifier and
$M$ is the number of layers.

Figure 5.2: Structure of the M-SSDA.

Figure 5.3 shows the schematic and equivalent circuits of the input, intermediate
and output transmission lines of a basic common-emitter (CE) M-SSDA with
two tiers. The lines are made up of intrinsic capacitance $C_r$ and $C_{ce}$ and inductive
lines $L_B$, $L_{CB}$ and $L_C$; with the lines coupled by the transistor transconductance
$g_m$, $r_\pi$ and $r_o$ are the transistor base-emitter junction resistance and output resistance, respectively, and $R_o$ are the terminating resistances.

Figure 5.3: $2 \times 1$ CE HBT M-SSDA (a); with simplified equivalent circuits of: the output transmission line (b), the intermediate transmission line (c), and the input transmission line (d).

The voltage gain of a M-SSDA with equal line impedances is given, to a good approximation, by

$$\text{Gain} = \left( \frac{g_m Z_o}{2} \right)^M$$

where $Z_o$ is the image impedance of the transmission lines.

Equations (5.4), (5.5) and (5.6) describe the line impedances of the input ($Z_{in}$), intermediate ($Z_{int}$) and output ($Z_{out}$) transmission lines, respectively, of the simplified CE M-SSDA:

$$Z_{in} = \frac{j \omega L_B}{2} + \frac{r_\pi \left( j \omega \frac{L_B}{2} + R_o \right)}{r_\pi + \left( R_o + j \omega \frac{L_B}{2} \right) \left( 1 + j \omega r_\pi C_\pi \right)}$$

$$Z_{int} = \frac{j \omega L_{CB}}{2} + \frac{(r_\pi \parallel r_o) \left( j \omega \frac{L_{CB}}{2} + R_o \right)}{(r_\pi \parallel r_o) + \left( R_o + j \omega \frac{L_{CB}}{2} \right) \left( 1 + j \omega (C_\pi + C_{pe}) \right) (r_\pi \parallel r_o)}$$
\[ Z_{\text{out}} = \frac{j\omega L_C}{2} + \frac{r_o \left( j\omega \frac{L_C}{2} + R_o \right)}{r_o + \left( R_o + j\omega \frac{L_C}{2} \right) \left( 1 + j\omega r_o C_{ce} \right)} \] (5.6)

with \( L_B = Z_o^2 C_\pi \); \( L_{CB} = Z_o^2 (C_\pi + C_{ce}) \) and \( L_C = Z_o^2 C_{ce} \) [15, 28].

As is to be expected, the bandwidth of the M-SSDA is dominated by the cut-off frequency of the intermediate transmission line \( (f_{c(int)}). \)

\[ f_{c(int)} = \frac{1}{\pi \sqrt{L_{CB} \left( C_\pi + C_{ce} \right)}} \] (5.7)

However, as under usual bias conditions, \( C_\pi \) is significantly larger than \( C_{ce} \); the cut-off frequencies of both the input line and intermediate transmission lines are close [28].

### 5.3 Performance Prediction and Comparison

The proposed amplifier topology was initially demonstrated in a simulation study with a two-tier M-SSDA (2-M-SSDA), which featured the conventional common emitter gain cell. To show the similarity in performance of the matrix and cascaded MSSDA, Figure 5.4 compares the S-parameters of the 2-M-SSDA with a 2 cascaded SSDA (2-C-SSDA), also based on a common emitter gain cell. A plot of the SSDA forward gain is included as a reference of single-stage gain. For a meaningful performance comparison, the circuits are simulated using the same process model and the identical HBT devices are operated at the same bias conditions. All passive circuit elements of each of the identical stages are individually optimized to give the best two-stage amplifier performance. Lossless transmission lines and ideal circuit elements were used in simulations.
Figure 5.4 shows close similarity between the S-parameter performance of the 2-C-SSDA and the two-tier M-SSDA, making it a viable substitute for achieving high gain distributed amplifiers, yet with the advantage of saving circuit size.
Figure 5.4: S-parameter comparison of a 2×1 M-SSDA with a 2-C-SSDA
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5.4 Bandwidth Optimized M-SSDA

From the foregoing discussion, it is clear that extending the \( f_c \) of both the intermediate and input transmission line is crucial to improving M-SSDA bandwidth performance. The technique described in Chapter 4 is applied to both lines: scaling down the input and intermediate line inductance \( L_B \) and \( L_{CB} \); and creating a high frequency peak through the introduction of suitable shunt capacitance.

The intermediate line is scaled by a factor \( \zeta \) (with \( \zeta < 1 \)). The effect of the input line scaling is such that the resulting cut-off frequency \( f_{c'} \) becomes

\[
\frac{1}{\pi \sqrt{L_{CB}(C_\pi + C_{ce})}} < f_{c'} < \frac{1}{\pi \sqrt{\zeta L_B(C_\pi + C_{ce})}} \quad (5.8)
\]

(For \( f_{c'} = \frac{1}{\pi \sqrt{\zeta L_B(C_\pi + C_{ce})}} \), the terminating impedance must be reduced from the conventional 50 \( \Omega \) to a value, \( R_o = \sqrt{\frac{L_B}{(C_\pi + C_{ce})}} \); however, this would lead to a corresponding reduction in gain (5.3).

From 5.5, the impedance \( Z_{\text{int}}^* \) of the scaled intermediate line is

\[
Z_{\text{int}}^* = \frac{j \omega \zeta L_{CB}}{2} + \frac{(r_\pi || r_o) \left( j \omega \frac{L_{CB}}{2} + R_o \right)}{(r_\pi || r_o) \left( R_o + j \omega \frac{L_{CB}}{2} \right) \left( 1 + j \omega (C_\pi + C_{ce}) (r_\pi || r_o) \right)} \quad (5.9)
\]

As outlined in the previous chapter, to further increase the bandwidth of the intermediate line, a shunt capacitor \( C_{\text{peak}} \) is added, resulting in a high frequency resonant peak \( (f_{\text{peak}}) \), given to a good estimation by

\[
f_{\text{peak}} = \frac{1}{2 \pi \sqrt{\zeta L_{CB} C_{\text{peak}}}} \quad (5.10)
\]

The impedance \( Z_{\text{in}}^{**} \) of the resulting transmission line is given by

\[
Z_{\text{in}}^{**} = \frac{Z_{\text{in}}^*}{1 + j \omega C_{\text{peak}} Z_{\text{in}}^*} \quad (5.11)
\]

The addition of a shunt capacitance effectively increases the order of the input line filter leading to a sharper roll off. Due to the fact that the cut-off frequencies of
the input and intermediate lines \( f_{c\text{in}} \) and \( f_{c\text{int}} \) are close, to achieve significant improvement in the amplifier bandwidth performance, it is essential that \( f_{c\text{in}} \) also be increased. Scaling the input line inductance line by a different factor \( \zeta_2 \), where

\[
\zeta_2 = \zeta \left( \frac{C_{\pi} + C_{ce}}{C_{\pi}} \right) \tag{5.12}
\]

would make the scaled values of \( L_{CB} \) and \( L_B \) equal, and slightly increase \( f_{c\text{in}} \).

\( C_{\text{peak}2} \) - the peaking capacitor on the input line may be chosen as

\[
C_{\text{peak}2} = C_{\text{peak}} \left( \frac{C_{\pi}}{C_{\pi} + C_{ce}} \right) \tag{5.13}
\]

to obtain a frequency response similar to the intermediate line response. To reduce reflection on the input line an emitter-follower (EF) buffer may be added.

Here, as in Chapter 4, the modified cascode gain cell is applied. Also, the value of \( L_{ce} \) is adjusted to increase the negative resistance generated in the circuit and achieve the desired high frequency gain. \( L_{cb} \) is also modified appropriately to maintain stability.

The cascode gain cell featuring the described gain cell modification is shown as inset in Figures 5.5 and 5.10.

### 5.4.1 2 × 1 M-SSDA

The proposed modifications have been applied in the design of a two-tier M-SSDA. An alternative design features an emitter follower at the input to reduce reflection on the input line arising from the applied modifications (Fig 5.5).

Figures 5.6, 5.7a and 5.7b, compare the S-parameter performance of the bandwidth optimised M-SSDA with EF input buffer and a three-tier CE M-SSDA using lossless transmission lines and ideal passive network elements. S-parameter results of the bandwidth optimised M-SSDA without an EF buffer is also included to show its effect, particularly on the input reflection \( S_{11} \) (dB) (Figure 5.7a). All three cir-
circuits were simulated using the same process model and operate at the same bias conditions.

Circuit simulations predict 13.5 dB gain and 318 GHz 3 dB bandwidth for 2-M-SSDAs, which feature the bandwidth enhancement modifications (Figures 5.6). This is more than three times the bandwidth of a conventional 2-M-SSDA - based on a common-emitter gain cell (Figure 5.6). It can also be observed in Figure 5.7a, that with the addition of a common collector input buffer, there is significant reduction in the input reflection ($S_{11}$) of the modelled amplifier from a peak value of $-3$ dB to a more desirable $-9$ dB.

Based on these results, a more complete modelling that included foundry model passive elements and transmission line losses was performed. This study also included losses due to vias and transitions across the multilayer MMIC process. S-parameter results from this study are presented in Figure 5.8. A comparison is made between the initial study based on ideal circuit elements (represented in Figure 5.8 with dashed lines) and the full foundry based study (represented with solid lines).

A gain of 13.5 dB at 300 GHz bandwidth is predicted based on this study. Figure 5.9 shows the planar MMIC layout of the amplifier.
Figure 5.5: Two-tier M-SSDA schematic with scaled input and intermediate transmission lines. Inset shows the modified gain cell.
Figure 5.6: S-parameter comparison of a two-tier CE M-SSDA, a two-tier M-SSDA with bandwidth extension; and a two-tier M-SSDA with bandwidth extension and EF input buffer: forward gain $S_{21}$ (dB) comparison.
Figure 5.7: S-parameter comparison of a two-tier CE M-SSDA, a two-tier M-SSDA with bandwidth extension; and a two-tier M-SSDA with bandwidth extension and EF input buffer: input line $S_{11}$ (dB) and output line reflection $S_{22}$ (dB) comparison.
Figure 5.8: Two-tier M-SSDA with bandwidth extension: lossless transmission lines and ideal passive element (dashed lines); lossy transmission lines, passive elements with vias and transitions (solid lines).
Figure 5.9: MMIC planar layout: two-tier M-SSDA with bandwidth extension (footprint: 565 µm × 600 µm).
5.4.2 3 × 1 M-SSDA

As an effort towards achieving significant improvement over the state of the art in GBP performance, a three-tier M-SSDA has been designed and laid out as a MMIC. This amplifier is also based on the bandwidth optimisation technique proposed in Chapter 4 and features an EF input buffer. A schematic of the 3-M-SSDA is presented in Figure 5.10. The design is also based on the TSC250 DHBT foundry process model. Circuit simulations based on a full foundry model with transmission line losses and via transitions predict a 324 GHz 3dB bandwidth for the new technique (Figure 5.11). Figure 5.12 shows the planar MMIC layout for the 3-M-SSDA with bandwidth extension modifications.
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Figure 5.10: Three-tier M-SSDA schematic with scaled input and intermediate transmission lines. Inset shows the modified gain cell.
Figure 5.11: Three-tiered M-SSDA with bandwidth extension: lossless transmission lines and ideal passive element (dashed lines); lossy transmission lines, passive elements with vias and transitions (solid lines).
Figure 5.12: MMIC planar layout: three-tier M-SSDA with bandwidth extension (footprint: 766 µm × 800 µm).
5.5 M-SSDA MMIC Measurement

Figure 5.13 shows the microphotograph of the fabricated MMIC matrix-SSDA, with actual dimension of 1 µm × 1 µm. The verification of the amplifier performance was done via small-signal on-wafer probe measurements using two measurement setups - 100 MHz – 67 GHz (shown in Figure 5.14); and 140 GHz – 220 GHz (shown in Figure 4.20). The low frequency response of the amplifier was measured using Keysight’s N5247A PNA-X series broadband VNA, with 75 µm 145 GHz Infinity probes. The input power was set to -20 dBm to avoid saturating the amplifier. The high frequency response in the band between 140 GHz - 220 GHz was measured with PNA-X N5247A by Keysight using VDI WR-5.1 frequency extenders and WR-5.1 waveguide probes. The input power was set and calibrated at -10 dBm to accommodate for the optimal operation of the frequency extenders. The matrix MMIC amplifier required eight voltage sources to bias its three stages: three base voltage sources (V_{BB1}, V_{BB2} and V_{BB3}); three collector voltage sources V_{CC1}, V_{CC2} and V_{CC3}; one voltage source to bias the three common-base transistors forming the cascode of each gain cell (denoted by V_{casc}); and one voltage source to bias the emitter follower (denoted by V_{EF}). This required two additional DC power supply units compared to the measurement setup, used in characterising the SSDA, and an additional 150 µm pitch DC probe. For ease of tunability, two Keysight ES6312A triple output programmable DC power supply units were used to supply the V_{BB1}, V_{BB2}, V_{BB3} and V_{casc}, while the DC supply function of an Hewlett-Packard 4145B semiconductor parameter analyzer was used for V_{CC1}, V_{CC2}, V_{CC3} and V_{EF}.

S-parameter measurements from the two measurement setups are presented as solid lines in Figure 5.15. A forward of gain of 12 dB and 170 GHz bandwidth was measured with good input and output matching of less than -5 dB all through the measured bandwidth. As with the measurement for the SSDA reported in the pre-

\footnote{Measurements were done at the Department of Microtechnology and Nanoscience (MC2), Chalmers University of Technology Göteborg Sweden on 13 - 14 March 2019.}
ceding chapter, there is also a significant departure of the measured response from what was predicted from original simulations. Hence, new post-measurement simulations were conducted (results shown in dashed lines), with additional parasitics that were not included in the foundry model.

Based on the post-measurement simulation, a good degree of agreement may be observed in the $S_{21} \text{ (dB)}, S_{11} \text{ (dB)}$ and $S_{22} \text{ (dB)}$ measured using the low frequency measurement setup with the performance measured from the MMIC. However, for the higher frequency measurement, while the output reflection measurement closely matches prediction, the forward gain and the input reflection do not follow the predicted profile. The amplifier also shows a sharp roll-off at 170 GHz which is peculiar, considering the relatively low input and output reflections. Comparing the simulated and measured input reflection curves, it may be observed, that at ∼170 GHz, while a sharp -40 dB dip is predicted in simulation, only a -15 dB dip is
measured, this followed by a slight peak. This, however does not fully explain the rapid gain roll-off. Considering the structure of the three-tier M-SSDA, the two intermediate transmission lines are essentially input/output transmission lines with reflections, which cannot be measured, as there are no pads connected to these lines on the M-SSDA MMIC. The cumulative effect of similar or worse reflections from these lines may well explain the overall gain response. Furthermore, as the peaking inductors required to maintain the flat gain profile are formed from transmission lines with the same properties as those used on the input, intermediate and output lines, differences in the foundry model and fabricated lines would also result in a disparity between simulated and measured responses.

Table 5.1 presents a comparison of the new M-SSDA with the state-of-the-art matrix distributed amplifiers. It is noted that the M-SSDA reported in this chapter has both the highest bandwidth and GBP of any matrix DA reported in open literature, to date.
5.6 Discussion

The M-SSDA and C-SSDA topologies improve the utility of the SSDA by providing a means to achieving appreciable gain, without compromising the bandwidth. As both only feature multiplicative gain, they have been collectively termed as multiplicative DAs. Connected to their gain mechanism, multiplicative DAs can

Table 5.1: Comparison of the performance of new M-SSDA with state-of-the-art matrix DAs.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Gain (dB)</th>
<th>Bandwidth (GHz)</th>
<th>GBP (GHz)</th>
<th>Pdc (mW)</th>
<th>Area (mm$^2$)</th>
<th>Topology</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.18 μm CMOS</td>
<td>9.5</td>
<td>50</td>
<td>149</td>
<td>420</td>
<td>1.54</td>
<td>2 × 4</td>
<td>[202]</td>
</tr>
<tr>
<td>0.18 μm CMOS</td>
<td>6.7</td>
<td>45.6</td>
<td>99</td>
<td>497</td>
<td>1.89</td>
<td>2 × 4</td>
<td>[203]</td>
</tr>
<tr>
<td>0.25 μm GaAs PHEMT</td>
<td>19</td>
<td>19.5</td>
<td>174</td>
<td>270</td>
<td>7</td>
<td>2 × 4</td>
<td>[204]</td>
</tr>
<tr>
<td>0.25 μm GaAs PHEMT</td>
<td>20</td>
<td>19.5</td>
<td>195</td>
<td>500</td>
<td>7</td>
<td>2 × 4</td>
<td>[204]</td>
</tr>
<tr>
<td>90 nm CMOS</td>
<td>13.4</td>
<td>21</td>
<td>124</td>
<td>12.5</td>
<td>0.41</td>
<td>2 × 4</td>
<td>[206]</td>
</tr>
<tr>
<td>250 nm InP HBT</td>
<td>12</td>
<td>170</td>
<td>677</td>
<td>183</td>
<td>0.28</td>
<td>3 × 1</td>
<td>This Work</td>
</tr>
</tbody>
</table>
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offer significant advantage in power consumption, as they present the possibility of reaching a set gain target with fewer active devices than the multi-stage DA. Indeed, both multiplicative DA variants can be considered as functional equivalents, with the major advantages possessed by the M-SSDA being down to the availability of more flexibility for optimisation. With the M-SSDA, it is easier to optimise for reduced footprint by modifying the input and intermediate transmission lines without significantly compromising the matching. A similar optimisation approach can be adopted to achieve less phase delay and group delay variation. Furthermore, as M-SSDAs are more amenable to transmission lines with less inductance values than prescribed by the conventional ratio, it is possible to reduce attenuative losses and noise contributions from the ATLs.

Since the introduction of the matrix amplifier concept, there have been few reported circuits - twelve design-based publications and eight unique designs [124, 127, 200, 202–204, 206–210]. This could be attributed to a higher MMIC implementation complexity due to the intermediate transmission line and marginal comparative merits. Furthermore, while under similar conditions, the matrix and cascaded DAs would provide the same amount of gain, the matrix should, in theory, offer slightly less bandwidth as the intermediate transmission line would have a lower cut-off than the bandwidth-limiting input line of the cascaded DA (interestingly, a comparison between both topologies performed by Agostino and Paoloni (1995) reported equivalent gain and bandwidth performance under small signal conditions [210]). None of the reported matrix amplifiers is based on a SSDA, qualifying the M-SSDA as a new design, in the same order as the C-SSDA [188]. Furthermore, with the application of the bandwidth extension technique also developed as part of this PhD research, record bandwidth and gain-bandwidth product results are predicted. However, for multiplicative DAs to be considered suitable replacements for the multi-stage DA in system applications, a noise performance comparison is required. As will be explored in the next chapter, multi-stage DAs have a unique noise characteristic in that the noise figure reduces with additional stages, rather
than increase. This is not the case with multiplicative DAs, which essentially follow the Friis formula for cascaded systems, with noise increasing with additional stages. Hence, for multiplicative DAs to be useful in system applications, it is necessary to show that the gain available from this device justifies the noise it adds to system in the context of the competing multi-stage DA topology. This is the topic of the next chapter.

5.7 Conclusions

The M-SSDA - a multi-tier single-stage amplifier - is proposed as a more compact high gain alternative to the C-SSDA with smaller circuit footprint, potentially lower transmission line losses and better noise performance. By employing only multiplicative gain, the amplifier offers more gain-per-device than both the conventional DA and matrix amplifier. A three-tier M-SSDA circuit optimized for bandwidth and gain flatness is also presented. This design features scaled input and intermediate transmission lines and high frequency peaking is introduced through shunt capacitance. Negative resistance attenuation compensation is applied in the gain cells to achieve a flat gain profile. Simulation results based on a full foundry DHBT process predict a gain of 20 dB at 324 GHz bandwidth; this is more than a threefold bandwidth improvement compared to the basic CE M-SSDA. The three-tier M-SSDA was fabricated and measured a gain of 12 dB and 170 GHz bandwidth. While this performance falls short of pre-fabrication simulation performance, it nevertheless represents
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Noise Performance of the SSDA and its Derivative Topologies

6.1 Introduction

Having established the potential of the single-stage and multiplicative DAs for remarkable gain-bandwidth performance, it is necessary to assess their noise performance, in order to appraise the utility of the topology in system applications. While the SSDA topology presents notable advantages in design simplicity, wide-band performance and higher average gain, it offers a poorer signal-to-noise behaviour compared to multi-stage DAs. One rather interesting merit of multi-stage DAs is that with each additional stage, the overall noise figure reduces in the amplifier passband\(^1\), improving SNR at the output - a merit that the SSDA and its derivative amplifiers do not share. Figure 6.1(a) and Figure 6.1(b) show comparisons of the forward gain and noise figure, respectively, for a single-stage, two-stage and a three-stage DA based on TSC250 common emitter gain cells, demonstrating the reduction in noise figure with additional stages. The peculiar noise performance of conventional multi-stage DAs - i.e. the possibility of reducing noise figure while simultaneously increasing gain - is a particularly valuable property.

This chapter presents an analytical and simulation-based study of the noise figure of SSDA derivative topologies: the C-SSDA and M-SSDA. Studies of the

---

\(^1\)This can be understood by considering an \(N\)-stage DA to which a further stage \((N + 1)\) is added at the output. The signal voltage contributed by the \((N + 1)\)th stage will add linearly with the voltage contributions from the previous \(n\)-stages, while the noise contribution from the \((N + 1)\)th stage will add quadratically [175, 199, 211].
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Figure 6.1: Comparison of forward gain $S_{21}$ (dB) and noise figure (dB) for the SSDA, two-stage and three-stage DA. Analysis based on TSC250 common-emitter gain cell with transmission lines optimised for bandwidth and gain flatness. All circuits operate at same bias.
noise figure performance of field-effect-based DAs have been reported, most defini-
tive amongst which are the works of Niclas and others in [199,211] and Aitchison in [175]. Noise figure analysis for cascaded and matrix DA configurations [200],
with different gain cells (common emitter [175,176,199,211], cascode [212] and commón collector cascode [172]) and under different loading and termination condi-
tions [213,214] have also been reported. These studies form the bases for the
extraction of models for the noise performance of the SSDA, C-SSDA and M-SSDA.

A common application of DAs is as preamplifiers, where the 50 Ω matched
source is replaced with a current input from - for instance - a photodiode. Evalu-
ating noise performance in such cases require that the nature of the input be taken
into account. Hence, expressions for the equivalent input noise current spectral
density (EINCSD) for the SSDA with grounded-source (FET), common-emitter
and common-collector-cascode HBT gain cells are also presented, based on models
available in the open literature. These expressions are extended to multiplicative
DAs with $M$ tiers.

This chapter contains two main sections: Section 6.2 describes noise figure
modelling for the SSDA, and presents new equations for the multiplicative DA,
while Section 6.3 describes EINCSD modelling. In Section 6.2, following the ap-
proach advanced by Aitchison (1985) [175], the noise models for a FET SSDA
based on simplified equivalent circuits are first derived, after which new equations
for the multiplicative DA are derived and tested. Following a similar approach, and
using a simplified equivalent HBT model, the equations derived for the FET based
DA are extended to the HBT case. Considerations to adapt the Friis’ formula for
cascaded systems to the multiplicative DA are presented, with the adapted Friis
formula, which was newly derived, and also verified. In Section 6.3, which describes
EINCSD derivation, the approach advanced by Iqbal and Darwazeh (1999) [170]
is adopted first in deriving the EINCSD of the FET based SSDA, after which new
equations for the multiplicative DA are derived and tested.
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The main focus of this chapter is to highlight the peculiarities of the SSDA topology and its multiplicative derivatives, the significance of which is to offer insight into the noise performance mechanism of the SSDA topology and present approaches to design optimisation that minimise noise and maximise gain-to-noise ratio, based on available trade-offs to match system specification. Hence, for simplicity, inductances and capacitances of the transmission line and their parasitic contributions have not been included. Also, as the noise contribution of the gain cell has already been treated exhaustively in the open literature, the outcomes of such studies have been included, rather than deriving new models.

6.2 Noise Figure Modelling in Multiplicative DAs

6.2.1 Evaluating Single-Stage Noise Figure

The noise sources of DAs have been identified as: noise associated with the active device(s) in each of the $N$ gain stages; thermal noise contribution from the source impedance at the IEEE standard temperature for noise measurement ($T_o$), which is 290 K (16.85°C) [215]; thermal noise contribution from input and output transmission line terminations at $T_o$; and noise contributions from lossy (resistive) transmission line elements [175, 211]. The noise associated with the load impedance is considered part of the network that follows the DA, and is therefore, not included as a contributor to the DA noise figure. The losses associated with the transmission line elements (which may include lossy inductors or capacitors) is also usually neglected in analysis, as these are comparatively small [175, 199, 211, 213]. This also reduces the complexity of the analysis and results in a generic model, avoiding the need for new equations to be derived for the different transmission line implementations that exist.
For SSDAs based on FET devices

First, the case in which a field-effect transistor (FET), such as the MESFET or HEMT is used as the active device, is considered. Figure 6.2 shows a simplified equivalent circuit model for a MESFET/HEMT, featuring its associated Van der Ziel gate and drain noise sources [216].

\[
F_n = 1 + \frac{\Delta N}{kT_oBG_f} \tag{6.1}
\]

where \(G_f\) is the DA forward gain, \(k\) is Boltzmann’s constant \((1.38 \times 10^{-23} \text{J/K})\), \(B\) is the bandwidth over which noise is measured [214] and \(\Delta N\) is the added noise from the amplifier to its output,

\[
\Delta N = N(Z_{\pi g}) + N(Z_{\pi d}) + N_{\text{FET}} \tag{6.2}
\]

where \(N(Z_{\pi g}) = kT_oB\) and \(N(Z_{\pi d}) = kT_oBG_r\) are the noise power contribution of the drain and gate line terminations (in a \(\pi\) transmission line configuration), respectively; \(G_r\) is the reverse gain and \(N_{\text{FET}}\) is the overall noise associated with the FETs in the amplifier. \(Z_{\pi g}\) and \(Z_{\pi d}\) are \(\pi\)-image impedance of the gate (input) and drain (output) transmission lines, respectively, defined by \(Z_{\pi} = \sqrt{(L/C)/(1 - (\omega/\omega_c)^2)}\), with \(\omega_c\) being the cut-off frequency [28,175]. Com-
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Bining (6.2) and (6.1) yields

\[
F_n = 1 + \frac{1}{G_f} + \frac{G_r}{G_f} + \frac{N_{\text{FET}}}{kT_0BG_f} \tag{6.3}
\]

Now,

\[
G_f = \frac{N^2 g_m^2 Z_{\pi g} Z_{\pi d}}{4} \tag{6.4}
\]

and

\[
G_r = \frac{g_m^2 Z_{\pi g} Z_{\pi d}}{4} \left( \frac{\sin n\phi}{\sin \phi} \right)^2 \tag{6.5}
\]

such that

\[
F = 1 + \left( \frac{\sin(N\phi)}{N \sin \phi} \right)^2 + \frac{4}{N^2 g_m^2 Z_{\pi g} Z_{\pi d}} + \frac{N_{\text{FET}}}{kT_0BG_f} \tag{6.6}
\]

where \( \phi \) is the transmission line propagation delay, also referred to as the phase constant, assuming phase matched conditions.

To evaluate the noise contribution due to the active device (i.e. the fourth term of (6.6)), Aitchison (1985) introduced the two main noise contributors in the MESFET device, as originally identified by Van der Ziel [216]: the gate and drain noise contributors defined as

\[
|i_g|^2 = \frac{4kT_0BC_{gs}^2 \omega^2 R}{g_m} \tag{6.7}
\]

and

\[
|i_d|^2 = 4kT_0Bg_mP \tag{6.8}
\]

respectively, where \( R \) and \( P \) are dimensionless coefficients from Van der Ziel’s FET noise behaviour model that depend on bias conditions, device geometry and other technological parameters [216, 217]. This results in

\[
F = 1 + \left( \frac{\sin(N\phi)}{N \sin \phi} \right)^2 + \frac{4}{N^2 g_m^2 Z_{\pi d} Z_{\pi g}} + \frac{Z_{\pi g} \omega^2 C_{gs}^2 R \sum_{r=1}^{N} f(r, \phi)}{N^2 g_m} + \frac{4P}{N g_m Z_{\pi g}} \tag{6.9}
\]
where

\[
f(r, \phi) = (N - r + 1)^2 + \left( \frac{\sin((r - 1)\phi)}{\sin\phi} \right)^2 + 2\frac{(N - r + 1)\sin(r - 1)\phi \cos r\phi}{\sin\phi} \quad (6.10)
\]

Equation (6.10) accounts for the phase difference between the two noise sources; \( \phi = 2\sin^{-1}(\omega/\omega_c) \); \( N \), as usual, is the number of amplifier stages; and \( r \) represents individual stages.

D’Agostino et al. (1990) [200] have suggested that the accuracy of (6.9) may be improved by adopting a more suitable model for high frequency noise analysis for MESFETS and HEMTs, derived by Cappy (1988) in [218], which accounts for the effect of the \( C_{gd} \).

\[
\bar{i_d^2} = 4kT_oBg_mP \left[ 1 + \left( \frac{f}{f_o} \right)^2 \right] \quad (6.11)
\]

where

\[
f_o = \frac{g_m}{2\pi C_{gd}} \quad (6.12)
\]

Hence, (6.9) becomes

\[
F = 1 + \left( \frac{\sin(N\phi)}{N\sin\phi} \right)^2 + \frac{4}{N^2 g_m^2 Z_{\pi d} Z_{\pi g}} + \frac{Z_{\pi g} \omega^2 C_{gd}^2 R \sum_{r=1}^{N} f(r, \phi)}{N^2 g_m} + \frac{4P}{N g_m Z_{\pi g}} \left[ 1 + \left( \frac{f}{f_o} \right)^2 \right] \quad (6.13)
\]

However, noting that \( C_{gd} \) is quite low in microwave transistors (making \( f_o \) very large), the \((f/f_o)^2\) factor results in marginal differences to \( F \), even at high frequencies\(^2\).

\(^2\)The accuracy of (6.13) may be further improved by including the correlation between the two noise currents \( \sqrt{i_g^2} \) and \( \sqrt{i_d^2} \), which can be evaluated by \( \Psi = \sqrt{i_g^2} / \sqrt{i_g^2 \cdot i_d^2} \) [175, 200]. However, to simplify the analyses, the convention of considering FET noise sources as uncorrelated, is followed. The approach of excluding the correlation between the two noise currents is further
The following inferences can be drawn from (6.13), all pointing to the clear noise-advantage of the multi-stage DAs over the SSDA.

1. The second term is small for large \( N \), except for \( N\phi \approx 0 \) or \( \pi \), when the expression has a maximum value of unity; for other phase angles, the term can be minimised by increasing \( N \).

2. The third term is the reciprocal of the forward available gain, and can also be minimised by increasing \( N \).

3. The fourth and fifth terms, which account for noise contributions from the MESFET gate and drain noise generators, respectively, also reflect inverse proportionality to \( N \), and can be made negligible by increasing \( N \).

For a single-stage FET DA, the second term in (6.9) assumes its maximum value of unity, also, \( f(r, \phi) = \sum_{r=1}^{N} f(r, \phi) = 1 \), reducing (6.13) to

\[
F = 2 + \frac{4}{g_m^2 Z_{\pi d} Z_{\pi g}} + \frac{Z_{\pi g} \mu^2 C_{gs}^2 R}{g_m} + \frac{4P}{g_m Z_{\pi g}}
\]

(6.14)

For SSDAs based on bipolar devices

Following the approach through which (6.14) has been derived, an equivalent expression for the noise figure of the SSDA based on an intrinsic bipolar transistor (neglecting noise contribution from \( r_{bb} \)) as shown in Figure 6.3, may be written as

\[
F = 2 + \frac{4}{g_m^2 Z_{\pi b} Z_{\pi c}} + \frac{N_{HBT}}{kT_o BG_f}
\]

(6.15)

where forward power gain

\[
G_f = \frac{g_m^2 Z_{\pi b} Z_{\pi c}}{4}
\]

(6.16)

Similar to the FET, \( Z_{\pi b} \) and \( Z_{\pi c} \) are noise contributions from the source and load impedances (in a \( \pi \)-transmission line implementation), respectively and \( C_\pi \)

justified when we consider the observations of D’Agostino et al. (1990) and Chang et al. (1989) that \( r_{\pi g}^2 \) and \( r_{\pi d} \) feed purely real impedances and the correlation coefficient is purely imaginary [134,200].
Figure 6.3: Simplified intrinsic equivalent circuit of a bipolar transistor with its associated base and collector noise sources.

and $C_{ce}$ are intrinsic elements from the HBT equivalent circuit; and $N_{HBT}$ comprises of the noise from the HBT noise sources $i_b$ and $i_c$, given by,

\[
\bar{i}_b^2 = 4kT_oBRe(Y_{ebp} - Y_{ce}) + 2kT_oB g_{be} 	ag{6.17}
\]

and

\[
\bar{i}_c^2 = 2kT_oB g_m 	ag{6.18}
\]

where $Y_{ebp} = gm\sqrt{2j\omega\tau_D}/\tanh \sqrt{2j\omega\tau_D}$ is the hole admittance of the emitter junction; $Y_{ce} = gm\sqrt{2j\omega\tau_D}/\sinh \sqrt{2j\omega\tau_D}$ is the transfer admittance of the transistor; $\tau_D$ is the diffusion time through the base region; and $g_{be}$ is the total input conductance, as defined by Van Der Ziel and Bosman (1984) [219,220].

While it is clear that the SSDA has a disadvantage in noise performance, it is possible to improve the gain-to-noise performance ratio by considering some design trade-offs. Firstly, by inspecting (6.14) and (6.15), we can see that increasing $Z_{\pi g}$ and $Z_{\pi b}$, the second and last terms can be made made smaller, reducing $F$ in both cases. However, from the equation describing the gain of the DA, it may be may recalled that this would also increase the overall gain of the DA, but limits the bandwidth.

Another approach, with the potential of improving performance, can be obtained from trade-offs available in the design of the multiplicative SSDAs. To arrive at these, first, it is necessary to define how the noise figure scales with additional gain-cell tiers in cascaded and matrix SSDAs.
6.2.2 Modelling of Noise Factor in Multiplicative DAs

A few publications that focused on multiplicative DAs have been reported: Niclas and Chang in [199] and D’Agostino et al. [200] for the matrix amplifier; and Zadeh and Nikmehr in [221] covering the cascaded DA. Analysis in both [199] and [221] employ the chain matrix equations of the active devices and transmission line networks and can be readily scaled for any number of gain-cell tiers.

Niclas and Chang (1988) in [199] presented a comprehensive analysis of the matrix amplifier and provide valuable insight into the noise behaviour and tradeoffs of multiplicative DAs, by comparing the gain, noise performance and VSWR of the matrix amplifier with an equivalent cascaded DA\(^3\). Their work provides an analytical and experimental basis for the near parity in performance of the matrix amplifier and cascaded DA topologies. While, in their paper, they did report that the maximum noise figure of the matrix amplifier was some 0.6 dB lower than for the equivalent cascaded DA, it has been observed from extensive simulation-based studies that this is not an inherent advantage of the matrix topology. Rather, the observed noise performance advantage may be attributed to the lower noise contributions from the lossy transmission lines and other reactive elements - which can be made smaller in matrix amplifiers, without significant compromise to gain or bandwidth performance. This position is supported by their further observation that in including noise figure in the (transmission line) design optimization process, the difference between the maximum noise figures of equivalent gain amplifiers in both configurations increased from 0.6 dB to an excess of 2 dB in favour of the matrix amplifier. This can be proven analytically by including transmission line elements (and their accompanying losses) in the noise figure model.

Particularly relevant to this discussion is that in [199], it was demonstrated both analytically and by experimental validation that "...the first tier of active devices contributes the largest portion of noise while the noise contribution of the

\(^3\)In this case, equivalence was regarded as the employment of identical types and number of devices in both the cascaded DA and matrix amplifier, however, both amplifiers were individually optimised for best gain and reflection performance [199].
second (and successive) tiers (are) only a small fraction of that of the first tier”. This observation is significant, in that it ties in with much earlier observations by Friis in the study of noise figure in cascaded networks [222], setting the basis for a closed form expression for the overall noise figure of multiplicative DAs based on Friis formula for cascaded networks.

Figures 6.4(a) and 6.4(b) compare the forward gain and noise figure, respectively, of a single-stage, two-tier and three-tier MSSDA, based on TSC250 common-emitter gain cell with transmission lines optimised for bandwidth and gain flatness. It may be observed that while the gain scales in an exponential fashion, the increase in noise figure is quadratic, with the first stage contributing more than 70% to the overall noise figure of the three-tier M-SSDA.

For a FET-based DA with $M$-multiplicative tiers, the overall added noise a sum of noise ($N$) contributions, stated as

$$\Delta N = N(Z_{\pi d}) + N(Z_{\pi g}) + \sum N(Z_{\pi -int}) + \sum N_{FET}$$ (6.19)

where the third term accounts for the sum of noise contributions from all the intermediate transmission line terminations and the last term accounts for the sum of noise contributions from the active devices on all tiers, such that the noise factor $F_{mlt}^M$ - where the superscript $mlt$ indicates the multiplicative DA and the subscript ($M$) denotes the number of gain tiers - may be derived as

$$F_{mlt}^M = 1 + \frac{1}{G_f} + \frac{G_r}{G_f} + \sum_{i=1}^{M-1} \frac{G_r}{G_{int}(i)} + \sum_{l=1}^{M} \frac{N_{FET}(l)}{kT_B G_f}$$ (6.20)

$G_{int}(i)$ represents the cumulative gain, up to the $i$th tier, of the $M$-tier multiplicative DA, and the third term of the equation is multiplied by 2 to account for the presence of two equal terminating resistors on the intermediate line. With the last term of (6.20), the overall noise contribution is effectively computed, by referring noise contributions from individual stages to the input.
Forward power gain,
\[ G_f = \frac{g_m^2 M^{(M-1)} Z_{\pi \text{int}} Z_{\pi g} Z_{\pi d}}{4M} \quad (6.21) \]

however, as under usual bias conditions, \( C_{gs} \gg C_{ds} \), \( Z_{\pi \text{int}} \approx Z_{\pi g} \), such that \( G_f \approx (N^2 g_m^2 Z_{\pi g} Z_{\pi d}/4)^M \), (6.20), for \( M > 1 \) becomes

\[ F_{M}^{\text{mult}} = 2 + \left( \frac{4}{N^2 g_m^2 Z_{\pi g} Z_{\pi d}} \right)^M + 2 \sum_{l=0}^{M-1} \left( \frac{4}{N^2 g_m^2 Z_{\pi g} Z_{\pi d}} \right)^l \]
\[ + \left( \frac{Z_{\pi g} \omega^2 C_{gs}^2 R}{g_m} + \frac{4P}{g_m Z_{\pi g}} \right) \sum_{l=0}^{M-1} \left( \frac{4}{N^2 g_m^2 Z_{\pi g} Z_{\pi d}} \right)^l \quad (6.22) \]

where \( l \) is the gain-tier index. From (6.22), we may observe that the highest proportion of total noise is contributed by the first stage, and the noise contribution from successive stages is only a small fraction of the one preceding it. This is expected in multiplicative amplifiers and agrees with the findings in [199], which followed a chain matrix approach in deriving the overall noise figure in matrix amplifiers. It also suggests that in the case where the gain and noise figure of individual stages are known, the Friis formula for evaluating overall noise figure in cascaded systems may be applicable [222].

An equivalent expression for the intrinsic noise figure of the HBT-based multiplicative DAs may be readily derived following the approach adopted in arriving at (6.20).

\[ \Delta N = N(Z_{\pi b}) + N(Z_{\pi c}) + \sum N(Z_{\pi - \text{int}}) + \sum N_{HBT} \quad (6.23) \]

where \( N(Z_{\pi b}), N(Z_{\pi c}) \) are noise contributions from the input (base), output (collector) transmission line termination, respectively; \( \sum N(Z_{\pi - \text{int}}) \) is the sum of the noise contributions from the intermediate transmission line terminations and the last term, \( \sum N_{HBT} \), is the sum of the noise contributions from the HBT devices.
on all the amplifier gain tiers. The overall noise figure is therefore given by

\[
F_{\text{mlt}}^M = 2 + \frac{1}{G_f} + 2 \sum_{i=1}^{M-1} \frac{G_r}{G_{\text{int}}(i)} + \sum_{i=1}^{M} \frac{N_{HBT}(l)}{kT_oBG_i}
\]  
(6.24)

\[
G_f = G_r = (g_m^2Z_{\pi b}Z_{xc}/4)^M
\]
and \(G_i\) is the gain calculated from the gain-tier being considered to the output, such that for the first gain stage, \(G_i = G_f\).

Equation (6.22) may be verified by considering the case of a multiplicative DA with identical stages such that \(F = F_1 = F_2 = ... = F_m\), and \(G = G_1 = G_2 = ... = G_M\). The noise figure of the SSDA may be re-written as

\[
F = 2 + \frac{1}{G} + F_{\text{FET}}
\]  
(6.25)

where \(G\) is the single-stage gain and \(F_{\text{FET}}\) is the noise figure contribution from the FET device and covers the third and last terms of (6.14). In the same vein, (6.22) for a two tiered multiplicative DA may also be re-written as

\[
F_2^{\text{mlt}} = 2 + \frac{2}{G} + \frac{1}{G^2} + F_{\text{FET}} + \frac{F_{\text{FET}}}{G}
\]

\[= 2 + \frac{1}{G} + F_{\text{FET}} + \frac{1}{G} \left( 1 + \frac{1}{G} + F_{\text{FET}} \right)\]

\[= F + \frac{F - 1}{G}
\]  
(6.26)

Similarly, the noise factor for a multiplicative DA with three tiers \(F_3^{\text{mlt}}\) may also be written as

\[
F_3^{\text{mlt}} = F + \frac{F - 1}{G} + \frac{F - 1}{G^2}
\]  
(6.27)

such that \(F_m^{\text{mlt}}\) in (6.22) may be re-written for a multiplicative DA with identical gain tiers as

\[
F_M^{\text{mlt}} = F + \frac{F - 1}{G} + \frac{F - 1}{G^2} + ... + \frac{F - 1}{G^{M-1}}
\]  
(6.28)

If we recall the Friis formula for cascaded systems [222],

\[
F_{\text{total}} = F_1 + \frac{F_2 - 1}{G_1} + \frac{F_3 - 1}{G_1G_2} + ... + \frac{F_M - 1}{G_1G_2...G_{M-1}}
\]  
(6.29)
where $F_{\text{total}}$ is the total noise factor, $F_i$ and $G_i$ are the noise factor and available power gain, respectively, of the $i$-th stage, and $M$ is the number of cascade stages. The equivalence of the $F_{\text{total}}$ in (6.29) and $F_{\text{mlt}}^m$ in (6.28), under the conditions of identical gain tiers may be clearly observed. Indeed, (6.28) may be generalised to the case in which the gain tiers are non-identical, if the noise figure and gain of individual stages are known, and for $m > 1$,

$$F_{\text{mlt}}^m = F_1 + \frac{F_2 - 1}{G_1} + \frac{F_3 - 1}{G_1 G_2} + \ldots + \frac{F_M - 1}{G_1 G_2 \ldots G_{M-1}}$$  (6.30)

Figures 6.5(a) and 6.5(b) shows the result of the application of the derived models in estimating the noise figure of a two- and a three-tier M-SSDA, respectively, based on a common-emitter gain cell with a full foundry process model of Teledyne TSC250 DHBT InP device [11,13]. The close agreement between both solid and dashed lines - representing simulated and modelled results, respectively - within the 3 dB bandwidth of the amplifier (~100 GHz) validates the derived equation. The deviation - which increases with frequency - is attributed to contributions from the inductive reactance - which increases with frequency - from the transmission lines, which has not being subtracted from the noise contributions from the individual stages.
Figure 6.4: Comparison of gain and noise figure for the SSDA, two-tier and three-tier M-SSDA. Analysis based on TSC250 common-emitter gain cell with transmission lines optimised for bandwidth and gain flatness. All circuits operate at same bias.
Figure 6.5: Verification of (6.22): comparison based on a common-emitter gain cell using foundry model of TSC250 as active device, with transmission lines optimised for bandwidth and gain flatness.
6.3 EINCSD of Single-Stage and Multiplicative DAs

It is common to analyse and report the noise properties of an amplifier in terms of its noise figure. However, by definition, the noise figure applies only to amplifiers that are excited by a purely resistive signal source, hence, it is not applicable when the signal source impedance contains a reactive component. An example of such applications is the optical front-end receiver, due to presence of a photodiode junction capacitance. For such applications, it is more useful to consider the total output port noise, referred to the input of the amplifier [223]. For the optical front-end receiver, the equivalent input noise current spectral density is of primary interest as it allows the front-end noise to be compared directly with the current signal generated by the photodiode [223].

6.3.1 Evaluating Single-Stage EINCSD

Two main techniques have been advanced in the evaluation of the EINCSD. One approach is to derive the noise voltage spectral density (NVSD) at the output of the amplifier, and referring this to the input (as noise current spectral density at the input - EINCSD) by dividing by the amplifier transimpedance gain [170] - this approach is adopted in this thesis. The alternative technique is to derive the noise current spectral densities of each noise contributing element, referred to the input, and taking a sum of the squares of each element [176]. For a SSDA based on a simplified equivalent FET model as shown in Figure 6.2, three noise sources may be defined - the input terminating impedance; the output terminating impedance; and the FET comprising of the gate and drain noise sources. The noise voltage due each of these current sources - \(v_{o1}\), \(v_{o2}\) and \(v_{o3}\), respectively (as depicted in Figure 6.6), is subsequently defined. Thereafter, the expression is extended to define the noise voltage of the multiplicative amplifier.
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Figure 6.6: Noise voltage sources in a SSDA.

The EINCSD \( (i_{neq}) \) is obtained by dividing \( v_{nout} \) by the amplifier transimpedance gain \( |A_{tz}| \)

\[
\begin{align*}
    i_{neq} &= \frac{v_{nout}}{|A_{tz}|} \\
    (6.31)
\end{align*}
\]

The total noise voltage at the output \( v_{nout} \), which is the noise voltage spectral density (NVSD), is the square-root of the sum of the squares of each of the uncorrelated noise voltage contributions is given by

\[
    v_{nout} = \sqrt{|v_{o1}|^2 + |v_{o2}|^2 + |v_{o3}|^2}
    \quad (6.32)
\]

For a SSDA with equal terminating impedances, \( A_{tz} \) is the same in both forward i.e. at the terminating load \( (Z_f) \) and the reverse direction i.e. at the drain termination \( (Z_r) \), and is given by \[176]\]

\[
    A_{TZ} = Z_f = Z_r = \frac{g_m Z_{πg} Z_{πd}}{2}
    \quad (6.33)
\]

where \( Z_{πg} \) and \( Z_{πd} \) are the \( π \)-image impedances of the input and output transmission lines of the DA, respectively \[32,50,176\].
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Noise voltage contribution from input terminating impedance $Z_g$

The NCSD generated by $Z_g$ is given by

$$|i_{Zg}|^2 = \frac{4kT_0}{Z_g} \quad (6.34)$$

For a SSDA, half of the noise current $i_{Zg}$ is directly absorbed by $Z_{\pi g}$ itself, while the other half travels toward the input. As this is ideally an open circuit (current source), this signal gets totally reflected. The total voltage that appear at the output due to this source is given by

$$v_{o1} = i_{Zg} A_{T2}(1 + e^{-j\frac{\phi}{2}}) \quad (6.35)$$

where $\phi = \omega \sqrt{L_g C_{gs}}$ is the transmission line propagation delay of the input transmission line.

Noise voltage contribution from output terminating impedance $Z_d$

The NCSD generated by $Z_d$ is given by

$$|i_{Zd}|^2 = \frac{4kT_0}{Z_d} \quad (6.36)$$

Half of the noise current from the drain termination is dissipated in $Z_{\pi d}$ itself while the other half travels down the drain line and gets dissipated in the output, producing a noise voltage, $v_{o2}$,

$$v_{o2} = \frac{i_{Zd}}{2} Z_d e^{-j\frac{\rho}{2}} \quad (6.37)$$

where $\rho = \omega \sqrt{L_d C_{ds}}$ is the transmission line propagation delay of the output transmission line, and $C_{ds}$ is the FET drain-source capacitance.
Noise voltage contribution from the FET

The noise current sources for a FET transistor, as previously defined are the gate noise source given in (6.7) and the drain noise source given in (6.8). The gate noise contribution may be separated into two components: the first component is the forward travelling wave, which will produce an output voltage with a forward transimpedance gain. The second component is the reflected wave, due to the reverse wave reflecting off the open circuit at the input. This wave will also produce a voltage with the reverse transimpedance gain [176], such that the total output noise voltage due to $i_g$ is given by

$$v_{out}^g = \frac{i_g}{2} Z_f + \frac{i_g}{2} Z_r = i_g A_T Z$$  \hspace{1cm} (6.38)

For the drain noise, half of the drain noise current travels toward the drain termination ($Z_d$) and is absorbed, while the other half travels toward the load and produces a corresponding output voltage, such that total current due to $i_g$ can be written as

$$i_{out}^d = \frac{i_d}{2} e^{-j \frac{\pi}{2}}$$  \hspace{1cm} (6.39)

with corresponding output voltage given by

$$v_{out}^d = i_{out}^d Z_d = \frac{i_d}{2} Z_d e^{-j \frac{\pi}{2}}$$  \hspace{1cm} (6.40)

The square of the overall output noise voltage due to the FET noise ($v_{o3}$) is, therefore, given by

$$v_{o3}^2 = |i_g A_T Z|^2 + \left| \frac{i_d}{2} Z_d e^{-j \frac{\pi}{2}} \right|^2$$  \hspace{1cm} (6.41)
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Hence, substituting (6.35), (6.37) and (6.41) in (6.32),

\[ v_{nout} = \sqrt{|i_{Zg} A_{TZ}(1 + e^{-j\frac{\pi}{2}})|^2 + \left| \frac{i_{Zd} Z_d e^{-j\frac{\pi}{2}}}{2} \right|^2} \]

and the EINCSD \((i_{neq})\) is obtained by dividing \(v_{nout}\) given by (6.42), by the amplifier transimpedance \(|A_{tz}|\) given by (6.33).

Figure 6.7 shows the contributions from the gate termination \((i_{n1})\), the drain termination \((i_{n2})\), and the FET \((i_{n3})\) to total EINCSD for a single-stage FET DA with terminations \(Z_g = Z_d = 50\ \Omega\), and a simplified equivalent model based on Figure 6.2 is used as gain cell, where \(g_m\) of 50 mS; \(C_{gs}\) and \(C_{ds}\) of 50 fF and 5 fF, respectively; and FET transistor parameters \(R\) and \(P\) of 0.2 and 0.6, respectively. As seen in Figure 3, the major noise contributor in the low frequencies is the gate line termination, with minimal noise contribution from the drain (output) line termination. The noise contribution from the active device is dominated in the lower frequencies by the drain noise component \((|i_d|)\). However, at higher frequencies, the gate noise component \((|i_d|)\) dominates, due to the presence of the \(\omega^2\) factor, which also explains the continuous rise of the FET noise contribution beyond cut-off (Figure 6.7).

6.3.2 EINCSD for Multiplicative DAs

To extend (6.32) to multiplicative DAs, the noise voltage for the terminations \(Z_{int}\) on intermediate transmission lines - which we will denote as \(v_{o-int}\) - must be included. Figure 6.8 shows the noise sources for the matrix multiplicative DA using a FET gain cell. The last term in (6.32), \(v_{o3}\), which represents the FET noise contribution, must also be expanded to include all the gain tiers of the preamplifier. First, the transimpedance gain of the multiplicative DA with \(M\) gain tiers \((A_{mlt}^{pmt})\) is defined, which for the multiplicative DA is equal in both the forward \((Z_f^{pmt})\) and
reverse \( Z_{r}^{\text{mlt}} \) direction and is given by

\[
A_{TZ}^{\text{mlt}} = Z_{j}^{\text{mlt}} = Z_{r}^{\text{mlt}} = \frac{g_{m}^{m}}{2m} Z_{\pi g} Z_{\pi d} Z_{\pi - \text{int}}^{-1}
\]

where \( Z_{\text{int}} \) is the image impedance of the intermediate transmission lines, and the superscript -\text{mlt}- reflects that this refers to a multiplicative DA.

The total noise voltage at the output of the multiplicative DA, \( v_{\text{nout}}^{\text{mlt}} \) is given by

\[
v_{\text{nout}}^{\text{mlt}} = \sqrt{|v_{o1}^{\text{mlt}}|^2 + |\sum v_{\text{o-int}}^{\text{mlt}}|^2 + |v_{o2}^{\text{mlt}}|^2 + |\sum v_{\text{o3}}^{\text{mlt}}|^2}
\]

(6.44)

where \( v_{o1}^{\text{mlt}} \) and \( v_{o2}^{\text{mlt}} \) are the noise voltages due to the input and output line terminations, respectively; and \( \sum v_{\text{o-int}}^{\text{mlt}} \) and \( \sum v_{\text{o3}}^{\text{mlt}} \) are the sums of noise voltages from the intermediate line terminations and FET, respectively, and \( i_{\text{neq}}^{\text{mlt}} \), which is the EINCSD, is given by

\[
i_{\text{neq}}^{\text{mlt}} = \frac{v_{\text{nout}}^{\text{mlt}}}{A_{TZ}^{\text{mlt}}}
\]

(6.45)
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Noise voltage contribution from input and output terminating impedance

The noise voltage contribution of the input terminating impedance for a multiplicative DA with \(\text{mlt}\) stages - \(v_{in}^{\text{mlt}}\) - is the noise current multiplied by total transimpedance gain,

\[
v_{in}^{\text{mlt}} = i_Z A_{TZ}(1 + e^{-j\frac{\phi}{2}})
\]  

(6.46)

The noise voltage due to the output terminating impedance, as is to be expected, remains unchanged for the multiplicative DA. However in keeping with a consistent convention, this is rewritten as \(v_{o2}^{\text{mlt}}\), with

\[
v_{o2}^{\text{mlt}} = \frac{i Z_o}{2} Z_d e^{-j\frac{\phi}{2}}
\]  

(6.47)

Noise voltage contribution from intermediate terminating impedance

The noise voltage contributions from the terminating impedances on the intermediate lines \(Z_{\pi-int}\) is derived by considering a two-tier multiplicative DA, which has only one intermediate transmission line. Assuming purely resistive terminations, the thermal noise current generated by each terminating resistor is given by

\[
|i_{Z_{int}}|^2 = \frac{4kT_o}{Z_{int}}
\]  

(6.48)

with corresponding voltage \(v_{Z_{\pi-int}}\) being the product of the intermediate line current and the transimpedance gain at that point relative to the input

\[
v_{Z_{int}} = \frac{i_{Z_{int}}}{4} g_m Z_{zd} Z_{int}
\]  

(6.49)

Unlike on the output (drain) line, where half of the termination noise current gets absorbed by the termination itself while the other half travels towards and gets dissipated in the output, the presence of two terminating resistances at opposite ends of the intermediate line results in a voltage noise source, \(v_{o-int}^{\text{mlt}}\), which is a square root of the sum of the squares of the uncorrelated noise voltages from
each of the terminations. Considering the usual case in which both terminating impedances on the intermediate line are equal, then

\[ v_{o-int}^{mlt} = \sqrt{2v^2_{Z\pi-int}} \]  \hspace{1cm} (6.50)

Equation (6.49) may be extended for a multiplicative DA with \( m \) gain tiers and \((m-1)\) intermediate transmission lines, where all intermediate transmission lines are terminated with equal resistances, as

\[ v_{o-int}^{mlt} = \sqrt{\sum_{p=1}^{M-1} \left| \frac{i_{Z\pi-int} g_m Z_g Z_{zd} Z_{int}^p}{2^p} \right|^2} \]  \hspace{1cm} (6.51)

**Noise voltage contribution from the FET**

Equation (6.41) may be extended to the multiplicative amplifier by taking a sum of all the noise voltage excitations due to the FET noise current sources for each tier of the multiplicative DA, which essentially is the noise current multiplied by the transimpedance gain relative to the output. The overall output noise voltage from the FET in the multiplicative amplifier with \( m \) gain tiers - \( v_{o3}^{mlt} \) - is given by

\[ v_{o3}^{mlt} = \sqrt{\sum_{p=1}^{M} \left| \frac{i_g g_m Z_g Z_{zd} Z_{int}^{(p-1)}}{2^p} \right|^2 + \sum_{p=1}^{M} \left| \frac{i_d}{2(p-1)} Z_{zd} Z_{int}^{(p-1)} \right|^2} \]  \hspace{1cm} (6.52)

Substituting (6.46), (6.51), (6.47) and (6.52) in (6.44),
such that $i_{\text{neq}}^{\text{mlt}}$, which is the sought expression, is given by

$$
\frac{i_{\text{neq}}^{\text{mlt}}}{A_{TZ}} = \frac{1}{A_{TZ}} \left| i_{Zg} A_{TZ}^{\text{mlt}} (1 + e^{-j \frac{\phi}{2}}) \right|^2 + \left| \frac{i_{Zd}}{2} Z_d e^{-j \frac{\phi}{2}} \right|^2 
+ \sum_{p=1}^{M-1} \left| \frac{i_{Zmlt}}{2p} g_m^p Z_g Z_{\pi d} Z_{\text{int}}^p \right|^2 
+ \sum_{p=1}^{M} \left| \frac{i_g}{2p} g_m^p Z_g Z_{\pi d} Z_{\text{int}}^{(p-1)} \right|^2 
+ \sum_{p=1}^{M} \left| \frac{i_d}{2(p-1)} Z_{\pi d} Z_{\text{int}}^{(p-1)} \right|^2 
\right.
$$

(6.54)

The dominant contribution of the noise source from the input line terminating impedance ($i_{Zg}$) to the overall NVSD and EINCSD, may be observed in the first terms of (6.53) and (6.54), as it is multiplied by the full forward transimpedance gain of the amplifier, while the intermediate transmission line terminations are multiplied by progressively less gain values. The gate noise $i_g$ of the FET device at the first stage of the amplifier also occupies a similar position. However, due to its frequency dependence (as seen in (6.7)), its noise contribution at low frequencies is minimal, and grows as the amplifier approaches cut-off.

The derived equations are employed in plotting the graphs in Figures 6.9(a), 6.9(b) and 6.9(c), which show the transimpedance gain, total RMS NVSD at the output port and the EINCSD at each stage of a five-tier matrix-SSDA, respectively. This is to demonstrate how the EINCSD scales with additional gain tiers in multiplicative DAs. A simplified equivalent model based on Figure 6.2 is used as gain cell, with $g_m$ of 50 mS; $C_{gs}$ and $C_{ds}$ of 50 fF and 5 fF, respectively; and FET transistor parameters R and P of 0.2 and 0.6, respectively. The M-SSDA features conventional 50 $\Omega$ input, output and intermediate transmission line terminations. Similar to the observation from the noise figure analysis (Figure 6.4), more than 70% of the total EINCSD for the five gain tiers of the amplifier is contributed by the first stage.
Figure 6.10 shows the effect of the input termination on transimpedance, noise voltage and noise current spectral densities for a five-tier M-SSDA, using a simplified equivalent HEMT model. In Figure 6.10(a), it may be observed that increasing the input terminating impedance, results in increased transimpedance gain. There is also in improvement in the low frequency EINCSD performance, as seen in Figure 6.10(c). In Figure 6.11, the limited effect of the output terminating resistor on performance may be observed. This is because, while the output line termination also results in an increase in transimpedance gain, there is a nearly commensurate increase in the overall noise voltage at the output; such that the EINCSD remains fairly unchanged.
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Figure 6.8: Noise voltage sources in a matrix multiplicative FET DA.
Figure 6.9: The scaling of transimpedance, noise voltage and noise current spectral densities in multiplicative amplifiers using a simplified equivalent HEMT model.
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Figure 6.10: The effect of different values of input termination on transimpedance, noise voltage and noise current spectral densities for a five-tier M-SSDA using simplified equivalent HEMT model.
Figure 6.11: The effect of different values of output termination on noise current spectral density on a five-tier M-SSDA using a simplified equivalent HEMT model.
6.3.3 Design guide for optimising EINCSD in multiplicative DAs

A step-by-step guide to determine and optimise the EINCSD of a multiplicative DA is presented as follows.

- Obtain key noise parameters for the active device i.e. $i_g$ and $i_d$ for FETs ($i_b$ and $i_c$ for bipolar devices).

- Determine output NVSD contributions from the input, out and intermediate transmission line terminations using (6.46), (6.47) and (6.51), respectively; and from the active device using (6.52).

- The input noise current spectral densities due to each of the output NVSD contributors may be determined by dividing each of these NVSDs by the $A_{TZ}$ given in (6.43).

- The EINCSD is obtained from (6.54), and is root of the sum of the squares of the individual input noise current spectral densities.

- Optimise EINCSD by maximising the value of the input line termination and minimising the noise contribution from the active device on the first stage. This may be achieved by choosing a FET with low $C_{gs}$ and $g_m$, to minimise $i_g$ and $i_d$ for the first stage. Choosing an active device with lower $g_m$ will reduce the transimpedance gain of the amplifier, however this loss in gain may be offset by using higher-$g_m$ devices in the other gain tiers of the amplifier.

The key equations for determining the EINCSD of a multiplicative DA are presented in Table 6.1.
Table 6.1: Design guide for optimising EINCSD: Key equations with numbering.

<table>
<thead>
<tr>
<th>Equation</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_{\text{tz}}^{\text{mlt}} = \frac{g_m}{2^m} Z_{\pi g} Z_{\pi d} Z_{\pi -\text{int}}^{m-1} )</td>
<td>6.43</td>
</tr>
<tr>
<td>( v_{o1}^{\text{mlt}} = i Z_g A_{TZ}^{\text{mlt}} (1 + e^{-j \frac{\phi}{2}}) )</td>
<td>6.46</td>
</tr>
<tr>
<td>( v_{o2}^{\text{mlt}} = \frac{i Z_d}{2} Z_d e^{-j \frac{\phi}{2}} )</td>
<td>6.47</td>
</tr>
<tr>
<td>( v_{o-int}^{\text{mlt}} = \sqrt{\sum_{p=1}^{M-1} \left</td>
<td>\frac{i Z_{\text{int}}}{2(p-1)} g_m Z_{\pi d} Z_{\pi \text{int}}^p \right</td>
</tr>
<tr>
<td>( v_{o3}^{\text{mlt}} = \sqrt{\sum_{p=1}^{M} \left</td>
<td>\frac{i g}{2p} g_m Z_{\pi g} Z_{\pi d} Z_{\pi \text{int}}^{p-1} \right</td>
</tr>
<tr>
<td>( i_{\text{neq}}^{\text{mlt}} = \frac{1}{A_{TZ}^{\text{mlt}}} \left</td>
<td>i Z_g A_{TZ}^{\text{mlt}} (1 + e^{-j \frac{\phi}{2}}) \right</td>
</tr>
</tbody>
</table>
6.4 Discussion: Noise Performance Optimisation for Multiplicative DAs

Some inferences can be drawn from observing (6.9), in comparison to (6.14), all pointing to the clear noise-advantage of the multi-stage DAs over the SSDA. Firstly, the second term is small for large $N$ except for $N\phi \approx 0$ or $\pi$, when the expression has a maximum value of unity; for other phase angles, the term can be minimised by increasing $N$. It may also be observed that the third term is the reciprocal of the forward available gain, and can also be minimised by increasing $n$. Also, the fourth and fifth terms, accounting for noise contributions from the FET gate and drain noise generators, respectively, also reflect inverse proportionality to $n$, and can be made negligible by increasing $N$.

However, while it is clear that the SSDA has a disadvantage in noise performance, it is possible to improve gain-to-noise ratio of the multiplicative DA by considering available design trade-offs. A major insight that both (6.22) and the adapted Friis formula offer is the need to make the noise factor of the first stage of the multiplicative DA as low as possible, while keeping the gain high. Firstly, by inspecting (6.14), it may be observed that increasing the impedance of the input line $Z_{\pi g} - Z_{\pi b}$ in the HBT-based case - the second and last terms can be made smaller, reducing $F$ in both the first tier and the overall amplifier. This would also result in increased gain, from (6.4). However, the cut-off frequency of the input line, and as a result, the amplifier bandwidth would be reduced commensurately.

From the EINCSD analysis, it may also be noted that as $M$ increases, the noise current contribution from successive transmission lines of the multiplicative DA reduces, with the least contribution coming from the output line. This is observed, by considering that in (6.53) and (6.54), only the noise contribution from the input termination noise source is multiplied by the full transimpedance gain of the amplifier, with the contributions from higher tiers multiplied by lower gain values based on their position relative to the output. This, again, supports
the approach of maximising the gain of the first stage and designing the input line for minimum noise contribution by making the input line impedance as large as design bandwidth specifications allows.

An alternative solution that does not sacrifice bandwidth, but slightly increases design complexity, is to use a transistor with a higher bandwidth potential in the first stage. We might recall that the main bandwidth limiting intrinsic elements of the FET and HBT active devices, $C_{gs}$ and $C_{\pi}$, respectively, are both dependent on bias current and emitter/source area. This presents a trade-off: a smaller active area reduces the input capacitance, thus increasing the bandwidth, but yielding lower gain and lower output power due to lower transconductance values \cite{17,165}. Adopting such a device in the first stage creates an allowance to design the transmission line of the first stage at a higher characteristic impedance with reduced overall bandwidth penalty. The shortfall in gain can then be compensated for, by using transistors with higher transconductance in subsequent gain-cell tiers.

### 6.5 Summary and Conclusions

The highlights of the discussion presented in this chapter are as follows.

- Contrary to noise behaviour of the multi-stage DAs, noise figure increases with each added gain-cell tier of multiplicative DAs (i.e. both matrix amplifiers and cascaded DAs). However, the noise contribution from an additional stage is only a fraction of the contribution of the stage before it, in agreement with the principle of noise scaling in cascaded systems.

- While the SSDA and its multiplicative DA derivatives exhibits a slightly poorer noise figure and gain-to-noise ratio, when compared to the multi-stage DA, this drawback is offset by the gain advantage of the multiplicative DA.

- It is possible to improve noise performance of the SSDA by designing the input transmission line at a higher impedance level, such that $Z_{\pi g}$ in FET-
based SSDAs and $Z_{\pi b}$ in bipolar SSDAs can be made larger. However, from the equation describing the gain of the DA, while this would also increase gain, the bandwidth will be commensurately reduced.

- A closed-form expression for the noise figure of multiplicative DAs based on Friis’ formula for cascaded networks was derived. This equation was verified for a two- and three-tier M-SSDA, based on a common-emitter gain cell, by comparison with results from simulation based on the foundry transistor model for Teledyne’s TSC250.

- Expressions that describe the NVSD at the output and the EINCSD of the SSDA are derived. From these expressions, new equations that model the NVSD and EINCSD for the multiplicative DA are derived and verified.

- Based on observations from the analysis, design considerations that draw on the peculiarities of the multiplicative DA topology and may yield optimal results in noise, gain and bandwidth performance to match design requirements and specifications, were presented.

Having considered the noise performance merit of the conventional multi-stage DA, vis-à-vis its gain performance limitation, the case for multiplicative single-stage DAs becomes even more compelling. While the noise figure of the multiplicative SSDA increases quadratically with additional stages, this trend is offset by the gain, which increases exponentially, progressively increasing the margin between amplification and added noise. Furthermore, considering that the limitations of the multi-stage DA become more pronounced in ultra-high frequency designs - as process parasitics become more prominent in their effect - a stronger justification is found for adopting such single-stage based DAs.
Chapter 7

Application of Transmission Line Synthesis Techniques in Optical and Visible Light Communication Systems

This chapter considers the application of circuit design techniques that could be considered native to distributed amplification, in the context of optical and visible light communication systems. In the first section, the design and application of an analogue pre-emphasis filter, to compensate for the bandwidth limitation of optical transceivers, is presented. Pre-emphasis is achieved through a $T$-half high-pass filter section, using discrete components and PCB transmission lines. A sensitivity improvement of $1.1$ dB is achieved with a direct modulated laser (DML)-based 64 Gbps PAM4, after transmission over 1 km of single mode fibre. In the second section, the concept of incorporating the bandwidth limiting capacitance of light emitting diodes (LEDs) into a pseudo-ATL ($p$-ATL), thus modifying the device frequency response and improving bandwidth performance, is described and tested by simulation in ADS.
7.1 Pre-emphasis equalizer based on $T$-half filter section for sensitivity improvement in bandwidth limited transceivers

Digital pre-emphasis techniques are widely employed in communication systems, to compensate for the high frequency roll-off of bandwidth-limited optical transceivers. The digital pre-emphasis essentially trades off the magnitude of signal low frequency components for flat frequency response, resulting in reduced signal-to-noise ratios (SNRs) due to the partial use of the full output range of the digital-to-analogue converter (DAC). This trade-off between SNR and bandwidth becomes prominent with the growing need for high order modulation formats. To mitigate the SNR degradation, a simple and low cost analogue pre-emphasis filter based on the $T$-derived filter section is used to compensate for the frequency roll-off, demonstrating 1.1 dB increase in receiver sensitivity for 64 Gbps direct-detected PAM4 signals, using a DML.

7.1.1 Pre-emphasis Equalizer Design

Figure 7.1(a) shows the schematic diagram of the RF pre-emphasis filter. In this study, a second-order passive equalizer circuit, which is a modification of the constant-$K$ $T$-half filter, is employed [28, 224]. Resistors $R_1$ and $R_2$ are added to set the pre-emphasis level, while the inductance and capacitance values were selected to achieve the desired frequency response slope. The circuits were input and output matched to 50 $\Omega$ transmission lines. The values of the components for two circuits, designed for 3 dB and 6 dB pre-emphasis levels are summarized in Table 7.1. The pre-emphasis level is defined as the power gain applied to the highest frequency component with respect to the 100 MHz frequency component.
The transfer function of the circuit is given by

\[ H(s) = \frac{R - 1 + (L + R_1C)s + LCs^2}{R_1 + R_2 + (L + R_1C)s + LCs^2} \]  \hspace{1cm} (7.1)

with the pre-emphasis level set by the ratio \( R_1/(R_1 + R_2) \) and zero at \( 1/R_2C \). The required inductance values may be realized using the self-inductance of lengths of copper, and off the shelf surface mount microwave capacitors and resistors may be adopted in implementing the design.

Figure 7.1(b) shows the frequency response \( S_{21} \) of the two circuits. The dotted curves show the designed \( S_{21} \) in simulation and the solid curves show the measured \( S_{21} \) using a vector network analyzer (Keysight N5227A), with a resolution of 0.1 GHz. The red and blue curves represent the response of the 3 dB and 6 dB RF pre-emphasis filters, respectively. At peak amplitude, the 3 dB and 6 dB filters have insertion losses of 0.6 dB and 0.8 dB, respectively. The measured frequency roll-off of the 3 dB RF pre-emphasis filter (red solid curve) was mainly due to the frequency limitation of the standard SMA connectors used in the circuit. This imperfection was eliminated in the 6 dB RF pre-emphasis circuit by using precision SMA connectors, resulting in a flat high frequency response up to 27 GHz. The slope of the filter roll-off can be customized by careful optimization of the values of the circuit components, to compensate for different system frequency roll-off. It is worth pointing out that the filters are designed to compensate for transceivers with a smooth frequency roll-off. A more sophisticated design will be required for a transceiver that has a more complex frequency response, with fluctuations or dips in their \( S_{21} \) characterization. A frequency response similar to what is shown in 7.1(b) could be achieved by a constant-resistance bridged-T amplitude equalizer, as described in [225]. However, the adopted design, being more compact, offers the potential for wider bandwidth performance, and lower insertion loss.
Table 7.1: Parameters for RF pre-emphasis filter.

<table>
<thead>
<tr>
<th>Pre-emphasis level</th>
<th>3 dB</th>
<th>6 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>100 Ω</td>
<td>100 Ω</td>
</tr>
<tr>
<td>$R_2$</td>
<td>10 Ω</td>
<td>50 Ω</td>
</tr>
<tr>
<td>$C$</td>
<td>3 pF</td>
<td>0.5 pF</td>
</tr>
<tr>
<td>$L$</td>
<td>3 nH</td>
<td>2.5 nH</td>
</tr>
</tbody>
</table>

Figure 7.1: (a) Circuit diagram of RF pre-emphasis filter; and (b) Frequency response of the 3 dB and 6 dB RF pre-emphasis filter. Red curve: 3 dB; Blue curve: 6 dB; Dotted line: Simulation result; Solid line: Measured result (with 0.1 GHz).
7.1.2 Principle of SNR enhancement

The signal chain model in Figure 7.2 is used to illustrate the principle of SNR enhancement and to present a comparison of analogue and digital pre-emphasis. Assuming uniformly distributed quantization error and added white Gaussian noise, due to the thermal noise and sampling jitter, a DAC with $\eta$ effective number of bits (ENOB) can achieve an SNR (dB) of [226]

$$SNR = 6.02\eta + 1.76$$ \hspace{1cm} (7.2)

A smooth frequency roll-off, as shown in Figure 7.2(b) is used as an example, where $S(f)$ represents the normalized system frequency response, $f_{\text{max}}$ is the high signal frequency at which the signal power is attenuated by $S_{\text{min}}$ (dB).

Figure 7.2: Signal chain model comparing digital pre-emphasis and analogue pre-emphasis.

When digital pre-emphasis is applied, the spectrum of the emphasized signal has higher power in its high frequency region, when compared to the low frequency region. Since the DAC has a fixed dynamic range, the low frequency components is attenuated in the digital domain, to create the emphasized signal. For example, a DAC with peak-to-peak voltage of $V_{pp}$ can only generate a sinusoids signal (a single frequency component) with a power of $V_{pp}^2/R_L$, where $R_L$ is the load resistance. This maximal achievable power is represented as $P_{\text{max}}$ in Figure 7.2(a). Thus, a
full equalization of the system frequency roll-off requires attenuating the power of the low frequency component by $S_{\text{min}}$ dB, leading to an SNR degradation, as shown in Figure 7.2(c). The achievable SNR at frequency component $f$ is

$$SNR(f) = 6.02\eta + 1.76 + S_{\text{min}} - S(f)$$

(7.3)

In contrast, by implementing analogue pre-emphasis, the system response becomes more uniform. This corresponds to a smaller value of $S_{\text{min}} - S(f)$ that improves the SNR. With ideal compensation, $S_{\text{min}} - S(f)$ becomes zero across the whole signal frequency region, (7.3) becomes (7.2), achieving the highest SNR possible using a DAC. It should be noted that smooth frequency roll-off is used to facilitate easy understanding, similar analysis can be applied for frequency response with ripples. Although the analogue pre-emphasis allows the DAC to use its full resolution across the signal frequency range, it reduces the power of the analogue output signals, due to the insertion loss of the circuit and the attenuation of the low frequency components. Hence, a higher gain amplifier is needed to drive the transmitters. In the practical signal generation, the non-flat phase response of the analogue pre-emphasis filter might introduce inter-symbol-interference that degrades the signal performance. However, in a DAC-based system, the phase response of the transceiver can be compensated without reducing the SNR.

### 7.1.2.1 Experimental setup

The merit of the analogue pre-emphasis was investigated using an experimental setup that featured a DML, as illustrated in Figure 7.3. The DML is a low-cost discrete mode laser emitting at 1549 nm [227], with a bandwidth of 16 GHz, when biased at 95 mA, and a sharp roll-off between 16-18 GHz [228]. The DML was 50 $\Omega$ coupled to a linear RF driver (SHF100BP-ML), outputting 8 dBm driving power. The 3 dB and 6 dB RF pre-emphasis filters described in Section 7.1.1 were connected at the transmitter side to test their performance. The additional loss due to the RF pre-emphasis filters was compensated for, by increasing the output
power of the DAC. More specifically, the output peak-to-peak voltage of DAC was increased from 650 mV (without the RF filter) to 750 mV, 850 mV and 1000 mV, when the 3 dB, 6 dB and 9 dB RF filters were inserted, respectively. An RF power meter was used to ensure the same driving power to the DML.

The PAM4 symbols were generated from a pseudo-random binary sequence (PRBS) with length of 216. A root-raised-cosine (RRC) filter, with a roll-off factor of 1%, was used to generate Nyquist-shaped PAM4 digital samples. The digital samples were interpolated to 92 GigaSamples/second (GSa/s) to generate the RF signals using a DAC (33 GHz bandwidth, ENOB of about 5 bits). A linear digital pre-emphasis filter [229] was implemented to compensate for both the amplitude and phase response in the signal chain, including the frequency responses of the DAC, RF cables and amplifier, optical transmitters and the receiver. The digital pre-emphasis filter fully compensates for the frequency roll-off, from DC to the maximum DML signal bandwidth of 16 GHz. Consequently, the received signals have flat frequency spectra after detection. The impact of the DAC nominal resolution was studied by quantizing the digital samples to a limited number of levels of $2L$, where $L = 5, 6, \text{ and } 8$ were tested.

At the receiver side, the optical signals were fed into a variable optical attenuator (VOA) for receiver sensitivity measurement. The signals were detected by a

40 GHz photodetector with 0.6 A/W responsivity and amplified by a 40 GHz RF power amplifier with 17 dB gain. The electrical waveforms were captured by a 63 GHz, 160 GSa/s analogue-to-digital converter (ADC). To emulate the threshold detection in a real-time PAM4 receiver, the captured samples were down-sampled to one sample per symbol for threshold detection. Post-compensation using 15-tap feedforward equalizer was also implemented to compare the performance with and without receiver-side DSP. The bit error ratio (BER) was calculated from \(1.5 \times 10^6\) bits.

The frequency responses using different analogue filters were calculated from the received samples. A 1 km SMF-28 with 0.5 dB total loss and a dispersion of 16 ps/(nm·km) was used to emulate short-reach data center interconnection. After transmission, the fiber dispersion caused frequency fading in the high frequency region (25 - 32 GHz). Due to the limited dispersion, this frequency fading acts as a low pass filtering (no dip in the spectrum). Therefore, digital pre-emphasis can be used to compensate for this effect and obtain a flat spectra.

### 7.1.3 Results and Discussion

The performance of the analogue pre-emphasis filters was tested using a DML-based transceiver. Figure 7.4 shows the comparison of the system frequency response without analogue pre-emphasis to the response observed with three different pre-emphasis levels. The red curve shows the back-to-back system frequency response without any pre-emphasis. It has a 6 dB roll-off from DC to 10 GHz and a relatively flat response up to 15 GHz before falling due to the DML’s bandwidth limitation. The black, blue, and the green curves show the frequency response after connecting our 3 dB, 6 dB, and 9 dB analogue pre-emphasis filters, respectively.

It is noted that the analogue pre-emphasis filters mainly equalize the frequency roll-off at the low frequency region (DC-10 GHz, see Figure 7.1(b)). Compared to the 6 dB filter, the 3 dB filter only partially compensates for the frequency roll-off. Thus, the SNR is lower than the signal generated with the 6 dB filter. The
9 dB pre-emphasis filter, however, over-attenuated the low frequency component and resulted in SNR degradation because the digital emphasis has to attenuate the high frequency components for a flat response. Though the 6 dB showed the best performance, it is not ideal because there still existed power fluctuation in the frequency response.

Figure 7.5 shows the measured BER of the 32 GBd (64 Gbps) PAM4 signal at different received powers at back-to-back. The red markers show BER with digital pre-emphasis only. The triangle, diamond and square markers show the BER curves using our analogue pre-emphasis filters of 3, 6, and 9 dB pre-emphasis levels, respectively. The 9 dB pre-emphasis filter was achieved by cascading the 3 dB and 6 dB filters.

Using digital pre-emphasis only, the required optical power at the HD-FEC threshold of $3.8 \times 10^{-3}$ BER was 0.6 dBm. After implementing both the analogue and digital pre-emphasis, the receiver sensitivities were improved to -0.1, -0.6 and -0.1 dBm, with the analogue pre-emphasis levels of 3, 6 and 9 dB, respectively.
The best performance was achieved using the 6 dB analogue pre-emphasis filter, which yielded 1.2 dB sensitivity improvement.

Figure 7.6 shows the receiver sensitivity after transmission over 1km SMF-28, with insets showing the eye diagrams with and without the 6 dB RF pre-emphasis filter. Due to the dispersion-induced frequency roll-off, there was a need to increase the digital pre-emphasis levels to obtain flat spectra, which consequently reduced the signal SNR; resulting in a 1.4 dB power penalty (at BER of $3.8 \times 10^{-3}$), when compared to the digital pre-emphasis only results at back-to-back transmission. The receiver sensitivities were improved to 1.0 dBm, 0.4 dBm and 0.9 dBm, using the analogue pre-emphasis filters of 3 dB, 6 dB, and 9 dB, respectively. Similar to the back-to-back transmission, the 6 dB analogue pre-emphasis filter yielded the best performance, showing 1.6 dB sensitivity improvement.

The performance of the RF pre-emphasis filter at different DAC resolutions was also investigated, with the BERs measured for back-to-back transmission. As shown in Figure 7.7, a clear performance improvement is observed using the 6 dB analogue pre-emphasis filter and digital pre-emphasis, operating at the 8-bit DAC resolution, obtaining a reduced BER from $4.6 \times 10^{-4}$ to $1.4 \times 10^{-4}$. Reducing the
Figure 7.6: Receiver sensitivity measurements after 1-km SMF-28.

DAC resolution to 6 and 5 bits, the BERs were decreased from $7 \times 10^{-4}$ to $2.6 \times 10^{-4}$ and from $1.3 \times 10^{-3}$ to $8.5 \times 10^{-4}$, respectively. This clearly demonstrates that the analogue pre-emphasis technique could improve the performance of transceivers using DACs of different resolutions. The transceiver performance could be further improved by using a higher order analogue pre-emphasis filter to fully compensate for the roll-off. Nevertheless, this does not undermine the conclusion that analogue pre-emphasis filter does improve the signal SNR and the receiver sensitivity.
Figure 7.7: Performance improvement of using RF pre-emphasis filter using different DAC resolutions.

7.2 Application of Transmission Line Synthesis Techniques in Visible Light Communication Systems

Visible light communications (VLC) is an emerging technology that has become the focus of enormous attention in recent years [230–232]. VLC operates on the principle of intensity modulation and direct detection of visible wavelengths using LEDs and silicon photodetectors, respectively. VLC is one of the most promising candidates for the access network in a converged multi-technology 5G domain [233–236], where existing radio-frequency technologies such as Wi-Fi can be complemented by high-speed, low latency optical signals, due to its wide, license-free spectrum (380–780 nm), low capital expenditure and ability to provide simultaneous room illumination as well as data communications capabilities.
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The main drawback to VLC, however, is the modulation bandwidth of LEDs, which is often limited to just several MHz [237]. In general, the high power LEDs used for room illumination are based on a blue-emitting GaN semiconductor with a colour converting phosphor that spreads some of the energy to yellowish wavelengths, resulting in aggregated white light illumination. There are two fundamental processes that limit the overall device bandwidths; the carrier lifetime and the \( RC \) time constant, connected to the diffusion capacitance of the diode [238]; and the slow temporal response of the colour converting phosphor [239]. Another key limitation of LEDs is their inherently non-linear electro-optic response, meaning transmitted signals must be carefully designed to avoid clipping or distortion [240].

To provide high bandwidths and subsequently, high capacity links, several methods have been proposed. These include (i) signal pre-distortion [241], (ii) post-distortion [242], (iii) amplitude equalization [225, 241], (iv) application of driver circuitry that reduces pulse decay time [243] and (v) digital equalisation [237]. Techniques (i)–(iii) aim to simply reduce the capacitance of the device, through high-pass filtering at different stages of the link. While these approaches have been demonstrated to support high transmission speeds, they are not generic and are normally designed on a trial-and-error basis. These methods are also often accompanied by a significant power penalty, as shown in Figure 5 of [244], that directly impacts gain-to-noise ratio. On the other hand, in technique (v), the residual inter-symbol interference induced by out-of-band transmission is calculated and mitigated systematically. However, high performance digital equalisers can be computationally expensive and are not always suitable for any given application.

Drawing on the concept of distributed amplification, an LED modulation-bandwidth extension technique, based on ATL synthesis, is proposed. The technique involves incorporating the LED diffusion capacitance into a \( p \)-ATL cell using series inductors and terminating with a resistor. The line has been described as a pseudo ATL, to reflect the origin of the concept, while also indicating the slight
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difference in implementation. While the ATL was conceived to be of infinite length with each section terminated in its own image impedance, the p-ATL actually is a single-celled filter structure similar to a resistively terminated single-staged ATL. As with the ATL, the p-ATL may also be designed to exhibit significantly improved transmission and cut-off properties by applying techniques developed to enhance DA performance.

Importantly, as VLC evolves, there are numerous LED technologies emerging, such as µ-LEDs [245], polymer LEDs (PLEDs) [246] and resonant cavity LEDs (RC-LEDs) [247], all of which have distinct characteristics. The p-ATL approach proposed in this chapter could enable bespoke driver circuits, based on the individual characteristics of the LEDs, while the combination with existing bandwidth extension schemes can lead to further improvement.

7.2.1 Design Concept

In Figure 7.8, a single pole simplified equivalent circuit of an LED is shown [238, 240], where $C_d$ is the diffusion capacitance, $R_d$ is the small signal differential resistance and $R_s$ accounts for the series resistance from the ohmic contact and device material [248].

$$Z_{in} = R_s + \frac{R_d}{1 + j\omega R_d C_d} \quad (7.4)$$

From analysis of Figure 7.8, the input impedance $Z_{in}$ of the LED is derived to be

The LED exhibits low-pass filter properties, which are reflected in its equivalent circuit. At fixed bias, a reasonable approximation of the LED bandwidth can be made from the 3 dB cut-off frequency $f_c$ related to the $RC$ time constant $\tau$, ($\tau$ corresponds to the LED recombination time constant $\tau_c$ [248]) as

$$f_c = \frac{1}{2\pi \tau_c} = \frac{1}{2\pi C_d R_d} \quad (7.5)$$

The similarity between the LED equivalent circuit as depicted in Figure 7.8, and the intrinsic equivalent circuit of the input of an HBT device, as shown in
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Figure 7.8: A simplified LED equivalent circuit.

Figure 7.9; may be readily observed, with $R_s$, $R_d$ and $C_d$ of the LED corresponding to $r_{bb}$, $r_{\pi}$ and $C_{\pi}$ of the HBT, respectively. Hence, similar to how the distributed effect on the transmission lines of SSDAs result in increased cut-off frequency and consequently bandwidth extension, it is conceivable that this same effect can be replicated for LEDs in the VLC context.

![HBT hybrid-\pi model equivalent circuit with dashed lines around the input in common emitter configuration.](image)

The shunt capacitance $C_d$ may be incorporated into a $p$-ATL cell, using series inductance, with the aim of distributing the effect of the shunt capacitance more uniformly and across a wider passband. The design of the $p$-ATL cell follows the
Figure 7.10: Simplified LED equivalent circuit $C_d$ incorporated into a $p$-ATL cell. Dashed lines surround the equivalent LED circuit.

design of the input and output transmission lines of a SSDA [187,249,250], based on the image impedance filter design method [32,189].

To achieve the desired distributed capacitance effect, an inductance $L_d$ is introduced at the input terminal of the LED (as shown in Figure 7.10), based on the image impedance ($Z_o$) relation for a lossless ATL, which is given by

\[
Z_o = \sqrt{\frac{L}{C} \left( 1 - \frac{\omega^2 LC}{4} \right)}
\]  

with the cut-off frequency of the ATL ($f_{c-ATL}$) given by:

\[
f_{c-ATL} = \frac{\omega_c}{2\pi} = \frac{1}{\pi \sqrt{LC}}
\]

where $L$ represents the series inductance required to achieve a distributed effect, $C$ is the shunt capacitance (which in this case corresponds to the LED diffusion capacitance $C_d$), $\omega$ is the angular frequency and $\omega_c$ is the angular cut-off frequency [28,50]. From (7.6), the value of $L$ is conventionally chosen as the product of $C$ and the square of the DC value of $Z_o$ [28]. The terminating resistance $R_{TERM}$ is conventionally chosen as the DC value of $Z_o$ to achieve a broadband match.

It may be observed from Figure 7.10 that a current divider circuit is formed between the LED and the sum of $R_{TERM}$ and the reactance of $L_d$, which reduces the effective LED drive current. Hence, as $R_d$ and $C_d$ are dependent on bias, the
ATL needs to be designed at the parameters corresponding to the effective LED drive current.

However, for the proposed application, the lossless assumption commonly adopted in ATL synthesis is invalid due to the presence of \( R_d \) and \( R_s \). Furthermore, the parallel combination of \( (R_d + R_s) \) and \( R_{TERM} \) also impacts \( Z_o \), such that \( R_{TERM} \) does not provide an image-impedance match, even at very low frequencies.

The input impedance of the LED with distributed input \( Z_{in}^* \), as shown in Figure 7.10, is derived as

\[
Z_{in}^* = \left( R_s + \frac{R_d}{1 + j\omega R_d C_d} \right) \parallel (j\omega L_d + R_{TERM})
\]  

(7.8)

which on expansion becomes (7.9).

\[
Z_{in}^* = \frac{R_{TERM}(R_s + R_d) + j\omega(R_s R_d R_{TERM} C_d + L_d(R_s + R_d)) - \omega^2 R_s R_d L_d C_d}{R_{TERM}(R_s + R_d) + j\omega(L_d + R_s R_d C_d + R_d R_{TERM} C_d) - \omega^2 R_d C_d L_d}
\]  

(7.9)

There are two main observations from (7.8): firstly, the frequency response and cut-off behaviour of the LED is no longer solely dependent on the \( RC \) time constant of the LED, such that by appropriate choice of the p-ATL impedance \( Z_o \) (with corresponding values of \( L_d \) and \( R_{TERM} \)), significant bandwidth improvement may be achieved. The second observation is that at DC, \( Z_{in}^* = (R_s + R_d)/R_{TERM} \), which is lower than \( Z_{in} \) in (7.4); such that while there is a gain in bandwidth, there is an associated loss in impedance magnitude.

The effect of the sacrifice of impedance magnitude for wider bandwidth on a VLC system would be a reduction in the optical power and output light intensity of the LED, such that while the modulation bandwidth improves, the power-bandwidth product does not improve commensurately. However, trading optical power for bandwidth is hardly a demerit in VLC, as these systems generally have low overall power consumption and high optical power outputs [248]. Moreover, considering Shannon’s capacity equation \( C = B \log_2(1 + \text{SNR}) \), it may be observed that while capacity increases linearly with increasing bandwidth, it only increases.
with the logarithm of SNR [251]. Hence, the gain-bandwidth trade-off is beneficial insofar as the decrease in power output is not sufficiently large as to limit improvement in overall capacity.

### 7.2.2 Performance Assessment

To illustrate the effect of the \( p \)-ATL input technique so far described, Figure 7.11 compares the input impedance of an LED with two cases in which the proposed technique is applied: \( Z_o = Z_{in} \), and \( Z_o = Z_{in}/2 \), assuming equal effective current drive LED parameters.

LED equivalent model parameters derived and verified in [238] are employed. These parameters are presented in Table 7.2, where \( m \) is the average ideality factor obtained from the LED low frequency impedance model

\[
|Z_{in}| = R_s + R_d = R_s + \frac{mV_T}{I_b} \tag{7.10}
\]

The values derived at 2 mA drive current selected for this study.

<table>
<thead>
<tr>
<th>( I_b ) (mA)</th>
<th>( R_s ) (Ω)</th>
<th>( R_d ) (Ω)</th>
<th>( C_d ) (nF)</th>
<th>( \tau_c ) (ns)</th>
<th>( m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.6</td>
<td>28.4</td>
<td>0.342</td>
<td>9.7</td>
<td>1.09</td>
</tr>
<tr>
<td>2</td>
<td>1.6</td>
<td>14.4</td>
<td>0.59</td>
<td>8.5</td>
<td>1.11</td>
</tr>
<tr>
<td>5</td>
<td>1.6</td>
<td>6.0</td>
<td>1.33</td>
<td>8.0</td>
<td>1.15</td>
</tr>
<tr>
<td>10</td>
<td>1.6</td>
<td>3.0</td>
<td>2.67</td>
<td>8.0</td>
<td>1.15</td>
</tr>
</tbody>
</table>

As reported in [238], the LED equivalent circuit model on its own has a predicted and verified 3 dB cut-off frequency of 18.7 MHz. In the first case, where the distributed transmission line is designed at \( Z_o = Z_{in} \), a threefold improvement in bandwidth is predicted, while the input impedance reduces by 50%; this agrees with (7.8). In the second case (i.e. \( Z_o = Z_{in}/2 \)), there is a further improvement in bandwidth of 65%, which translates to nearly 400% overall improvement in input impedance bandwidth, compared to the LED performance, at 66.7% overall loss in impedance magnitude.
To further demonstrate the utility of the proposed concept, the response of the LED with the two application cases of the proposed technique as previously described (i.e. \( Z_o = Z_{in} \), and \( Z_o = Z_{in}/2 \)) is compared to a 100 MHz modulating current. Again, the LED equivalent circuit parameters at 2 mA presented in [238] are adopted. Towards minimising the peaking effect observed in Figure 7.11, the distributing inductance is also reduced to \( L_d/2 \) in both application cases. Results of this comparison is presented in Figure 7.12, where it is seen that the current \( i_d \) closely follows the profile of \( Z_{in} \) in both cases where the distributing inductance is kept at \( L_d \). In the cases in which distributing inductance of \( L_d/2 \) is used, a flatter gain profile can also be observed.

As can be inferred from the foregoing discussion, the proposed technique requires reasonably accurate equivalent circuit parameters. A popular approach to extracting these parameters is described in [238], following which approximate values for \( R_s \), \( R_d \) and \( C_d \) can be extracted from S-parameters measurement under bias conditions corresponding to the effective LED drive currents. Before measurement, the network analyser is calibrated with a load that is close to the impedance of the
device under test (DUT), as this tends to yield more accurate results [238]. Due to the relatively low input impedance of communication LEDs, the load resistance used for calibration would usually be a value other than the conventional 50 Ω load [238, 252]. Thereafter, an iterative curve fitting process is adopted to arrive at an even closer match between the measured and modelled frequency responses.

However, experiments show that while the LED equivalent circuit correctly represents the frequency response of the device, unlike transistor equivalent models, it does not represent the LEDs behaviour in a circuit. A model that both describes the independent behaviour of the LED and also its behaviour in circuit is required to verify the proposed technique. Ideally, this model will incorporate both linear and non-linear recombination techniques and account for the bandwidth limiting effect arising from the carrier mobility of the device.

Figure 7.12: Comparison of normalised current $i_d$ through the LED (dashed lines for inductance at $L_d/2$ to reduce peaking).
7.3 Conclusions

In this chapter, the application of artificial transmission line synthesis in the contexts of optical and visible light communications has been described. In the first context, analogue pre-emphasis based on $m$-derived filters is used to compensate for the frequency roll-off in a bandwidth-limited transceiver. Compared to digital pre-emphasis only, we obtained clear performance improvement by combining both analogue and digital pre-emphasis techniques. The simple RF circuit design has low insertion loss and can be integrated with transceiver modules. Even with unoptimized design, a 1.1 dB sensitivity improvement was obtained for DML-based 32 GBd (64 Gbps) PAM4 after transmission over 1 km SMF-28.

In the context of VLC, an LED-bandwidth extension approach based on transmission line synthesis has been described and verified using an LED small signal equivalent circuit model. The proposed technique involves incorporating the bandwidth limiting diffusion (shunt) capacitance of the LED into a $p$-ATL cell with series inductance and terminating with a resistor, based on the image impedance filter design method. The $p$-ATL can be designed for significantly improved cut-off, with 400% improvement presented in this chapter, from studies based on a verified LED equivalent circuit model. An added merit is the potential for achieving a flatter frequency response profile, which correlates to a more uniform group delay and less signal distortion. It is expected that the proposed approach will enable bespoke driver circuits, based on the individual characteristics of LEDs, while combination with existing bandwidth extension schemes can link to further improvement. For the purpose of describing the concept, the focus has been placed on the case of a single LED, based on the conventional design. It is envisaged that the technique can be adapted for an array of LEDs, with the techniques described in Chapter 4 applied for further bandwidth extension.
Chapter 8

Concluding remarks

8.1 Summary and Discussion

The research reported in this thesis has explored the application of novel circuit synthesis techniques and topologies to the design of HBT-based DAs with a view to improving gain and bandwidth performance. Particular attention has been given to the SSDA and SSDA-based topologies, due to the record performances reported for HBT DAs based on this topology. This study has resulted in the development of bandwidth extension techniques that offer significant improvement over current methods and a new DA topology - the M-SSDA - which offers similar performance to the C-SSDA, but with reduced circuit footprint and potential for better noise performance. Reports on the design and measurement of two MMIC amplifiers, a SSDA that features the bandwidth extension techniques developed and an M-SSDA, have been presented. The application of concepts from distributed amplification to improving the bandwidth of optical and visible light communication systems has also being set out and verified in this thesis.

The first two chapters presented a general introduction to the subject of distributed amplification and gave a background to the work presented in this thesis. Chapter 1 described the motivation for the study, set an outline for the thesis and presents what has been the contribution of this study to knowledge. The concept of distributed amplification was presented in Chapter 2. The primary elements of the DA and commonly adopted circuit modifications to improve performance were also described. Also presented in this chapter is a comparison of bipolar and
field-effect based DAs, as well as performance summaries of the state-of-the-art DAs based on MESFET/HEMTS, HBTs, CMOS and BiCMOS processes.

In Chapter 3, a comprehensive review of reported HBT DAs circuits was presented. This chapter highlighted the effect that improved process fabrication techniques have had on improving figures of merit of the HBT DA. The chapter also highlighted the significance of novel transmission line synthesis techniques and circuit topologies in achieving better device performance. A section was also committed to discussing analytical reports modelling such parameters as the gain, bandwidth and noise performance of the amplifier. The apparent suitability of HBTs in SSDAs and SSDA derivatives was observed in this review, prompting further study. Justification for the apparent suitability of HBTs for SSDA implementation was considered. It was established that the SSDA topology maximises the high gain and better linearity merits of the HBT, while limiting the adverse effect arising from its resistive input nature. Also included in Chapter 3 is a description of the HBT process used in the majority of the practical implementations considered in this thesis - Teledyne’s TSC250; and the process of extracting small-signal parameters from the foundry model supplied by the device manufacturer. The accuracy of the extracted small-signal model was verified by comparing S-parameter performance of both the foundry large-signal model and the extracted equivalent model in a basic common-emitter amplifier mode.

In Chapter 4, a set of modifications to improve the bandwidth performance of the HBT SSDA was presented, supported by full foundry model-based simulation results. This approach to bandwidth improvement builds on the peculiarities of the SSDA topology, which makes its transmission lines more tolerable to sub-optimal modifications with limited effect on the distributed effect necessary for wideband performance. The three-stepped technique described involves scaling down the inductance on the input ATL; creating a high frequency resonance peak, by the addition of shunt capacitance on the input ATL; and compensating for the resulting increased reflection with adapted negative resistance attenuation compensation.
techniques. Based on these modifications, an SSDA with a bandwidth of 345 GHz at 8 dB gain was demonstrated in simulation. This represents close to 50% improvement in bandwidth performance over the state of the art reported in [17]. The SSDA MMIC was fabricated by Teledyne, and on measurement, showed a gain of 7.1 dB at 200 GHz bandwidth, representing a significant shortfall of 11% and 42% in gain and bandwidth, respectively, from simulation results.

A new amplifier topology, the M-SSDA, was introduced in Chapter 5. It is a functional relative of the C-SSDA, as they share a similar gain mechanism, in that they are both fully multiplicative DAs. The presence of a shared intermediate transmission line connecting the tiers of the M-SSDA makes it possible to achieve more compactness and smaller circuit footprint. The topology also affords the potential for lower attenuative losses and better noise performance from the optimisation of the intermediate transmission lines. A two-tier M-SSDA based on common-emitter gain cells was presented to demonstrate the viability of the proposed design. The S-parameter performance of the proposed circuit is compared with that of a C-SSDA with two gain cells to show the similarity in their gain and bandwidth performance. A $3 \times 1$ M-SSDA circuit with a predicted gain of 20 dB at 324 GHz bandwidth based on full foundry process model was demonstrated in simulation. The measured result from the fabricated M-SSDA MMIC showed a gain of 12 dB at 170 GHz bandwidth.

Chapter 6 presented a study of the noise performance of the SSDA and its derivative multiplicative DA, to allow for a more complete appraisal of this family of DAs. New equations that describe the noise figure, the noise voltage spectral density (NVSD) at the output and equivalent input noise current spectral density (EINCSD) of the multiplicative DA were derived and verified. It was established that unlike in multi-stage DAs, where noise figure reduces with additional stages, the noise figure and EINCSD of multiplicative DAs increase with each added gain-cell tier. However, the noise contribution from an additional stage is only a fraction of the contribution of the stage before it, in agreement with the principle of noise
scaling in cascaded systems. Based on the analytical study, design approaches to balance the trade-off between the gain and noise performance were also discussed. A significant observation pointed out in this chapter was that while the noise figure of the multiplicative DA does indeed increase quadratically with additional stages; this trend is offset by the gain, which increases at an exponential rate, progressively increasing the margin between amplification and added noise. These considerations, in addition to the limitations of the multi-stage DAs in ultra high frequency designs, lends justification to the adoption of the SSDA and its multiplicative derivatives.

In Chapter 7, the application of transmission line synthesis techniques to improve bandwidth performance in the contexts of optical and visible light communications was described. A high-pass filter based on the $T$-half filter section was designed to achieve pre-emphasis equalisation and extend the bandwidth of optical transceiver systems. The strength of the technique lies in the simplicity and cost-effectiveness of the filter implementation, which makes it easy to customise the equaliser to match various transceiver frequency response profiles. Compared to the application of digital pre-emphasis only, a clear performance improvement was obtained when both analogue and digital pre-emphasis were combined. Though the experiments only investigated short-reach, intensity-modulated direct-detection transceivers, analyses indicate that the analogue pre-emphasis filter can improve SNR of any DAC-based transceiver with inherent frequency roll-off. Therefore, it is expected, that the technique will lead to performance improvement in coherent transceivers. The simple RF circuit design has low insertion loss and can be integrated with transceiver modules. A bandwidth extension technique based on the absorption of the bandwidth limiting capacitance of LEDs into a pseudo-artificial transmission line for visible light communication was also presented and verified using an LED equivalent model.

As advancement in device scaling continue to drive transistor technology towards the absolute physical limit, with the operational capability of solid state
devices now extending into the lower end of the THz frequency band, associated old and familiar circuit design challenges also evolve in their complexity and the limitations they impose. This thesis has sought to provide an answer to the question of how to achieve the widest possible bandwidth from these and the next generation of ultra-high speed process. As is often the case, solutions to complex challenges must start by an attempt at simplification, which essentially is the approach that this thesis has followed in re-examining the merit of the SSDA. In its simplicity, the SSDA provides a basic building block that can be modified and stacked to fit varying requirements. Following this, the multiplicative matrix SSDA has been introduced, which addresses the main limitation of the SSDA - gain. Furthermore, by studying the noise performance of the SSDA and its multiplicative derivative, the thesis provides a complete picture by which performance merits can be assessed and trade-offs considered.

8.2 Future Work

The research project that has resulted in this thesis has addressed a limited number of issues, raising new questions worthy of future investigation

- **Developing accurate transistor models beyond 100 GHz:** The discrepancy between the measured and simulated S-parameters demonstrates the challenge of modelling ultra-wideband circuits, especially towards the higher end of the frequency range; warranting further investigation. Even with the benefit of hindsight, which informed the inclusion of additional parasitic components, the response from post-measurement simulations still showed significant deviation from the measured response. It may be the case that the unexpected performance shortfalls are results of unforeseen design faults or the effects of electromagnetic coupling between the various MMIC components, despite best efforts to avoid these at the design and layout stage.
• **More fabrications and testing:** In Chapter 4, an inductive peaked cascode SSDA is presented with full foundry simulation and layout prepared for MMIC fabrication. However, due to the limited wafer space available, this as well as a two-tier M-SSDA presented in Chapter 5 could not be fabricated at the time. Fabricating both the SSDA with the bandwidth extension techniques introduced in this thesis, and the fairly standard inductive peaked cascode technique on the same wafer, would make it possible to have a proper comparison of the effectiveness of the two techniques under similar fabrication constraints. The fabrication and measurement result of the two-tier M-SSDA would also provide further insights into the design considerations of the M-SSDA, especially regarding the effect of the intermediate line reflections on overall gain performance.

• **Performance evaluation for other relevant figures of merit for SSDA and M-SSDA:** While the gain and noise performance of multiplicative DAs have been explored in this thesis, other figures of merit such as the group delay and dynamic range, which are also important performance requirements for preamplifier application, have not been addressed. Hence, it will be quite useful to investigate these, both in the particular context of HBTs, in line with the research presented in this thesis and also in the general context. Possible approaches to the evaluation of the group delay is by utilising the phase associated with the transfer function expressions presented in this thesis or by extraction from the S-parameter measurements using the Touchstone (.s2p) data holder functionality of Keysight’s ADS.

• **Implementation of SSDA and M-SSDA using CMOS active device and RFE integration:** While the research reported in this thesis has focused the application of HBTs as the active device, the techniques reported are not limited to HBTs. It would be interesting to analyse and design MMICs using HEMTs and CMOS technologies that feature the bandwidth optimisation techniques described. It would be particularly valuable to ex-
plore RFE integration of photodetectors with CMOS based distributed trans-
impedance amplifier, due to the cost effectiveness of CMOS and recent ad-
vances that have resulted in record-high bandwidth beyond 100 GHz for high-
speed photodetectors compatible CMOS fabrication standards [253–255].

- **Application of bandwidth extension technique and the M-SSDA in active equalization:** The development of active equalization using the dis-
tributed transversal filter (DTF) concept, to achieve tunable pre-emphasis magnitude and frequency response profile. Apart from providing more lati-
tude for performance optimisation, with sufficient number of taps, a DTF will be ideal for equalising transceivers with uneven frequency response charac-
teristics. A particularly interesting area of application would be in equalising the response of lasers, which have roll-off at both high and low frequencies, when operated at high currents for optimal speed. It will also be worth ex-
ploring the application of the matrix amplifier and the M-SSDA in transversal filtering.

- **Practical implementation of p-ATL in a VLC system:** This thesis has only described the concept of the p-ATL and predicted potential perfor-
mance improvement based on simulation tests. Research towards practically implementing this technique will be of interest. It will also be of interest, to see the effect of the proposed circuit modifications on group delay and signal distortion.

The research presented in this thesis has been concerned with the analysis and design of ultra-wideband distributed circuits, exploring design considerations that would result, particularly, in bandwidth performance improvement. This has led to the development of new bandwidth extension techniques based on the SSDA, that optimise the performance of ultra-fast MMIC processes. The MMIC ampli-
fier designed and fabricated featuring this techniques achieved a record bandwidth of 200 GHz for the SSDA, with a gain of 7.1 dB. A new multiplicative amplifier
topology, the M-SSDA, has also been developed and a three-tier amplifier fabricated based on this topology. The application of concepts that could be considered native to distributed amplification, towards performance improvement in optical communication and VLC have also been explored. A number of original contributions have also been made, with six papers published. It is hoped that the analysis and techniques presented in this thesis will find application in the design of amplifiers and communication systems suitable for next generation high-speed analogue and digital requirement.
Appendix A

Alternative Approach to EINCSD Derivation

The approach adopted by Freundorfer and Nguyen (1996) [176], in deriving the EINCSD for the multistage DA, had been initially followed to arrive at an expression for the multiplicative DA. While essentially accurate, this technique resulted in equations that were not as tractable as the method adopted by Iqbal and Darwazeh (1999) [170]. Hence, the approach presented in [170] has been followed for the EINCSD derivations in this thesis, and this has been included in Chapter 6. However, the derivation of the EINCSD for the SSDA based on this approach, has been included as an appendix for completeness.

A.1 EINCSD for SSDA

Following the noise analysis method adopted by Aitchison in [175], Freundorfer and Nguyen (1996) obtained an expression for the EINCSD of the MESFET distributed preamplifier [176], the differences being that a current source input was substituted for the 50 Ω matched system adopted in [175] and the inclusion of correlation between the noise sources.

\[ i_d * i_g = j \sqrt{|i_d|^2|i_g|^2} = j4kT_o \omega C_{gs} \sqrt{R P} \]  \hspace{1cm} (A.1)

where \( R \) and \( P \) are noise parameters of the transistor [176,256].

To arrive at the desired expression, the overall noise contribution is broken into constituent independent noise power densities:
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• equivalent input noise power density from the gate termination $Z_{\pi g}$ given by

$$|i_{n1}|^2 = \frac{|i_{\pi g}|^2}{4} \left| 1 + \frac{Z_r}{Z_f} e^{jN\phi} \right|^2 \quad (A.2)$$

• equivalent input noise power density from the drain termination $Z_{\pi d}$ given by

$$|i_{n2}|^2 = \frac{|i_{\pi d}|^2}{4} \left| \frac{Z_{\pi d}}{Z_f} \right|^2 \quad (A.3)$$

• and equivalent input noise power density of all FETs in the N stages, given by

$$|i_{n3}|^2 = \frac{|i_g|^2}{4} \sum_{r=1}^{n} (A(r, \phi)^2 + B(r, \phi)^2) + \frac{|i_d|^2}{4} \left| \frac{Z_{\pi d}}{Z_f} \right|^2 n$$

$$+ \frac{1}{2} \sum_{r=1}^{n} \text{Re} \left[ i_g i_d^* \frac{Z_{\pi d}^*}{Z_f^*} (A(r, \phi) + j B(r, \phi)) e^{j(n-2r+1)\phi} \right] \quad (A.4)$$

the summation of which gives the total noise power density [176]. The equivalent current noise density at the input is derived by dividing the output voltage noise density by the transimpedance gain of the preamplifier. The total EINCSD is the sum of the contribution of the individual noise current densities

$$|i_n| = \sqrt{|i_{n1}|^2 + |i_{n2}|^2 + |i_{n3}|^2} \quad (A.5)$$

$$= \sqrt{\frac{|i_{\pi g}|^2}{4} \left| 1 + \frac{Z_r}{Z_f} e^{jN\phi} \right|^2} + \left( \frac{|i_{\pi d}|^2}{4} \left| \frac{Z_{\pi d}}{Z_f} \right|^2 \right) n$$

$$+ \frac{1}{2} \sum_{r=1}^{n} \text{Re} \left[ i_g i_d^* \frac{Z_{\pi d}^*}{Z_f^*} (A(r, \phi) + j B(r, \phi)) e^{j(n-2r+1)\phi} \right] \quad (A.6)$$

where

$$|i_{\pi g}|^2 = \frac{4kT_0}{Z_{\pi g}} \quad (A.7)$$
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\[ |iZ_{\pi d}|^2 = \frac{4kT_0}{Z_{\pi d}} \quad (A.8) \]

The forward transimpedance gain,

\[ Z_f = -\frac{n}{2} g_m Z_{\pi g} Z_{\pi d} e^{-jn\phi} \quad (A.9) \]

The transimpedance gain at the output terminating resistance,

\[ Z_r = -\frac{1}{2} g_m Z_{\pi g} Z_{\pi d} \frac{\sin(n\phi)}{\sin \phi} e^{-jn\phi} \quad (A.10) \]

\[ A(r, \phi) = 1 + \left( \frac{n - r + 1}{n} \right) \cos(2r - 1)\phi + \frac{\sin(r - 1)\phi}{n \sin \phi} \cos(r - 1)\phi \quad (A.11) \]

\[ B(r, \phi) = \left( \frac{n - r + 1}{n} \right) \sin(2r - 1)\phi + \frac{\sin(r - 1)\phi}{n \sin \phi} \sin(r - 1)\phi \quad (A.12) \]

\[ \phi = \omega \sqrt{L_g C_{gs}} \quad (A.13) \]

For the SSDA,

\[ Z_f = Z_r = -\frac{1}{2} g_m Z_{\pi g} Z_{\pi d} e^{-j\phi} \quad (A.14) \]

\[ A(r, \phi) = 1 + \cos \phi \quad (A.15) \]

\[ B(r, \phi) = \sin \phi \quad (A.16) \]

which simplifies (A.6) to
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Following A.17, the derivation of an equation describing the EINCSD of an HBT-based SSDA based on the intrinsic equivalent circuit in Figure 6.3 involves replacing the noise contributors with their HBT-based SSDA equivalents as thus

\[
|i_{FET}| = \sqrt{\frac{|i_{Z\pi d}|^2}{4} \left| 1 + e^{j\phi} \right|^2 + \frac{|i_{zd}|^2}{4} \left| \frac{Z_{zd}}{Z_f} \right|^2 + \frac{|i_g|^2}{2} (1 + \cos \phi) + \frac{|i_d|^2}{4} \left| \frac{Z_{zd}}{Z_f} \right|^2 + \frac{1}{2} Re \left[ i_g^* \frac{Z_{zd}^*}{Z_f^*} (1 + \cos \phi + \sin \phi) \right]}
\]  

(A.17)

Following A.17, the derivation of an equation describing the EINCSD of an HBT-based SSDA based on the intrinsic equivalent circuit in Figure 6.3 involves replacing the noise contributors with their HBT-based SSDA equivalents as thus

\[
|i_{HBT}| = \sqrt{\frac{|i_{Z\pi b}|^2}{4} \left| 1 + e^{j\rho} \right|^2 + \frac{|i_{Z\pi c}|^2}{4} \left| \frac{Z_{\pi c}}{Z_f} \right|^2 + \frac{|i_b|^2}{2} (1 + \cos \rho) + \frac{|i_c|^2}{4} \left| \frac{Z_{\pi c}}{Z_f} \right|^2 + \frac{1}{2} Re \left[ i_c^* \frac{Z_{\pi c}^*}{Z_f^*} (1 + \cos \rho + \sin \rho) \right]}
\]  

(A.18)

with

\[
\rho = \omega \sqrt{L_B C_{\pi}^*}
\]  

(A.19)

Tian, Freundorfer and Roy (2003) derived an EINCSD expression based on a common-collector-cascode (CCC) DA HBT preamplifier [172], which helps to verify the validity of this position. In [172], the noise model of the HBT CCC gain cell was transformed into a noiseless two-port network with two correlated voltage and current noise generators (\(e_{nc}\) and \(i_{nc}\), respectively) connected at its input. The derivation of noise sources \(e_{nc}\) and \(i_{nc}\) was then carried out analytically following
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the Van der Ziel’s noise network theory.

\[
|i_n| = \sqrt{\frac{|i_{Zb}|^2}{4} \left[ 1 + \frac{\sin n \rho}{n \sin \rho} e^{j n \rho} \right]^2 + \frac{|i_{Zc}|^2}{4} \left| \frac{Z_{\pi c}}{Z_f} \right|^2 + \frac{|i_{nc}|^2}{4} \sum_{r=1}^{n} |C(r, \rho)|^2 + \frac{|e_{nc}|^2}{n} \left| \frac{1}{Z_{\pi b}} \right|^2 + \frac{1}{2} \sum_{r=1}^{n} \text{Re} \left[ i_{nc} e_{nc}^* \left( -\frac{2}{n Z_{\pi b}} \right) C(r, \rho) e^{j(-2r+1)\rho} \right]}
\]

(A.20)

where

\[
|i_{Zb}|^2 = \frac{4kt}{Z_{\pi b}}
\]

(A.21)

\[
|i_{Zc}|^2 = \frac{4kt}{Z_{\pi c}}
\]

(A.22)

\[
C(r, \rho) = 1 + \frac{n - r + 1}{n} e^{j(2r-1)\rho} + \frac{\sin(r-1)\rho}{n \sin \rho} e^{j(r-1)\rho}
\]

(A.23)

\[
\overline{\tau}_{nc}^2 = A_1 \left\{ \frac{\overline{\tau}_{11}^2 |g_m R_{m1}|^2 + \overline{\tau}_{12}^2 |Y_{\pi 1} R_{e1}|^2}{|g_m Y_{\pi 1} + g_m Y_{\pi 2}|^2} \right\} + \frac{\overline{\tau}_{21}^2}{|g_m Y_{\pi 1} + g_m Y_{\pi 2}|^2} \left\{ \frac{\overline{\tau}_{22}^2 |g_m Y_{\pi 1} Y_{\pi 2} (R_{e1} + R_{e2})}{|g_m Y_{\pi 1} + g_m Y_{\pi 2}|^2} \right\} \right. 
\]

(A.24)
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\[ e_{nc}^2 = A_1 \left\{ \frac{t_{11}^2 |R_{e1}(1 - r_{b1}g_{m1})|^2 + t_{12}^2 |R_{e1}(Y_{\pi1}r_{b1} + 1)|^2}{g_{m2}g_{m3}(Y_{\pi1} + g_{m1})R_{e1}} \right\} \]

\[ i_{nc}e_{nc}^* = A_1 \left\{ \frac{t_{11}^2 (g_{m1}R_{e1})[|Re1(1 - r_{b1}g_{m1})|^2 - t_{12}^2 (Y_{\pi1}R_{e1})|R_{e1}(Y_{\pi1}r_{b1} + 1)|^2]}{g_{m2}g_{m3}(Y_{\pi1} + g_{m1})R_{e1}} \right\} \]

\[ C_0 = Y_{\pi2}R_{e1}(Y_{\pi1}r_{b1} + 1) + [(Y_{\pi1}r_{b1} + 1) + R_{e1}(Y_{\pi1} + g_{m1})] \cdot [(Y_{\pi2}r_{b2} + 1) + (Y_{\pi2} + g_{m2})R_{e2}] \]

\[ C_1 = Y_{\pi1} \cdot [Y_{\pi2}(R_{e1} + r_{b2} + R_{e2}) + 1 + g_{m2}R_{e2}] \]

\[ A_0 = R_{e1}(Y_{\pi1} + g_{m1}) + Y_{\pi1}r_{b1} + 1 \]
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\[ A_1 = \left| \frac{1}{R_{e1}(Y_{\pi1} + g_{m1})} \right|^2 \]  
(A.30)

\[ Y_{\pi i} = \frac{1}{r_{\pi i}} + j\omega C_{\pi i}, (i = 1, 2, 3) \]  
(A.31)

\( Z_f \) is the forward transimpedance gain of the preamplifier in the passband, derived as

\[ Z_f = \frac{v_{out}}{i_s} = -\frac{nGZ_{\pi c}Z_{s b}e^{-jN\rho}}{2} \]  
(A.32)

where \( G \) is the equivalent transconductance of the HBT CCC given by

\[ G = \frac{g_{m2}g_{m3}}{Y_{\pi3}g_{m3}} \]

\[ \cdot \frac{(Y_{\pi1} + g_{m1})R_{e1}}{(Y_{\pi1}r_{b1} + 1)Y_{\pi2}R_{e1} + [(Y_{\pi1}r_{b1} + 1) + (Y_{\pi1} + g_{m1})R_{e1}][(Y_{\pi2}r_{b2} + 1) + (Y_{\pi2} + g_{m2})R_{e2}]} \]  
(A.33)

As previously defined, \( \rho \) is the per stage phase delay of the HBT DA and \( r_{\pi i} \) and \( C_{\pi i} \) are the HBT model parameters. The contribution of the base and collector terminations to the overall noise density are reflected in the first two terms of (A.20), while the remaining contributions are noise sources for the HBT gain cells. \(|i_{nc}|^2\) and \(|e_{nc}|^2\) are equivalent noise sources of the HBT gain cell which are derived from the equivalent circuit of the gain cell; \( i_{nc}e_{nc}^* \) is the correlation between these two noise sources.

The single-stage expression for A.20 simplifies to

\[ |i_{\text{HTC-CCC}}| = \sqrt{\frac{|i_{Z_{nc}}|^2}{4}[1 + e^{j\rho}]^2 + \frac{|i_{Z_{\pi c}}|^2}{4}[1 + e^{j\rho}]^2 + \frac{|e_{nc}|^2}{n} + \frac{1}{2} Re \left[ i_{nc}e_{nc}^* \left(-\frac{2}{Z_{s b}}\right) (1 + e^{-j\rho}) \right]} \]  
(A.34)

as \( C(r, \rho) = 1 + e^{j\rho} \)
As expected, the noise contribution for the source, load and terminations are the same as in (A.18), while the noise contribution from the gain cell differs slightly. The difference observed between (A.18) and (A.34) is attributable to the higher analytical complexity involved in expressing the noise contributions and correlation of the CCC gain cell which has three active devices compared to just one in the CE gain cell.

Equation (A.17) may also be extended to an $m$-tier multiplicative DA based on a MESFET common source gain cell. To arrive at the desired expression, the equivalent input noise power contribution from the intermediate transmission lines - which is denoted by $|i_{n \text{-int}}^m|^2$ - and the total equivalent input noise density of $m$-FETs or $m$-HBTs (denoted by $|i_n^m|^2$) in a cascade arrangement need to be derived. Hence, the total equivalent input noise density for the multiplicative DA ($\sqrt{|i_n^m|^2}$) is given by

$$|i_n^m| = \sqrt{|i_{n1}^m|^2 + |i_{n \text{-int}}^m|^2 + |i_{n2}^m|^2 + |i_{n3}^m|^2}$$  \hspace{1cm} (A.35)

where the superscript $m$ in this equation indicates that the elements relate to the multiplicative DA rather than as a factor of exponentiation.
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