## 1 INTRODUCTION

**COMBINATORIAL TESTING** (CT), or combinatorial interaction testing (CIT), is a potentially powerful testing technique for revealing failures triggered by interactions of parameters that govern software system execution behaviour [1]. Since the initial idea of CT was sketched in 1985 [2], it has been an active research area with over 760 scientific publications1, contributing to the development of theory, techniques and applications. CT is also gradually finding its way into industrial practice, and has been included into testing standards such as ISO/IEC/IEEE 29119 [3].

Traditionally, CT assumes that the parameters of software under test are independent from each other. The \( \tau \)-way covering array, in which each input combination of \( \tau \) parameters must appear at least once, can thus be directly used as the test suite. However, in real-world programs, there usually exist dependency relationships between parameters. Such relationships can be described as constraints in CT, indicating that some particular input combinations are infeasible or undesirable. Any application of a \( \tau \)-way covering array that fails to take constraints into account will lead to many ‘invalid’ test cases. As a result, CT could be less effective than people would otherwise expect.

For example, a constraint may indicate that the Linux operating system cannot be combined with the IE browser: if a testing strategy requests this combination, then no test case can realise it. Of course, we could simply dismiss such invalid combinations, but there is a computational cost in doing so and the result may also affect the size of the test suites; perhaps other valid sets of combinations could be reduced if the constraint was handled earlier.

Constraints typically denote tests that simply cannot be achieved. While these may be an irritation, more pernicious are hidden constraints. For example, sometimes a test case can realise it. Of course, we could simply dismiss such test cases. Where such constraints are merely implicit, they can lead to considerable wasted effort generating and analysing results from tests that should have been avoided from the outset.

The concept of a constraint was introduced early in the development of CT. In 1987, Tatsumi et al. were already aware that “not all of the combinations of the factors and states entered in the test factor table actually exist” and “these conditions deserve special consideration” [4], [5]. The early CT tools of 1990s, such as CATS [6] and AETG [7], were also able to deal with constraints. In 2006, Grindal et al. [8] presented the first review of constraint handling techniques. In their study, constraints are assumed to be few and simple in practice, so the techniques to modify test models to remove constraints played an important role at that time.

However, in 2007, the study by Cohen et al. revealed that constraints are large and complex in real-world applications, especially for highly configurable software systems [9]. They found that the previous constraint handling techniques were...
unsatisfactory in terms of both generality and scalability, and proposed to use a satisfiability (SAT) solver as a general solution to resolve constraints during test suite generation. Since then, a variety of automated constraint handling techniques have been developed and successfully applied \cite{10, 11}. New research directions, such as automatically inferring \cite{12}, validating \cite{13, 14}, and repairing constraints \cite{15}, have also started to attract attention.

Even though the topic of constraints has been discussed in many studies since 1987, the importance of constraints, and the need for constrained combinatorial testing, remains a fundamental barrier to the wider update of CT. In 2014, Khalsa and Labiche \cite{16} analysed the applicability of 75 test suite generation algorithms and tools in CT. They found that more than half of these studies simply do not implement any constraint handling technique. More recently, Wu et al. \cite{11} further examined the test suite generation publications between 2015 and 2018. They found that the influence of constraints is only accounted in 30\% of them, which makes a large proportion of the proposed techniques inapplicable to many real-world programs.

Moreover, since recent studies \cite{10, 11} have revealed a diverse set of different constraint handling techniques, a subsequent natural question is the extent to which these techniques make a difference in the performance of different test suite generation algorithms. This is important because test suite generation studies of CT usually follow (arbitrary choices of) one of the previous practices to determine the constraint handler to be used (for example, many recent studies directly use the SAT solver approach without further examination \cite{17, 18, 19, 20, 21}), which may potentially restrict the performance of the proposed algorithms. Unfortunately, except one early comparative study \cite{8} that is based on unrealistic settings (few and simple constraints), none of the studies has presented results on the relationship between the more recently developed constraint handling techniques and test suite generation algorithms.

In this study, we present the first comparative analysis to investigate the impact of choices concerning constraint handling techniques and test suite generation algorithms that use them. To establish a uniform (level playing field) empirical comparison, we first developed a framework of constrained covering array generation as the reference implementation, which includes the four common constraint handling techniques (including Verify, Solver, Tolerate, and Replace) as configurable options. A total number of six representative greedy and search-based test suite generation algorithms (including AETG \cite{22}, DDA \cite{23}, IPO \cite{24}, PSO \cite{25}, SA \cite{26}, and TS \cite{27}) were then implemented based on this framework, and the experiments were conducted on a well-known benchmark \cite{22} of constrained covering array generation. Finally, the sizes of test suites, computational costs, and failure revelation abilities obtained from different combinations of test suite generation algorithms and constraint handlers are recorded and analysed.

Our experimental results reveal that the constraint handlers denote a key decision point when designing new test suite generation algorithms, instead of simply treating the solver as an afterthought or a detachable independent component. It is important to take both generation algorithms and test goals into consideration to determine the ‘best’ constraint handler that should be used.

This study seeks to address the important gap of adequately handling constraints in test suite generation for CT, and thereby extends current knowledge on constrained combinatorial testing. We hope and believe that this work may be helpful to facilitate future research and practice in constrained combinatorial testing, as well as to suggest potentially promising constraint handling techniques for the design of test suite generation algorithms.

Summing up, the primary findings of this study are as follows:

1) We observe statistically significant difference in performance in not only test suite size (86\% of cases) and computational cost (99\% of cases), but also failure revelation ability (52\% of cases), when different constraint handling techniques are used in the test suite generation algorithm.

2) The technique that resolves constraints after test suite generation, i.e., Replace, performs surprisingly well, confounding the ‘conventional wisdom’ that prefers techniques that avoid constraints during test suite generation. Especially for generation algorithms that construct test cases one-at-a-time, Replace can produce significantly smaller test suites and the $\hat{A}_{12}$ effect size is higher than 0.9 in 70\% of cases, indicating a very high probability that Replace is highly effective. Whereas, when the whole test suite is directly constructed by search-based algorithms, Tolerate could be a more promising choice, as large effect sizes (higher than 0.8 or lower than 0.2) are observed in 71\% of cases for which Tolerate is significantly better.

3) The Verify technique implemented with the Minimal Forbidden Tuple (MFT) approach tends to be the fastest technique, while the technique that relies on a constraint satisfaction solver, i.e., Solver, is usually the slowest. In particular, for the greedy algorithms (AETG, DDA and IPO), the average $\hat{A}_{12}$ effect size between Verify and the other techniques is only 0.07; there is little, or no chance that Verify could perform worse than its competitors.

4) The constraint handling technique that minimises the size of $\tau$-way covering arrays tends to result in a lower chance of detecting failures triggered by $k > \tau$ parameters, but the observed difference is not as large as that in the size of test suites. Especially, the large difference (with $\hat{A}_{12}$ higher than 0.8 or lower than 0.2) in test suite size can be observed in 42\% of cases, while this proportion is, on average, only 10\% in terms of failure revelation ability.

The rest of this paper is organised as follows. Section 2 sets out the background on constrained combinatorial testing, and presents a brief review of currently available constraint handling techniques. Section 3 explains the experimental methodology of our comparative analysis of constraint handling techniques. Section 4 presents experimental findings and discussions. Section 5 analyses threats to validity, and finally, Section 6 concludes this work.
2 Constrained Combinatorial Testing

We begin this study with background on constrained combinatorial testing, and also a brief review of currently available constraint handling techniques.

2.1 Background

Combinatorial testing (also known as combinatorial interaction testing) is a systematic technique that selects combinations of program inputs or features for testing [28]. It models the input space of the Software Under Test (SUT) by a set of \( n \) parameters (such as system configurations, internal or external events, and user inputs) and their associated value domains (a finite set of discrete values). A test case of the SUT is then produced by assigning to each parameter a specific value [1].

Table 1, for example, shows a test model for testing font effects in a word processor (this example is adapted from previous work [29]). This test model has five parameters: \( \text{Style} \) and \( \text{Underline Colour} \) can take three values, and each of the others can take two values.

Software failure in such systems is usually triggered by interactions of parameters, which can be represented using a \( \tau \)-way combination (i.e., a combination of \( \tau \) parameter values). Here, we refer to a failure as the inability of a system to perform its required functions; while a fault is a manifestation of an error, which is a human action that produces an incorrect result [30].

Exhaustive testing covers all \( n \)-way combinations by definition. Such test suites, however, are usually prohibitively large. Instead, CT provides a systematic approach to selecting a subset of all possible inputs by using a mathematical object named a \( \tau \)-way covering array. Its concept comes from the fact that if no more than \( \tau \) parameters are involved in any failure, then covering all \( k \)-way combinations (\( k \leq \tau \)) is effectively equivalent to exhaustive testing.

Definition 1 (Covering Array [1]). A \( \tau \)-way covering array of a SUT is a set of test cases, in which every \( \tau \)-way combination is covered at least once. Such a covering array can be denoted by \( CA(N; \tau, v_1^{k_1} v_2^{k_2} \ldots v_m^{k_m}) \), where \( v_i^{k_i} \) stands for \( k_i \) parameters with the same number of \( v_i \) values, \( \sum k_i = n \).

The value of \( \tau \) is referred to as the strength of a covering array. Determining this value is a key issue in CT. The empirical observations of Kuhn et al. have demonstrated that most software failures can be triggered by interactions of one or two parameters, and the value of \( \tau \) is not likely to exceed six [31]. Hence, \( \tau = 2 \), or pairwise, is the most widely used choice in practice, which can achieve a good balance between test suite size and failure finding effectiveness.

The conventional definition of a covering array assumes that every possible \( \tau \)-way combination is feasible and has the potential to trigger a failure. However, this may be unrealistic due to the constraints between parameter values. Constraints may be introduced because of inconsistencies between hardware components, limitations on possible configurations, or simply design choices [9]. For example, one constraint for the model in Table 1 is that “Superscript and \( \text{Subscript} \) cannot both be enabled for the same character”. A test case that violates this constraint is considered invalid.

In order to incorporate constraints into CT, the definition of a covering array needs to be extended to that of a constrained covering array, which can be defined as follows:

Definition 2 (Constrained Covering Array [22]). A \( \tau \)-way constrained covering array of a SUT with respect to a set of constraints \( C \) is a set of test cases, in which (1) each test case is \( C \)-satisfying; and (2) every \( C \)-satisfying \( \tau \)-way combination is covered at least once.

Table 2 gives a 2-way constrained covering array of the test model in Table 1, where each row is a valid test case of the SUT (the invalid combination, \( \text{Superscript} = \text{On} \wedge \text{Subscript} = \text{On} \), does not appear in this table). Here, instead of exhaustively examining all 54 constraint satisfying test cases, CT only requires 9 test cases to cover every valid 2-way combination at least once.

Constraints in CT can be either hard or soft. A hard constraint requires that certain parameter combinations cannot appear in any test case, because their existence will prevent the test case from execution. The constraint in Table 1 is an example of a hard constraint. A soft constraint, on the other hand, is the combination that does not need to be tested, based on the knowledge and experience of testers [32]. It is possible to include test cases that violate soft constraints, but these are undesirable and bring no benefit to test effectiveness.

Intuitively, all constraints are explicitly specified in the test model. Sometimes the interactions of a set of constraints may give rise to new constraints. Such a newly introduced constraint is named an implicit constraint, because usually such implicit constraints are unknown to the tester. For example, for the test model in Table 1, we already have one invalid combination (\(-, -, -, \text{On}, \text{On}\)). If we add another
invalid combination (Bold, –, –, Off, –) as a constraint, then a new invalid 2-way combination (Bold, –, –, –, On) is introduced, because we cannot find a test case that covers both this combination and does not cover the two explicitly given invalid combinations.

The impact of constraints may vary with different problems, but in general, constraints increase the complexity and difficulty of effectively applying combinatorial testing [11]. Nevertheless, testers can build more accurate and flexible test models for the SUT with the help of constraints. A large number of constraints can also greatly reduce the size of the search space, which makes the generation of high strength covering arrays feasible at a reasonable computational cost [33], [34].

2.2 Constraint Handling Techniques

Given a test model with constraints, one key challenge in CT is to generate a constrained covering array of the minimum size to cover all valid τ-way combinations. Constraint handling focuses on this process to ensure that the final solution only contains valid test cases. Currently, there are four main categories of constraint handling techniques that can be used [10], [11]: Remodel, Avoid, Post-Process, and Transfer. Figure 1 additionally gives an overview of the chronological development of these techniques [11].

2.2.1 Remodel

The ‘remodel’ technique focuses on eliminating constraints from test models before test suite generation, so that conventional covering arrays can be used directly. The Sub-model and Abstract Parameter techniques are two representative choices in this category, which remove constraints by constructing conflict-free sub-models [6], and combine conflicting parameters into abstract parameters [35], respectively. These techniques are typically less competitive in the size of generated test suite, and rely on manual efforts for the model modification [8], [36].

2.2.2 Avoid

The ‘avoid’ technique focuses on constructing conflict-free solutions during test suite generation. It typically integrates particular strategies as extensions into greedy or search-based generation algorithms (for example, to ensure that each parameter value assignment is constraint satisfying). There are four representative choices in this category:

1) **Verify.** The ‘verify’ technique is probably the most basic technique to handle constraints in the more general case. Its idea is to maintain a list of forbidden tuples, so that each partial or complete solution during the generation process can be verified against them to prevent the appearance of constraint violation [7]. Recently, Yu et al. [37] improved this technique by introducing the concept of Minimum Forbidden Tuple (MFT). A MFT is a forbidden tuple of minimum size that covers no other forbidden tuples. Once all MFTs are found, validity verification can be quickly performed by only checking whether a solution contains any MFT.

2) **Solver.** The idea of ‘solver’ technique is similar to Verify, but it encodes constraints and solutions into a formula and applies an existing constraint satisfaction solver (usually, a SAT solver) to check the formula’s validity [22]. This technique can be integrated into any generation algorithm, but it may lead to inefficient implementations due to the large number of solver calls required. To address this issue, several improvements have been proposed, such as using the solvers only when necessary [9], [38], as well as exploiting the solving result and history [19], [22], [38].

3) **Weight.** The ‘weight’ technique was initially developed to cater for soft constraints, where combinations were weighted as either important with positive values, or
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4) **Tolerate.** When using search-based algorithms to generate constrained covering arrays, one choice is to exclude all invalid solutions from the search space, so that all intermediate and final solutions are constraint satisfying. However, sometimes some elements of invalid intermediate solutions may help to find the optimal solution, so it maybe desirable to ‘tolerate’ such invalid solutions in the search space, but penalise them in favour of valid solutions [25], [27]. For example, one choice to implement this technique is to incorporate a penalty term into the fitness function, which evaluates the number of constraint violations (such a value can be calculated using the the minimal forbidden tuple approach or a constraint solver) [27].

### 2.2.3 Post-Process

The ‘post-process’ technique focuses on repairing constraint violations after test suite generation. Its aim is to resolve conflicts in covering arrays that are generated without considering constraints, while at the same time retaining combination coverage. This process usually starts from the identification of all invalid test cases, which can be efficiently achieved by using the minimal forbidden tuple approach or a constraint solver.

Currently, there are two representative techniques in this category. The **Replace** technique tries to replace invalid test cases by a set of valid ones [8], [39], which is general enough to be combined with any test suite generation algorithm. While the **Extend** technique is specifically designed for event sequence testing, which inserts new events to create executable test sequences to remove conflicts [40].

### 2.2.4 Transfer

The ‘transfer’ technique focuses on reformulating the problem of covering array generation into other problems, or using other structures to model the constrained input space, so that final solutions can be directly obtained by applying existing algorithms or tools. One choice of this technique is to reduce the covering array generation problem into the Constraint Satisfaction Problem (CSP), and then constraint solvers can be used to produce satisfiable test cases or test suites [41], [42]. Such CSP-based techniques can generate the covering array of minimum size and prove its optimality, but they usually have high computational cost, and are only practicable for pairwise testing [42], [43], [44].

Another choice is to use a **Graph Model** to represent and manipulate the search space. This allows graph-related operations and theories to be used directly to construct test cases or test suites. Exemplary applications include navigation graph [45], binary decision diagram [46], edge clique covering problem [47], and graph colouring problem [48].

### 3 Experimental Design

In this section, we describe the research questions we seek to investigate, and explain our experimental methodology.

#### 3.1 Research Question

Constraint handling is the most prominent research field in constrained combinatorial testing [111]. With the rich collection of currently available constraint handling techniques (as reviewed in Section 2.2), there is clearly a need to understand how these techniques will make a difference in different test suite generation algorithms. This thereby motivates our main research question:

**Given a particular test suite generation algorithm, is there a significant difference in performance between constraint handling techniques?**

Especially, we are interested in the test suite size (RQ1) and computational cost (RQ2) that can be achieved when using different constraint handlers. These are the conventional performance indicators for evaluating a test suite generation algorithm in CT. In addition, test practitioners might also be interested in the failure revelation ability (RQ3) of the τ-way covering arrays generated, in particular when a failure is triggered by combinations of more than τ parameters. We will investigate the performance of different constraint handlers in terms of these three aspects.

#### 3.2 The CCAG Framework

In order to answer our research questions, we need to execute and compare a particular test suite generation algorithm with different choices of constraint handlers. Although there are available tools for test suite generation, for example, PICT2, ACTS3 and CASA4, the selection of different constraint handlers is not supported in these tools. Moreover, these tools are implemented by different developers with different programming languages, which might otherwise introduce additional sources of bias into our evaluation. Therefore, in this study, we chose to develop a reference implementation, which we imagine to have been realised in any greedy or search-based constrained covering array generation algorithm (there is already an exemplary study in the fuzzing literature [49]).

#### Algorithm 1 The CCAG Framework

```plaintext
1: PreProcess()
2: S ← an initial solution
3: while S is not a covering array do
4:     S ← Next (S, isValid(), PenaltyTerm())
5: end while
6: PostProcess()
7: return S
```

Algorithm 1 shows our Constrained Covering Array Generation (CCAG) framework. It is general enough to accommodate the three widely used frameworks for covering array generation [50]: (1) iteratively constructing a single test case that maximises combination coverage (one-test-at-a-time); (2) firstly constructing a test set for τ parameters and then extending it horizontally and vertically (in-parameter-order); and (3) directly constructing a covering array for
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TABLE 3
The detailed implementations of the constraint handler-related functions in the CCAG framework.

<table>
<thead>
<tr>
<th>PreProcess</th>
<th>isValid</th>
<th>PenaltyTerm</th>
<th>PostProcess</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verify</td>
<td>Calculate MFTs</td>
<td>Determine based on MFTs</td>
<td>Return zero</td>
</tr>
<tr>
<td>Solver</td>
<td>Initialise a SAT solver</td>
<td>Determine based on the solver</td>
<td>Return zero</td>
</tr>
<tr>
<td>Tolerate</td>
<td>Calculate MFTs</td>
<td>Return true</td>
<td>Calculate based on MFTs</td>
</tr>
<tr>
<td>Replace</td>
<td>Calculate MFTs</td>
<td>Return true</td>
<td>Return zero</td>
</tr>
</tbody>
</table>

a given size (evolve-test-suite). These three frameworks can be realised by both greedy and search-based strategies. In either case, the generation algorithm will start from an initial solution \( S \), and then apply a step-by-step process (i.e., the \text{Next} function) to improve \( S \) (typically, by assigning or changing parameter values), in order to cover as many combinations as possible. Finally, a covering array is achieved when all valid \( \tau \)-way combinations are covered.

We then chose constraint handling techniques that can be incorporated into the CCAG framework. This excludes techniques in the \text{Transfer} category, because they use constraint solvers and graph-related techniques to construct solutions directly, which thus cannot be combined with algorithms that construct covering arrays step-by-step. Moreover, we want the techniques we consider to be automated and general (not designed for a specific algorithm or test scenario) to enable a fair comparison. This excludes techniques in the \text{Remodel} category, because they usually require manual effort to modify test models. This requirement also excludes \text{Weight} and \text{Extend} techniques, because they can only be used to deal with soft constraints, and test sequences in GUI testing, respectively, while our focus is to handle the more common hard constraints in general cases. Consequently, \text{Verify}, \text{Solver}, \text{Tolerate}, and \text{Replace} are the only feasible choices among all reviewed techniques in Section 2.2.

To incorporate the above four constraint handling techniques, CCAG provides a uniform interface that consists of the following four functions: \text{PreProcess}, \text{PostProcess}, \text{isValid}, and \text{PenaltyTerm}. As long as a generation algorithm is implemented under the CCAG framework with these functions, it can be easily configured to work with any of the four constraint handlers. Specifically,

- \text{PreProcess} is the process executed before executing the covering array generation algorithm, such as configuring and initialising the constraint handler based on the given test model.
- \text{isValid} takes a \( \tau \)-way combination, a test case, or a test suite as input, and returns a Boolean value indicating whether the given candidate solution is constraint satisfying.
- \text{PenaltyTerm} takes a test case, or a test suite as input, and returns the value of the penalty term for calculating the fitness function of the candidate solution (in particular, for the \text{Tolerate} technique).
- \text{PostProcess} is the process executed once a covering array is generated.

Different constraint handling techniques typically perform different tasks in these functions. We will explain the respective implementations of the four constraint handling techniques in the next section.

### 3.3 Constraint Handling Techniques

Table 3 shows the detailed implementations of the four constraint handling techniques that the CCAG framework includes.

The \text{Verify} technique uses the Minimal Forbidden Tuple (MFT) approach to resolve constraints by definition. It thus needs to calculate the set of MFTs in \text{PreProcess}. We implemented the same approach, as reported in previous work [37], to deduce the set of MFTs. The validity of a candidate solution can then be determined by verifying against MFTs in \text{isValid}. In addition, as \text{Verify} does not allow invalid intermediate solutions, the \text{PenaltyTerm} will always return zero (namely, there is no penalty term in the fitness function). There is also no task to perform in \text{PostProcess}.

The implementation of the \text{Solver} technique is similar to that of \text{Verify}, but it uses a constraint solver to resolve constraints, instead of using the MFT approach. Here, we used SAT4J\(^5\), which is a widely used constraint solver for JAVA, to implement \text{Solver}. Accordingly, it needs to initialise the solver in \text{PreProcess}, and the validity of a candidate solution is determined by solving a constraint satisfaction problem in \text{isValid}.

For \text{Tolerate} and \text{Replace}, one key operation is to determine whether a constraint is violated in a candidate solution. This can be implemented by using either the MFT approach or a constraint satisfaction solver. Here, we choose to use the same MFT approach [37], as used in the \text{Verify} technique. As a result, these two techniques need to calculate the set of MFTs in \text{PreProcess}. Moreover, because \text{Tolerate} allows invalid intermediate solutions, and \text{Replace} simply ignores all constraints during the generation, \text{isValid} will always return \text{true} in these two techniques.

The \text{Tolerate} technique incorporates a penalty term into the fitness function to include invalid intermediate solutions into the search space. The fitness function used in this study is of the same form as proposed in previous work [27]:

\[
\text{fitness}(s) = U(s) + \omega \times V(s)
\]

where \( s \) is a candidate solution, \( U(s) \) measures the ability of \( s \) in covering \( \tau \)-way combinations, \( V(s) \) is the number of constraint violations in \( s \), and \( \omega \) is the penalty weight. Here, if \( s \) indicates a test suite (i.e., the evolve-test-suite framework), we define \( U(s) \) as the number of uncovered combinations in \( s \) (the goal is to minimise the fitness function); otherwise, \( U(s) \) is the number of uncovered combinations that can be covered by \( s \) (the goal is to maximise the fitness function). In either case, the \text{PenaltyTerm} of \text{Tolerate} will calculate and return the value of \( V(s) \).

Algorithm 2 The Replace Algorithm

1: \( T = \) a \( \tau \)-way covering array generated without taking constraints into account
2: \( R = \emptyset \)
3: for each invalid test case \( t \in T \) do
4: \( X = \) the set of valid \( \tau \)-way combinations that are only covered by \( t \)
5: \( R = R \cup X \)
6: remove \( t \) from \( T \)
7: end for
8: \( E = \emptyset \)
9: for each \( \tau \)-way combination \( x \in R \) do
10: \( C = \) the set of incomplete test cases in \( E \) that are both compatible and constraint satisfying with \( x \)
11: if \( C \neq \emptyset \) then
12: use \( x \) to update \( c \in C \), such that \( c \) has the largest number of overlapping fixed parameters with \( x \)
13: else
14: add \( x \) into \( E \)
15: end if
16: end for
17: for each incomplete test case \( e \in E \) do
18: assign unfixed parameters of \( e \) values chosen at random from those that are constraint satisfying
19: end for
20: \( T = T \cup E \)
21: return \( T \)

Unlike the above three constraint handling techniques, Replace resolves constraints in PostProcess. A straightforward approach is to replace each invalid test case by a specific set of valid test cases, selecting to retain combination coverage. Because this approach tends to lead to unnecessarily large test suites, we used an alternative approach to replace test cases, as shown in Algorithm 2. The key idea of our approach is to combine as many ‘compatible’ tuples as possible into each test case. Two tuples are compatible if values from both tuples are the same or at least one of them is unfixed (note that a \( \tau \)-way combination is a \( n \)-tuple with \( \tau \) fixed parameters). For example, tuples \((1, 1, 1, -)\) and \((1, 1, 1, -)\) and \((1, 2, 2, 2)\) are compatible, but tuples \((1, 1, 1, -)\) and \((1, 2, 2, 2)\) are not.

In Algorithm 2, we firstly determine \( R \): the set of valid \( \tau \)-way combinations that are only covered by invalid test cases, and remove all invalid test cases from \( T \) (Lines 2-7). We then generate a set of test cases, \( E \), to cover all combinations in \( R \) (Lines 8-16). For each valid \( \tau \)-way combination \( x \) in \( R \), we find all incomplete test cases \((n\)-tuples with unfixed parameters) that can cover \( x \) from \( E \), namely each of these test cases should be compatible with \( x \), and also constraint satisfying if it is updated with \( x \). If there are such test cases, we select the one that has the largest number of overlapping fixed parameters with \( x \), and update it with \( x \) (we assign values to as few unfixed parameters as possible); otherwise, as \( x \) cannot be covered by any of the existing test cases in \( E \), we add \( x \) to \( E \).

After that, if there remain unfixed parameters in \( E \), these parameters will be assigned to values chosen at random from the set of those that are constraint satisfying, so that each row of \( E \) is a complete and valid test case (Lines 17-19).

3.4 Test Suite Generation Algorithms

We implemented six well-known covering array generation algorithms in this study: AETG [22], DDA [23], IPO [24], PSO [25], SA [26] and TS [27].

We chose these algorithms because they are the most representative implementations of the three available covering array generation frameworks: one-test-at-a-time, in-parameter-order and evolve-test-suite [50]. They also cover the widely used computational search methods (greedy and heuristic search-based) to generate covering arrays. We do not consider mathematical methods, because they can only be used in a restricted subset of cases, though they can yield the optimal covering arrays [1].

Specifically, AETG [22], DDA [23] and PSO [25] are based on the one-test-at-a-time framework, during which a test case that covers the largest number of yet uncovered \( \tau \)-way combinations is generated and added into the test suite one-at-a-time. AETG [22] and DDA [23] apply greedy strategies to construct such a test case, while PSO [25] applies the search-based particle swarm optimisation to achieve the same purpose.

IPO [24] is an implementation of the in-parameter-order framework. It first constructs a test set for \( \tau \) parameters that have the largest number of values, and then conducts horizontal and vertical extensions for each of the remaining unfixed parameters. A greedy strategy is used to determine the best value assignment for each parameter.

SA [26] and TS [27] are based on the evolve-test-suite framework. They directly construct a covering array of size \( N \), while the value of \( N \) is determined by a binary-search-like method [26]. For each choice of \( N \), a random array \( A \) of size \( N \times N \) is first initialised. This array is then evolved by the simulated annealing and tabu search strategies, guided by the fitness function that calculates the number of uncovered \( \tau \)-way combinations in \( A \).

Note that the performance of these test suite generation algorithms is usually impacted by their parameter settings. Here, we used the same settings as reported in their respective previous work [22], [23], [24], [25], [26], [27]. However, when the Tolerate constraint handler is used, our preliminary experiments reveal that SA and PSO usually need different settings for the number of iterations and penalty weight \( \omega \), respectively. In order to ensure the quality of solutions, we set the maximum number of iterations in SA to 200000, and set the penalty weight in PSO to \(-0.05\).

In addition, as our goal is to compare different constraint handling techniques, not to design the most effective generation algorithms, we only implemented the basic versions of the above six algorithms. As a result, the covering arrays generated in this study may be slightly larger than those reported in previous studies [22], [23], [24], [25], [26], [27].

3.5 Subjects and Process

We used a well-known benchmark of constrained covering array generation [22] as our subject test models. This bench-
mark consists of 35 test models; five of them are real-world problem instances, and the others are synthetic instances that are randomly generated to mimic the structures of the five real-world models. This set of models is often relied upon as a “standard benchmark set” to evaluate the performance of test suite generation [17], [18], [22], [26], [27].

For each test model, we used a total of 21 algorithms to generate 2-way constrained covering arrays, which are the most widely used objects in practice. Each of these algorithms is a combination of a test suite generation algorithm and a constraint handling technique: three variants (X+Verify, X+Solver, X+Replace) for each of AETG, DDA and IPO, and four variants (X+Verify, X+Solver, X+Tolerate, X+Replace) for each of PSO, SA and TS (note that Tolerate can be used only with a search-based algorithm). For each algorithm, the size of the test suite generated and its computational cost are directly recorded.

Regarding the failure revealing ability, because there is no available fault corpus of the subject test models used in this study, we chose to conduct simulation experiments to compare constraint handlers in terms of their failure finding effectiveness. Specifically, it is known that using a 2-way covering array can always detect a failure that is triggered by one or two parameters (in this case, a smaller test suite is more computationally cost-effective). While the remaining question is how different algorithms perform when a failure is triggered by the combinations of more than two parameters. To this end, for each test model, we first generate 100 failure-causing combinations for each of strengths 3, 4, 5, and 6 at random. The proportion of these combinations that can be “hit” by each algorithm is then recorded.

All variants of generation algorithms implemented in this study involve some level of random selection among candidate partial solutions[6]. Inferential statistical analysis is thus required to cater for the randomness in these algorithms [51], [52]. For each test model, each variant of generation algorithms is repeated 30 times. We then performed ANOVA (with significance level $\alpha$ set at 0.05) to determine whether there is a significant difference in performance of any pair of constraint handling techniques. We also performed the non-parametric Mann-Whitney U-test ($\alpha = 0.05$) for each pair of constraint handling techniques to further investigate their relationships.

Moreover, since performing only significance tests would be insufficient to measure the effect size (and thereby acceptability) of the findings, we also calculated the non-parametric Vargha and Delaneys $\hat{A}_{12}$ effect size assessment for each pair of constraint handling techniques to investigate the magnitude of difference. Here, $\hat{A}_{12}$ indicates the probability that one algorithm outperforms another. $\hat{A}_{12} = 0.5$ denotes that algorithms 1 and 2 are equally likely to outperform one another, and the greater the $\hat{A}_{12}$ the higher probability that running Algorithm 1 yields higher performance measure values (test suite size, computational cost, proportion of failures detected) than running Algorithm 2.

6. The original version of IPO [24] is a deterministic algorithm, where it assigns specific values to positions that have no impact on the combination coverage. In this study, we assign random values to such positions to introduce some level of randomness into this algorithm.

Note that the aim of this study is to compare different constraint handling techniques for each test suite generation algorithm. We do not seek to compare the generation algorithms, as search-based algorithms usually produce smaller covering arrays than greedy algorithms [17], [18], [26], [27].

We implemented the CCAG framework as an open source project in JAVA (JDK 1.8), which allows other researchers to build on our reference implementation in subsequent comparisons, and to seek to replicate our results and findings. We also implemented the six test suite generation algorithms in CCAG for illustration and comparison. The experiment is executed on a machine with Intel Xeon CPU E5-2640 2.0GHz and 16GB RAM. The CCAG framework, all algorithms, and detailed experimental data can be obtained on this paper’s companion website: https://github.com/GIST-NJU/CCAG.

### 4 Results

This section presents the results of our experiments and answers the research questions.

#### 4.1 The Difference in Performance

Tables 4, 5 and 6 show the sizes of test suites, computational costs, and average proportions of $k$-way failures detected obtained from all 35 test models, for each combination of test suite generation algorithms and constraint handling techniques. Especially, the last column of these tables reports the number of test models in which ANOVA produces a $p$-value < 0.05, namely, we have no evidence to claim that the different constraint handlers are drawn from the same performance distribution (the Null Hypothesis).

From Tables 4 and 5, among all 210 cases studied (6 generation algorithms × 35 test models), there are 180 (86%) cases where we have evidence that different constraint handling techniques exhibit statistically significant difference in
performance in terms of test suite size (i.e., \( p \)-value < 0.05). In almost all of these cases (99%), we also have evidence to support the claim that the different techniques will lead to significantly different computational costs.

In addition, from Table 6, there is no surprise that the proportion of failures detected decreases with the increase in the number of parameters involved in the failure-causing combinations (as the difficulty to cover such combinations increases). Nevertheless, when a failure is triggered by 3, 4, 5, and 6 parameters (i.e., the value of \( k \)), there are 43%, 54%, 61%, and 51% of cases where we have evidence that different constraint handling techniques exhibit significantly different failure revelation abilities, respectively.

These finding indicates that the constraint handler is indeed a crucial factor that impacts the performance of the test suite generation algorithms that use it. Both effectiveness and efficiency of an algorithm can be greatly improved with an appropriate choice of the constraint handler. For example, when AETG is used to generate 2-way covering arrays for these 35 test models, we can see that using \( \text{Solver} \) as the constraint handler will produce smaller test suites as in its original version [22].

Next, we determine which constraint handling technique performs best for each of the six test suite generation algorithms. For variants of each algorithm, we conducted Mann-Whitney U-test for each pair of constraint handlers. Tables 7, 8 and 9 show the number of cases where constraint handler \( A \) is significantly superior (+), significantly indistinguishable (=), or significantly inferior (−) to constraint handler \( B \) across all 35 test models, in terms of test suite size, computational cost, and failure revelation ability, respectively.

Correspondingly, Figures 2, 3 and 4 show the distributions of \( A_{12} \) statistics for each pair of constraint handlers (namely, each box contains 35 effect sizes obtained from 35 test models). As we seek to generate smaller test suites faster, a higher \( A_{12} \) indicates that the second constraint handler has a higher chance of outperforming the first one in terms of test suite size, or computational cost; for failure revelation, a higher \( A_{12} \) indicates that the first constraint handler has a higher chance of finding more failures.

4.2 Size of Test Suite (RQ1)

From Table 4, Table 7 and Figure 2, we can see that \( \text{Verify} \) and \( \text{Solver} \) generate test suites of comparable sizes in almost all cases. In particular, among all six generation algorithms, their performance is significantly indistinguishable in at least 94% (33/35) of cases, and the medians of effect sizes are very close to 0.5. This is because these two techniques are only responsible for the validity-checking of each value assignment, while the value to be assigned is determined by the greedy or search-based strategies embedded in the generation algorithm.

By comparison with \( \text{Verify} \) and \( \text{Solver} \), \( \text{Replace} \) removes conflicts after test suite generation. From Table 4, Table 7 and Figure 2, we can see that this technique performs well in terms of test suite size. Especially for AETG, DDA, and PSO (the one-test-at-at-time based algorithms), it produces significantly smaller covering arrays than \( \text{Verify} \) and \( \text{Solver} \) in 33, 21, and 34 of 35 cases, respectively; among which its chance of outperforming the other two techniques is higher than 0.9 in 70% of cases. Regarding the other algorithms, although the performance of \( \text{Replace} \) is not as good as that of the one-test-at-a-time variants, it can still significantly outperform \( \text{Verify} \) and \( \text{Solver} \) in at least five cases, in which the effect sizes are all higher than 0.6.

This finding confounds the ‘conventional wisdom’ that handling constraints as a post-processing phase is an ineffective approach, since there is no strong evidence that supports either computational cost-effectiveness or failure revelation of such a technique [11]. In particular, there is only one study in 2006 that examines the performance of \( \text{Replace} \) [8]. The results suggest that this technique can be a general choice, but it cannot produce smaller test suites than the techniques that avoid constraints during test suite generation. As a result, post-processing related techniques are less studied in the literature, and also not the primary choice for the design of new generation algorithms. For example, a number of recently developed algorithms [17], [18], [27] can produce very small test suites, while none of them uses the \( \text{Replace} \), or similar, technique to resolve constraints.

\( \text{Tolerate} \) is a constraint handling technique for search-based algorithms. From Table 4, Table 7 and Figure 2, we can see that it is not significantly worse than either \( \text{Verify} \) or \( \text{Solver} \) in at least 86% (30/35) of cases, and the medians of effect sizes are close to 0.5 between \( \text{Tolerate} \) and these two techniques. However, the performance of \( \text{Tolerate} \) varies when comparing with \( \text{Replace} \). For the one-test-at-a-time based PSO, it is significantly worse than \( \text{Replace} \) in 34 cases; while for the evolve-test-suite based SA and TS,
TABLE 7
The number of test models where constraint handler A is significantly superior (+), indistinguishable (=), or significantly inferior (−) to constraint handler B in terms of test suite size.

<table>
<thead>
<tr>
<th>A &amp; B</th>
<th>Verify &amp; Solver</th>
<th>Verify &amp; Tolerate</th>
<th>Verify &amp; Replace</th>
<th>Solver &amp; Tolerate</th>
<th>Solver &amp; Replace</th>
<th>Tolerate &amp; Replace</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+ = –</td>
<td>+ = –</td>
<td>+ = –</td>
<td>+ = –</td>
<td>+ = –</td>
<td>+ = –</td>
</tr>
<tr>
<td>AETG</td>
<td>0 34 1</td>
<td>– – –</td>
<td>1 1 33</td>
<td>– – –</td>
<td>1 1 33</td>
<td>– – –</td>
</tr>
<tr>
<td>DDA</td>
<td>0 35 0</td>
<td>– – –</td>
<td>3 10 22</td>
<td>– – –</td>
<td>3 11 21</td>
<td>– – –</td>
</tr>
<tr>
<td>IPO</td>
<td>0 35 0</td>
<td>– – –</td>
<td>19 6 10</td>
<td>– – –</td>
<td>19 6 10</td>
<td>– – –</td>
</tr>
<tr>
<td>PSO</td>
<td>0 34 1</td>
<td>4 23 8</td>
<td>0 1 34</td>
<td>3 23 9</td>
<td>0 1 34</td>
<td>0 1 34</td>
</tr>
<tr>
<td>SA</td>
<td>0 33 2</td>
<td>2 22 11</td>
<td>14 9 12</td>
<td>5 19 11</td>
<td>14 8 13</td>
<td>18 8 9</td>
</tr>
<tr>
<td>TS</td>
<td>2 33 0</td>
<td>0 28 7</td>
<td>25 5 5</td>
<td>0 26 9</td>
<td>25 5 5</td>
<td>25 7 3</td>
</tr>
</tbody>
</table>

TABLE 8
The number of test models where constraint handler A is significantly superior (+), indistinguishable (=), or significantly inferior (−) to constraint handler B in terms of computational cost.

<table>
<thead>
<tr>
<th>A &amp; B</th>
<th>Verify &amp; Solver</th>
<th>Verify &amp; Tolerate</th>
<th>Verify &amp; Replace</th>
<th>Solver &amp; Tolerate</th>
<th>Solver &amp; Replace</th>
<th>Tolerate &amp; Replace</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+ = –</td>
<td>+ = –</td>
<td>+ = –</td>
<td>+ = –</td>
<td>+ = –</td>
<td>+ = –</td>
</tr>
<tr>
<td>AETG</td>
<td>35 0 0</td>
<td>– – –</td>
<td>23 4 8</td>
<td>– – –</td>
<td>0 0 35</td>
<td>– – –</td>
</tr>
<tr>
<td>DDA</td>
<td>34 0 1</td>
<td>– – –</td>
<td>31 3 1</td>
<td>– – –</td>
<td>2 0 33</td>
<td>– – –</td>
</tr>
<tr>
<td>IPO</td>
<td>34 0 1</td>
<td>– – –</td>
<td>35 0 0</td>
<td>– – –</td>
<td>30 0 5</td>
<td>– – –</td>
</tr>
<tr>
<td>PSO</td>
<td>35 0 0</td>
<td>0 0 35</td>
<td>0 0 35</td>
<td>0 0 35</td>
<td>0 0 35</td>
<td>15 9 11</td>
</tr>
<tr>
<td>SA</td>
<td>35 0 0</td>
<td>27 8 0</td>
<td>5 16 14</td>
<td>6 3 26</td>
<td>0 2 33</td>
<td>2 3 30</td>
</tr>
<tr>
<td>TS</td>
<td>32 3 0</td>
<td>12 18 5</td>
<td>6 14 15</td>
<td>0 2 33</td>
<td>1 4 30</td>
<td>4 15 16</td>
</tr>
</tbody>
</table>

Fig. 2. The distribution of $\hat{A}_{12}$ statistics for each pair of constraint handling techniques in terms of test suite size.

Fig. 3. The distribution of $\hat{A}_{12}$ statistics for each pair of constraint handling techniques in terms of computational cost.

it outperforms in 18 and 25 cases, respectively. Moreover, among the cases where Tolerate performs significantly better for SA and TS, we observe large differences (with $\hat{A}_{12}$ higher than 0.8 or lower than 0.2) in 71% of cases. This indicates that Tolerate has the potential to be an effective constraint handling technique for the search-based algorithms that directly construct the whole test suite.

Summing up, the experimental results in this section (RQ1) reveal that the Replace technique is the best choice to produce small test suites for generation algorithms of the one-test-at-a-time framework. The $\hat{A}_{12}$ effect size can be higher than 0.9 in 70% of cases for AETG, DDA, and PSO. Whereas, for search-based generation algorithms of the evolve-test-suite framework, Tolerate could be a more...
promising choice, as large effect sizes (higher than 0.8 or lower than 0.2) can be observed in 71% of cases for which Tolerate is significantly better.

4.3 Computational Cost (RQ₂)

As far as the computational cost is concerned, from Table 5, Table 8 and Figure 3, we can see that Solver tends to be the most time consuming technique. Specifically, for all generation algorithms except IPO, the probability that Solver is slower than Verify, Replace and Tolerate is at least 0.8 in 93%, 94% and 77% of cases, respectively. While for IPO, although Replace usually spends the most time, the difference between any two techniques is nevertheless less than two seconds in 21 out of 35 cases.

By contrast, Verify tends to be the fastest constraint handling technique. Especially for AETG, DDA and IPO, the average \( \hat{A}_{12} \) effect size between Verify and the other techniques is 0.07, indicating a very high probability that Verify runs faster. However, for PSO, SA and TS, the computational cost of Verify can be significantly higher than that of Replace in 35, 14 and 15 cases, respectively. Moreover, for Tolerate, although it can produce smaller covering arrays than Replace for SA and TS, it is slower than Replace with a probability of higher than 0.63 in at least half of the cases. This indicates that Replace could be a time efficient choice to handle constraints for the search-based algorithms.

Note that the implementations of Verify, Replace and Tolerate are all based on the Minimal Forbidden Tuple (MFT) approach; namely, they use the set of MFTs to determine the validity of a candidate solution (see Table 3). Our finding thus indicates that using MFT for the validity-checking is much more efficient than using a constraint solver: for the MFT-based techniques, we only need to calculate MFT once, and check whether a forbidden tuple is involved at each value assignment; while for Solver, we need to solve a more complex constraint satisfaction problem on each occasion.

Summing up, the experimental results in this section (RQ₂) reveal that the constraint handling technique that relies on a constraint satisfaction solver (i.e., Solver) is usually the slowest technique. By contrast, the Verify technique implemented with the Minimal Forbidden Tuple (MFT) approach tends to be the fastest technique for greedy algorithms (AETG, DDA, and IPO), as it has only a probability of 7% that spends more time than the other techniques. While for the search-based algorithms of the evolve-test-suite framework, the Replace technique could be a more time efficient choice.

4.4 Failure Revelation Ability (RQ₃)

The last question concerns the failure revelation ability that can be achieved by different combinations of test suite generation algorithms and constraint handling techniques. From Table 6, Table 9, and Figure 4, we can see that test suites of comparable sizes usually exhibit similar performance in terms of failure revelation. Specifically, Verify and Solver are the two techniques that produce test suites of comparable sizes, and their proportions of failures detected are also significantly indistinguishable in at least 29 out of 35 cases (for any value of \( k \)).

The Replace technique is identified as the best choice to produce small 2-way covering arrays, especially for AETG, DDA, and PSO (the one-test-at-a-time based algorithms). But for failures that are triggered by \( k > 2 \) parameters, we find that there are only up to two cases where Replace can lead to significantly higher failure revelation ability for these three generation algorithms. Moreover, the number of cases where Replace performs significantly worse increases with the increase of \( k \), achieving the maximal value when \( k = 5 \). For example, for AETG, the proportion of failures detected by Replace is significantly lower than that of Verify in 19, 24, 26 and 23 cases for \( k = 3, 4, 5 \) and 6, respectively. Similar findings can also be observed for other algorithms and the Tolerate constraint handling technique.

However, despite the fact that constraint handling techniques that produce smaller test suites tend to detect smaller number of failures, the magnitude of difference in failure revelation is not as big as that in the test suite size. Overall, for all combinations of generation algorithms and constraint handlers, we can observe large difference (\( \hat{A}_{12} \) effect size higher than 0.8 or lower than 0.2) in test suite size in 41% of cases. Whereas, the average chance that the larger test suite detects more failures is only 0.68 among those cases; and the large differences in detecting failures of strengths 3, 4, 5 and 6 are only observed in 5%, 11%, 14% and 11% of cases, respectively.

Summing up, the experimental results in this section (RQ₃) reveal that the constraint handling technique that minimises the size of \( \tau \)-way covering arrays will also lower its ability of detecting failures triggered by \( k > \tau \) parameters, and this impact will increase with the increase of \( k \). But for the cases where one constraint handler has a probability of higher than 0.8 to produce a smaller test suite, its average chance of detecting a lower proportion of failures is relatively low, only 0.68.

5 Threats to Validity

As far as internal threats to validity are concerned, the performance of test suite generation algorithms and constraint handling techniques depends on their particular implementations and the constraint solver used. Although there are available tools for some of the test suite generation algorithms studied, they are implemented by different developers with different programming languages, and the substitution of constraint handlers is not supported. In order to avoid the potential bias, we developed a uniform CCAG framework as the reference implementation. As such, all algorithms used in this study are implemented from scratch using the same framework (the same programming language, tools, platform, and development environment). It is possible that slightly different results, especially different computational costs, might be observed by using different programming languages, or constraint solvers. In particular, we acknowledge that the Solver technique can run faster with a more efficient constraint solver. Nevertheless, it will not influence the obtained sizes of test suites, because the constraint solver is only used to determine the validity of each value assignment.

Another internal threat to validity derives from the parameter settings of the algorithms (especially for the
TABLE 9

The number of test models where constraint handler A is significantly superior (+), indistinguishable (=), or significantly inferior (−) to constraint handler B in terms of \( k \)-way failure revelation ability.

<table>
<thead>
<tr>
<th>( k )</th>
<th>( A ) &amp; ( B )</th>
<th>Verify &amp; Solver</th>
<th>Verify &amp; Tolerate</th>
<th>Verify &amp; Replace</th>
<th>Solver &amp; Tolerate</th>
<th>Solver &amp; Replace</th>
<th>Tolerate &amp; Replace</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k = 3 )</td>
<td>AETG 2 33 0</td>
<td>– – –</td>
<td>19 16 0</td>
<td>– – –</td>
<td>– – –</td>
<td>17 18 0</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>DDA 2 31 2</td>
<td>– – –</td>
<td>6 29 9</td>
<td>– – –</td>
<td>– – –</td>
<td>8 27 0</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>IPO 1 31 3</td>
<td>– – –</td>
<td>6 18 11</td>
<td>– – –</td>
<td>– – –</td>
<td>7 18 10</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>PSO 3 31 1</td>
<td>2 33 0</td>
<td>16 19 0</td>
<td>2 32 1</td>
<td>14 21 10</td>
<td>– – –</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>SA 0 35 0</td>
<td>9 24 2</td>
<td>4 28 3</td>
<td>7 27 1</td>
<td>5 26 4</td>
<td>1 27 7</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>TS 0 33 2</td>
<td>5 30 0</td>
<td>4 21 10</td>
<td>6 28 1</td>
<td>5 21 9</td>
<td>3 22 10</td>
<td>– – –</td>
</tr>
<tr>
<td>( k = 4 )</td>
<td>AETG 0 32 3</td>
<td>– – –</td>
<td>24 11 0</td>
<td>– – –</td>
<td>– – –</td>
<td>26 9 0</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>DDA 1 33 1</td>
<td>– – –</td>
<td>6 28 1</td>
<td>– – –</td>
<td>– – –</td>
<td>10 24 1</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>IPO 0 32 3</td>
<td>– – –</td>
<td>6 15 14</td>
<td>– – –</td>
<td>– – –</td>
<td>7 17 11</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>PSO 0 35 0</td>
<td>4 31 0</td>
<td>29 5 1</td>
<td>3 32 0</td>
<td>27 8 0</td>
<td>22 13 0</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>SA 1 34 0</td>
<td>9 25 1</td>
<td>6 26 3</td>
<td>7 27 1</td>
<td>11 19 5</td>
<td>2 25 8</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>TS 0 34 2</td>
<td>3 29 3</td>
<td>5 20 10</td>
<td>5 28 2</td>
<td>6 21 8</td>
<td>3 20 12</td>
<td>– – –</td>
</tr>
<tr>
<td>( k = 5 )</td>
<td>AETG 0 35 0</td>
<td>– – –</td>
<td>26 9 0</td>
<td>– – –</td>
<td>– – –</td>
<td>24 11 0</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>DDA 1 34 0</td>
<td>– – –</td>
<td>8 26 1</td>
<td>– – –</td>
<td>– – –</td>
<td>8 26 1</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>IPO 0 33 2</td>
<td>– – –</td>
<td>8 8 19</td>
<td>– – –</td>
<td>– – –</td>
<td>8 11 16</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>PSO 2 32 1</td>
<td>6 28 1</td>
<td>30 5 1</td>
<td>4 30 1</td>
<td>29 6 0</td>
<td>26 9 0</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>SA 1 34 0</td>
<td>12 23 0</td>
<td>12 21 2</td>
<td>8 26 1</td>
<td>9 22 4</td>
<td>2 28 5</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>TS 3 29 3</td>
<td>3 28 4</td>
<td>6 20 9</td>
<td>6 26 3</td>
<td>7 19 9</td>
<td>6 19 10</td>
<td>– – –</td>
</tr>
<tr>
<td>( k = 6 )</td>
<td>AETG 1 32 2</td>
<td>– – –</td>
<td>23 12 0</td>
<td>– – –</td>
<td>– – –</td>
<td>24 10 1</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>DDA 0 34 1</td>
<td>– – –</td>
<td>8 25 2</td>
<td>– – –</td>
<td>– – –</td>
<td>4 30 1</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>IPO 1 33 1</td>
<td>– – –</td>
<td>8 14 15</td>
<td>– – –</td>
<td>– – –</td>
<td>7 13 15</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>PSO 1 34 0</td>
<td>4 30 1</td>
<td>26 9 0</td>
<td>2 32 1</td>
<td>25 10 0</td>
<td>23 12 0</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>SA 0 35 0</td>
<td>9 25 1</td>
<td>8 25 2</td>
<td>8 24 3</td>
<td>8 23 4</td>
<td>2 29 4</td>
<td>– – –</td>
</tr>
<tr>
<td></td>
<td>TS 2 32 1</td>
<td>6 28 1</td>
<td>5 20 10</td>
<td>7 28 0</td>
<td>5 21 9</td>
<td>2 25 8</td>
<td>– – –</td>
</tr>
</tbody>
</table>

Fig. 4. The distribution of \( \hat{A}_{12} \) statistics for each pair of constraint handling techniques in terms of detecting failures triggered by \( k \) parameters.

search-based algorithms). Improved performance might be achieved by exploring the most appropriate settings, but the default values suggested in the literature might be also good enough to assess search-based algorithms [53]. We thus chose to follow the same settings of all algorithms, as reported in their previous studies [22], [23], [24], [25], [26], [27]. While there are two exceptions for SA (number of iterations) and PSO (penalty weight), because their original
settings tend to lead to poor performance when the Tolerate technique is used.

As far as external threats to validity are concerned, in this study, we only evaluated the performance of algorithms under 35 test models. The algorithms thus may exhibit different behaviours when different subject test models are used. Nevertheless, we have used a well-known benchmark of constrained covering array generation [22], which has been widely used in CT literature [17], [18], [22], [26], [27]. We believe that these test models are representative to investigate the impact of different constraint handling techniques.

6 Conclusion

In this study, we provide a comparative analysis that investigates the impact of four common constraint handling techniques (Verify, Solver, Tolerate, and Replace) on six widely used greedy and search-based combinatorial test suite (covering array) generation algorithms (AETG, DDA, IPO, PSO, SA, and TS). Our experimental results reveal that the constraint handler is, indeed, a crucial factor that influences the performance of the test suite generation algorithms into which it is developed.

Specifically, we find that the Verify technique implemented with the Minimal Forbidden Tuple (MFT) approach is the fastest choice to handle constraints. The Replace technique that resolves constraints as a post-processing phase tends to produce smaller constrained covering arrays than the currently widely used Verify and Solver techniques, especially for test suite generation algorithms of the one-test-at-a-time framework. Our results also show that it is important to choose a constraint handler that is specifically well-suited to the algorithm and specific goal (test suite size, computational cost, or failure revelation ability). For example, in order to generate the smallest constrained covering arrays, Replace is the best choice for AETG, DDA, and PSO; while Tolerate could be more promising for SA and TS.

The study we report here could provide insights for the choice of the ‘optimal’ constraint handler, so that the performance of both existing and newly-designed test suite generation algorithms can be improved. In particular, as a simple implementation of the Replace technique is shown to be promising for achieving small test suites, it is desirable to explore that category to develop improved constraint handling technique and generation algorithms. We hope and believe that this paper can offer a better understanding of strengths and weaknesses of constraint handling techniques for CT, so that more studies can be conducted to further improve the area of constrained combinatorial testing.
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