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Abstract

Flu disease is an important public health burden worldwide, caused by the influenza virus that rapidly mutates and can cause severe disease and even death. While host genetic factors can also contribute to disease severity and susceptibility, no precise genetic determinant has been elucidated yet.

Type-I IFNs, IFN-α/β, are hallmark molecules of the host innate immune responses, indispensable to the elimination of viruses. Previous work in our team directly correlated IFN-α/β levels in the lung to influenza susceptibility in a mouse model. Influenza-susceptible 129 mice exhibited higher IFN-α/β levels upon infection than resistant BL/6 mice, although all parameters of infection were similar. This PhD project was focused on uncovering the genetic determinants of excessive IFN-α/β production in mice.

In this thesis, I present the impact of a novel candidate Chromosome 3 region in IFN-α/β responses: the R17 locus. A homozygous congenic BL/6 allele of the R17 locus contributed to reducing IFN-α/β and cytokine levels and to rescuing the susceptibility to influenza of the otherwise susceptible 129 mice. I report increased susceptibility in vivo and IFN-α/β production in vitro of BL/6 mice deficient in a candidate gene from the R17 locus, the α-protein kinase 1: ALPK1. Finally, this work reports some progress on elucidating the role of ALPK1 in IFN-α/β production pathways. By means of global phospho-proteome assays, a novel putative phosphorylation target of ALPK1, WWC2, is reported. This finding suggests a role for a previously unreported interaction between IFN-α/β responses and the Hippo pathway in innate immunity.
Impact Statement

Influenza-caused respiratory disease is an important public health burden worldwide. As many as 650 thousand cases of influenza-related deaths are reported annually, with 3-5 million people developing severe disease. Antiviral treatments are increasingly losing efficiency against this rapidly mutating virus, and the available vaccine does not guarantee protection since it does not always match the circulating virus strain. Therefore, novel options for treatment of influenza disease are urgently needed, as influenza remains a pandemic threat.

The work presented in this PhD thesis contributes to identifying genetic factors that impact IFN production during influenza disease in mice, and thereby possibly the intensity and the pathogenic potential of the immune response. The findings reported here will hopefully set a base for novel candidate studies on genetic bases of IFN production during immune responses. Since IFN production is triggered in a wide range of situations, advancing the scientific knowledge on the molecular mechanisms governing it can help improve the understanding of not only influenza disease, but also autoimmune and autoinflammatory diseases including interferonopathies, as well as bacterial infections and even some neurological disorders and cancer.

Aside from the virus strain potency and pre-existing immunity, host genetic factors play a major role in determining the severity and outcome of flu disease in humans. The modulation of immune response intensity by IFN production is the crucial component of a healthy and efficient immune response to influenza virus. Uncovering novel factors that contribute to regulating IFN production could potentially help identify specific targets for host-directed disease treatment. Targeting host factors could be a more efficient and universal way of dealing with the infection, thus bypassing the ever-mutating influenza virus and improving treatment options.
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Chapter 1. Introduction

1.1 Influenza disease

1.1.1 Influenza disease as a public health burden

Flu disease is a term used for respiratory infections caused by the strain of RNA viruses called influenza viruses. Of the four genera in the RNA virus *Orthomyxoviridae* family, A,B,C and D (reviewed in (Palese P, 2013)), only influenza A and B viruses circulate and cause infections in humans. The influenza A virus causes almost yearly outbreaks of varying scopes, and has been at the origin of several pandemics, the deadliest of which, the “Spanish flu” pandemic in 1918, claimed 50 million lives (Johnson and Mueller, 2002).

Influenza is an important public health burden, with 2-5 million people estimated to develop severe influenza worldwide per year (WHO). In spite of this, it remains difficult to prevent, diagnose and treat. The symptoms resemble those of respiratory infections caused by other viruses, and can vary in severity depending on the host’s immune system and overall health, the point in infection, the viral strain, and previous influenza infections. The most vulnerable portions of the population are those with insufficient immune responses, including young children, the elderly and the immunosuppressed (pregnant women, HIV patients or those with chronic disease under immunosuppressants). Notably, people aged 65 or above have the highest death rate facing influenza (Thompson et al., 2009).

The remainder of the population, namely those 15-65 years of age, in good overall health and with a healthy immune system, can nevertheless show variability in their response to the influenza virus, to the point of hospitalisation and even death. The sources of this variation are numerous and their contributions often unclear, but there is agreement that host factors such as individual immune responses, the extent of inflammation, previous history of flu disease, and the genetic background all play a role in the final outcome of the infection.
1.1.2 Influenza virus

1.1.2.1 IAV particle: surface proteins and RNA genome

Virions of influenza A comprise a viral envelope made of the lipid bilayer membrane derived from the infected host cell, embedded into which stand the characteristic glycoprotein structures of hemagglutinin (HA) and neuraminidase (NA).

Hemagglutinin is critical in viral recognition of host cells upon infection. It binds specifically to sialic acid residues on the cell membrane, causing viral entry and infection in the upper or lower respiratory tract (Skehel and Wiley, 2000), (Wiley and Skehel, 1987). In the acidic pH of the endosome, HA undergoes a dramatic conformational change that triggers the fusion of the viral membrane with the endosomal membrane to initiate escape. Interestingly, adaptations in avian virus HA to function in the lower pH of the human endosome were linked to the capacity of the virus to trigger pandemic disease in humans and infect ferrets (Russier et al., 2016), (Shelton et al., 2013).

Neuraminidase is another key component of the IAV particle. Its most prominent role involves the cleavage of sialic acid residues on the cell surface and the surface of new influenza virions upon budding. This process prevents the virion reattachment to the host cell via the HA molecules to complete budding, and helps clear out the mucus in the epithelium to enhance viral spread. Thermo-sensitive mutants of NA showed accumulation of virions on the membrane of infected cells (Palese et al., 1974). Other described functions for NA include somewhat indirectly proven facilitation of viral entry (Matrosovich et al., 2004) and aiding late endosome trafficking to enhance viral replication (Suzuki et al., 2005). Similar to HA, low pH-stable NA mutants were found in pandemic human influenza viruses, proving that NA plays a role in the virulence of the viral strain (Takahashi and Suzuki, 2015).

Clinically, the different substrains of influenza A virus are distinguished by their surface HA and NA types. As of today, 18 different HA versions are known (H1 to H18), of which 16 are in circulation in avian species and 2 in bats (Fouchier et al., 2005), (Tong et al., 2013). Eleven NA subtypes have been described to date, all of them circulating in birds, and two in bats (N10 to N11) (Hussain et al., 2017). It is the combination of these subtypes and their numbers that gives rise to IAV strain names (eg H3N2, H5N1 etc). A subgroup of highly pathogenic IAV, H5Nx, and especially
H5N1, circulate in wild birds and occasionally transfer to domestic poultry. As they are at the origin of sporadic outbreaks that cause high mortality in humans, they are constantly monitored for novel mutations and reassortments (Nunez and Ross, 2019). H1N1 strain was at the origin of the Spanish flu pandemic of 1918, as well as another pandemic in 2009. H2N2 strain (Hong Kong IAV) caused a pandemic in 1957/58, whereas an H3N2 strain spread worldwide in 1968. Ultimately, the last deadly pandemic of flu in 2009 was caused by a novel reasserting H1N1 virus (Hussain et al., 2017). Moreover, H7N9 strains are emerging as novel outbreak and pandemic threats, appearing in 2013 in China and since then infecting 1625 people and causing 622 deaths (Imai et al., 2017), (Long et al., 2019).

The inside of the viral particle contains the IAV genome. As a member of the Orthomyxoviridae family of viruses (reviewed in (Bouvier and Palese, 2008), (Palese P, 2013)), IAV bears a single-stranded, negative-sense RNA genome comprising of 8 segments. The segments 1,3,4 and 5 only encode a single protein each: PB2, PA, HA and NP. Another viral polymerase subunit, PB1, is encoded by two genes on segment 2 (which in some strains also contains the gene encoding a small pro-apoptotic factor PB1-F2). Segment 6 of the IAV genome encodes solely the NA protein. Meanwhile, the M1 matrix protein is encoded by a gene on segment 7, and the interferon antagonist protein NS1 is encoded on segment 8 (Bouvier and Palese, 2008). The IAV RNA-dependent RNA polymerase, encoded by the segments PA, PB1 and PB2, exploits the cellular machinery to multiply the viral genomic material (Braam et al., 1983). The internal organisation of the assembled IAV particle is centered around viral ribonucleoproteins (RNPs), composed of the viral ss-RNA genome of IAV coated with NP, PB1, PB2 and PA proteins.

1.1.2.2 IAV replication cycle

As previously indicated, the initial step in IAV infection is the HA-mediated recognition and binding to the sialic-acid receptors on the host cell, followed by the escape from the endosome by membrane fusion. The uncoated viral ribonucleoprotein complexes are subsequently transported into the nucleus for replication of the viral genome and generation of mRNA. This process is, in molecular terms, relatively slow: a study by the inhibition of viral entry by ammonium chloride...
found that viral entry took 25min to uncoating, and a further 10min for the viral RNPs to be found in the nucleus (Martin K., 1991).

In polarised epithelial cells, the viral assembly and budding occurs at the apical membrane of the cells (Rodriguez Boulan and Sabatini, 1978). Binding preferentially occurs at lipid rafts (Rossman and Lamb, 2011). Lipid rafts are detergent-resistant, cholesterol-rich, highly mobile portions of the cell membrane which are thought to be platforms for various types of signaling (Brown and Rose, 1992), (Simons and Ikonen, 1997). In fowl plague, influenza, VSV and SFV infections, HA and viral RNPs were shown to localise to lipid raft domains in the apical membrane (Takeda et al., 2003), (Scheiffele et al., 1999), (Carrasco et al., 2004). NA is thought to enhance the process of lipid raft binding and generally virus budding (Leser and Lamb, 2005), (Chen et al., 2007), (Ohkura et al., 2014).

In the nucleus, the viral RNA genome is transcribed and replicated from the starting RNA viral template by the IAV polymerase. The viral genome is replicated by the viral RNA-dependent RNA polymerase (RdRp), the three subunits of which are imported into the nucleus along with the genome. It uses the negative-sense viral RNA as a template for the synthesis of novel mRNA templates and complementary RNA intermediates, both positive-sense. The latter is subsequently used as a template for the production of more negative-sense viral RNA to replicate the viral genome (Bouvier and Palese, 2008). Once capped and poly-adenylated to resemble host mRNA, viral mRNA is exported into the cytoplasm where it is translated into proteins. Once produced, all the components of the IAV virion assemble at the cell membrane and begin the process of budding and cleavage, which allows them to further spread through the host organism (Bouvier and Palese, 2008).

1.1.3 IAV hosts, circulation and treatments

Although IAV can infect a broad range of host species, from birds to swine to bats, the animal reservoir is maintained in avian species. It is considered a zoonotic disease, periodically acquiring enough mutations to become able to infect humans, especially in settings where humans are in close contact with infected animals. It is relatively rare that IAV gains the capability to infect a human host, coming from an avian or swine reservoir. However, by antigenic shift, an invading IAV encountering other IAV genomes within the same host cell can readily reassort segments of the
genome (Schrauwen and Fouchier, 2014). In this way, IAV can not only gain the capability to transmit from animals to humans, but also between humans, resulting in devastating influenza epidemics and pandemics. Furthermore, while in circulation, IAV acquires further mutations due to its error-prone polymerase and lack of proof reading in a process called antigenic drift. By this process, a simple mutation in the genome, exposed to evolutionary pressures such as the host environment (Smith et al., 2004) or antiviral treatment (Ong and Hayden, 2007), can give rise to novel mutations in the viral genes. Ultimately, IAV continues to circulate in both human and animal reservoirs (Landolt and Olsen, 2007), (Taubenberger and Morens, 2008). Therefore, a new outbreak or epidemic of flu is always possible, and research in this area remains of fundamental importance to public health.

Influenza vaccines are widely used in an attempt to prevent infection in the vulnerable portions of the population. They are produced based on the IAV strains currently in circulation, but the virus is very mutation-prone. Moreover, given that large-scale vaccine production involves using chicken eggs to grow the virus, there are concerns about IAV acquiring mutations during egg adaptation as well (Kotey et al., 2019). The influenza vaccine remains, therefore, of varying efficiency.

In people who do contract the infection, the currently approved treatment options are based on M2 ion channel blockade (amantadine and rimantadine), neuraminidase inhibition (oseltamivir, zanamivir and peramivir), or IAV polymerase blockade (favipiravir) (McKimm-Breschkin, 2013). However, the majority of IAV strains, including H1N1 and H3N2 that are currently in circulation, are resistant to M2 ion channel blockers (Hussain et al., 2017). In addition, H1N1 subtypes are all resistant to oseltamivir (indeed, the 2009 H1N1 pandemic strain was shown to have mutations that rendered it resistant to the inhibitor). Due to these issues, options in host-based treatments for influenza are being considered (Yip et al., 2018), with compounds that block parts of the cellular machinery involved in antiviral responses, such as for example endosomal acidification inhibition or excessive host inflammation. While these potential therapies elicit slower emergence of resistant strains and offer longer administration windows, they also present a significant risk of host cytotoxicity. There is therefore no silver bullet-type treatment for influenza as of today.
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1.2 Laboratory models of influenza infection

Since influenza A has a large host base, different animal models are used to study its transmission and infection mechanism. While pigs and chickens are used to study infection in these hosts, ferrets are considered as the gold standard model for influenza transmission in humans (Belser et al., 2011). They are 1) susceptible to the same strains of virus that infect humans, 2) susceptible to the same viral transmission routes via respiratory droplets, 3) mimic the human infection course most faithfully, and 4) their serum cross reactivity with different substrains closely mimics the human situation.

Wild mice, in turn, are not natural reservoirs of influenza. The reason for this is the expression of the gene Mx1, encoding a GTPase protein which interferes with the replication of IAV in the nucleus (Staeheli et al., 1988), (Pavlovic et al., 1992). Laboratory strains of mice possess a non-sense mutation in this gene or a deletion of three exons in its coding sequence, making it non-functional and allowing their infection. It is worth mentioning that Mx1 in other influenza hosts such as chickens and humans (human version: MxA) is not sufficient for influenza protection as most virus strains have evolved to evade it. Taking into account all of these findings, the pertinence of a mouse model of IAV infection is more questionable in terms of future application to humans (Pavlovic et al., 1992). Different mouse strains have been shown to differ in their influenza susceptibility. The most susceptible mouse strains were reported to be the 129 strain (Davidson et al., 2014) and the DBA/2 strain (Samet and Tompkins, 2017), while C57BL/6 mice are the least susceptible. They can survive influenza infection in doses lethal to the susceptible strains and clear out the virus successfully after about 7 days, while 129 mice show increased disease-associated morbidity and mortality.

The influenza virus strains used in this thesis for in vivo and in vitro infections are of the H3N2 (X31) and H1N1 (PR8) strains. PR8 is a mouse-adapted version of the human H1N1 strain A/Puerto Rico/8/1934, whereas X31 is a reassortant virus of the PR8 backbone with HA and NA genes of the H3N2 A/Hong Kong/1/1968 strain (Bouvier and Lowen, 2010). Since these influenza strains are used for mouse infections, they have been adapted to the mouse host through serial passaging, and are likely to carry significant mutations compared to their original human-adapted counterparts (Bouvier and Lowen, 2010). Therefore, studies of influenza infection in
mice are not entirely representative of human infections, but given the ease of genetic studies in mice and their rapid breeding, they remain a pertinent laboratory model. In this thesis, both of these two IAV strains are used for *in vitro* infections, and X31 for *in vivo* infections. It is worth noting that the virulence of the two virus strains differs, with laboratory mice being significantly more susceptible to the PR8 strain than to the X31 strain.

As previously mentioned, the susceptibility to influenza is not solely determined by the virus itself, but also by the host factors. In dealing with the influenza virus, the host’s immune system response and genetic background contribute to the final outcome of the infection. The immune responses to influenza virus and other non-self pathogens, are addressed in the following chapter.

### 1.3 The immune system and influenza virus clearance

Regardless of their function, all cells of a multicellular organism carry a shared signature of surface markers. Pathogen-associated molecular patterns (PAMPs), the external antigens from bacteria, viruses, parasites or toxins, are readily recognised as “non-self” (foreign/danger), eliminated and memorised by the cells of the immune system, comprised of the innate and the adaptive immune facets (Murphy, 2012). The innate immune system is the first line of defense against perceived danger, relying on a system of germline-encoded danger receptors called pattern recognition receptors (PRRs) (Medzhitov, 2001), (Janeway, 1989). On the other hand, the adaptive immune system is comprised of an army of extremely specialised cells that provide antigen-specific clearance and immune memory (Murphy, 2012).

In mammals, almost all leukocytes (innate and adaptive immune cells) take origin from pluripotent hematopoietic stem cells in the bone marrow (Kondo et al., 2003). These progenitors give rise to oligopotent stem cells that are at the origin of almost all innate and adaptive immune cell lineages, as well as red blood cells: common myeloid (CMPs) and lymphoid cell progenitors (CLPs), granulocyte-monocyte progenitors (GMPs) and megakaryocyte-erythrocyte progenitors (Murphy, 2012). CMPs and GMPs are at the origin of innate immune cells, or myeloid cells, namely granulocytes (neutrophils, eosinophils, basophils, mast cells), some macrophages, monocytes and some dendritic cells, whereas CLPs give rise to cells
of both adaptive immune cells such as B and T-cells, and innate cells such as NK cells (Schraml and Reis e Sousa, 2015), (Geissmann et al., 2010), (Akashi et al., 2000), (Kondo et al., 1997). Each of these cell types has very specific roles in the recognition and clearance of influenza and other infections, which will be described more in detail in the following sections.

It is impossible to devise an in vitro system that can replicate the complexity of the immune responses and the interplay between cells that occurs in order for the infection to be cleared out. Therefore, cell models are used as a replacement in order to address specific facets of the immune response and the recognition pathways that are activated in different cells. The cell models used for this purpose in this thesis are described further in this chapter.

1.3.1 Immune responses to influenza virus in vivo

1.3.1.1 Infection of epithelial cells and the early response

The lung and the upper airways are in constant contact with the air and all the PAMPs found in the outside world: from dust to pollen particles to pathogens. Therefore, as an organ, the lung has a high tolerance threshold to external stimuli (Wack et al., 2015). This tolerance is due to the activity of the lung epithelial cells. Via the secretory cells and the ciliated apical membranes of epithelial cells, this tissue produces mucus that coats the inside of the respiratory pathways, and moves it unidirectionally towards the oesophagus to keep the respiratory organs clear of obstruction.

In the very first steps of infection, IAV binds the sialic acid molecules clustered on the apical membrane of the epithelial cells, and it is subsequently taken up via endosomes (Edinger et al., 2014). Once inside the cell, epithelial cells recognise viral PAMPs in the cytosol using a PRR from the RLR family called RIG-I, but also in the endosomal compartment using the PR transmembrane receptor called TLR3. RIG-I engagement in epithelial cells activates a signalling cascade that results in type-I IFN production, which ultimately leads to the establishment of an antiviral state and the recruitment of immune cells to the infection site (Denney and Ho, 2018) (more details in 1.4). Epithelial cells are the origin of the initial burst of type-I IFN upon infection. They are permissive to IAV replication and release virions upon the completion of the viral cycle. They can also specifically upregulate the production of type-III IFN, or
IFN-λ, which has been shown to have similar effects to type-I IFNs in terms of transcriptional inductions (Crotta et al., 2013). This is thought to be a good backup anti-viral mechanism to the hallmark type-I IFNs and to represent an interesting therapeutic target because of the lack of pathogenicity induced (Davidson et al., 2016).

1.3.1.2 Alveolar macrophages: the first innate immunity responders

Alveolar macrophages (AM) patrol the luminal lining of the lung epithelium scanning for pathogens and other insults. A subset of the macrophage immune cell population, they are terminally differentiated and specialised in engulfing pathogens and clearing out cell debris and surfactants (Divangahi et al., 2015), (Guilliams et al., 2013). Alveolar macrophages are easily distinguishable from other cell types in the lung, as they are large autofluorescent cells (FSC\textsuperscript{hi}, SSC\textsuperscript{hi}) that carry a set of specific surface markers that they are highly positive for, namely SIGLEC-F, F4/80 and CD11c.

In annual circulating strains of influenza, the virus is predominantly localised in the upper respiratory airways, where it remains until infection clearance. AMs are not very abundant in the upper airways so they rarely encounter the incoming viruses. However, IAV strains such as H5N1 and H1N1 can descend into the lung as the infection progresses (van Riel et al., 2006). In the alveolar space, AMs are vital in influenza infection because they are the first immune sensors of the incoming virus and of infected and damaged epithelial cells.

Both mouse and human AMs were shown to be susceptible to influenza virus infection and to express viral proteins ((Rodgers and Mims, 1981), (Rodgers and Mims, 1982), (van Riel et al., 2006), (Short et al., 2012), (Yu et al., 2011)). However, budding of virus particles off the cell membrane is virtually absent in AMs (Londrigan et al., 2015) and virus particle assembly defective in human monocyte-derived macrophages (Bedi et al., 2018), preventing virus shedding and spread in these cell types. In spite of this, some research has shown that the replication of highly pathogenic influenza virus strains such as H1N1 and H5N1 is active in the RAW264.7 cell model of murine macrophages (Marvin et al., 2017), (Cline et al., 2013). These two strains were shown to infect AMs, with H5N1 being successful at replication, while H1N1 is not (Yu et al., 2011).
Macrophages are capable of recognising the viral RNA genome using RIG-I and TLR3-mediated signalling, much like epithelial cells do (Wu et al., 2015). Moreover, they uptake cellular debris of infected cells and respond by triggering the production of pro-inflammatory cytokines and chemokines (Vangeti et al., 2018). In influenza infection, the most prominent pro-inflammatory cytokines produced by AMs and monocyte-derived macrophages include TNF-α, IL-12p40, IP-10, IL-6 and IL-8 (Hoeve et al., 2012), (Vangeti et al., 2018). Interestingly, while AMs are considered to dampen immune responses at first, they have been shown to exacerbate responses to influenza both through IFN and cytokine production (Tate et al., 2010).

1.3.1.3 Dendritic cells: the sentinels and antigen presenters

Dendritic cells are another sentinel cell type-In the lung. In steady state, they patrol along the basal membrane of the epithelial cells, monitoring the airways for pathogen infection.

Dendritic cells arise from common dendritic cell precursor cells in the bone marrow (reviewed by (Schraml and Reis e Sousa, 2015)). Stimulated by Flt3L, this cell subset gives rise to conventional dendritic cells and plasmacytoid dendritic cells (pDCs), both of crucial importance in influenza and pathogen clearance and IFN synthesis (Onai et al., 2006), (Onai et al., 2007) (more detail on pDCs in subsection 1.3.1.4). Flt3L is the ligand of Flt3, a receptor tyrosine kinase, and it is sufficient to induce differentiation of DC subsets. Flt3L is used both in vivo to stimulate DC production in mice (Karsunky et al., 2003), (Maraskovsky et al., 1996) and in vitro to favour DC lineage formation and ultimately pDC differentiation from bone marrow precursors (Naik et al., 2007). DCs (pDCs excluded) terminate their differentiation outside the bone marrow and ultimately give rise to two cDC populations, distinguished by their surface markers: CD103+ DCs, and CD11b+ DCs, both of which are present in the lung at steady state (Guilliams et al., 2013). Monocyte-derived DCs, a differentiated population of monocytes recruited to the lung as the lung-dwelling DCs leave during infection (Cao et al., 2012), have a distinct role in pro-inflammatory cytokine production, contributing to the overall inflammatory environment of a late-stage infected lung.

Human peripheral monocyte-derived DCs, an in vitro human model for their lung counterparts, were shown to uptake IAV into the endosomal compartment
(Baharom et al., 2017). Following this, cDCs are capable of producing cytokines as well as type-I IFN, but are not the major in vivo producer of either. Their main function is antigen presentation, i.e. the initiation of establishment of an antigen-specific adaptive immune response. 24h-48h following infection, cDCs migrate into the lymphatic system (usually the lymph node draining the lung, the mediastinal lymph node), where they present the encountered antigens to T-cell populations. Both DC cell types were shown to be efficient in antigen presentation to CD4+ T-cells (further for details on T-cells to follow), while the CD103hi DCs are more efficient at activating CD8+ T-cells (Kim and Braciale, 2009), (del Rio et al., 2007). This antigen presentation step is crucial, as it links the innate and the adaptive immune response and ensures antigen-specific clearance in the lung.

1.3.1.4 Plasmacytoid dendritic cells: the IFN producers

Plasmacytoid dendritic cells (pDCs) are small lymphocyte-like cells that terminally differentiate in the bone marrow. They can take origin from dendritic cell myeloid progenitors (shared with cDCs) or common lymphoid progenitors (reviewed in (Reizis, 2019)). While Flt3L is sufficient to stimulate pDC development from myeloid precursors (Karsunky et al., 2003), in lymphoid progenitors type-I IFN was shown to act synergistically with Flt3L in upregulating Flt3 and pDC differentiation (Chen et al., 2013). Flt3L is also used as a stimulant for in vitro derivation of pDC-like cells BM progenitors (Brasel et al., 2000). Following differentiation, pDCs migrate out of the bone marrow and into the peripheral lymphoid organs and blood, where they remain until recruitment cues are perceived during infection.

Surface markers on mouse-derived pDCs differ from those on human pDCs. Mouse pDCs have intermediate to high CD11c expression, whereas human pDCs are negative (rev. in (Hochrein et al., 2002)). Unlike cDCs, mouse pDCs are CD11b negative and express Siglec-H (sialic-acid binding immunoglobulin-like lectin H) (Zhang et al., 2006) and B-220 (a marker they share with mouse B-cells). Since some spleen-dwelling macrophages and B-cells share Siglec-H and B220 expression with pDCs, respectively, PDCA-1 (a tetherin described to prevent retroviral release in HIV infection (Neil et al., 2008)) is used in conjunction with these markers to distinguish pDCs in vivo (Medina et al., 2013). However, it is worth noting that PDCA-1 is also
upregulated on other innate immune cells during infection (AMs, monocytes, DCs, neutrophils).

pDCs (in their immature form) are highly specialised in type-I IFN production, and especially that of IFN-α (Nakano et al., 2001), (Asselin-Paturel et al., 2001). The pDC specialisation in production of IFN during infection is due to the inherently high expression of IRF7, a type-I IFN specific transcription factor, and to the rapid engagement of an IFN positive-feedback loop through its receptor IFNAR. More detail on IFNs and this cascade is discussed in sections 1.4.1.2 and 1.5.1.2 of this thesis. It is thought that thanks to this rapid IFN upregulation, pDCs are non-permissive to viral replication. Aside from high type-I IFN production, pDCs also secrete type-II IFN (IFN-λ), although its predominant producers are lung epithelial cells.

Though IAV was shown to enter pDCs, viral replication was abortive and did not induce viral protein translation and particle release (Thitithanyanont et al., 2007). The studies on viral entry into pDCs are few and far between, so it remains unclear whether the virus entry is mediated by a classical HA-SA binding or some other mechanism, such as viral exosome exchange between proximal cells as it was shown in hepatitis infection (Webster et al., 2016), (Dreux et al., 2012). One study, in porcine peripheral blood-derived pDCs, proved that both sialic acid residues on cell membranes as well as an intact HA on the virus were necessary to pDC-driven IFN-α production (Bel et al., 2011). Additionally, (Diebold et al., 2004) showed that IFN-α production in pDCs can also be induced by heat-inactivated influenza virus in vitro, indicating that IFN production can be stimulated by recognition of viral RNA upon entry. This was in concordance with another study (Bel et al., 2011) in that, upon virus heat inactivation at 65°C, where HA integrity is compromised, no IFN-α production was observed in vitro. Both these studies point to an entry of IAV into pDCs, which causes the viral ssRNA to be exposed in the endosomal compartment for PAMP recognition. This is not so difficult to imagine, as SA residues are ubiquitous in the host cells and are bound to galactose molecules on a multitude of different receptors (Skehel and Wiley, 2000). In this thesis, murine pDCs respond to in vitro incubation with live influenza X31 virus (see Results) with IFN-α and IFN-β production, but no effect on viral replication was addressed. In vivo, it is acknowledged that pDC-mediated IFN-α production is triggered by viral antigen
uptake either directly or through infected or lysed cells ((Lui et al., 2009), (Assil et al., 2015), (Webster et al., 2016)). This in turn triggers maturation of pDCs into antigen-presenting cells to CD4+ and CD8+ T-cells (Fonteneau et al., 2003) and is thought to accelerate viral clearance.

By virtue of their extreme potential to synthetise type-I IFN, pDCs also have a high potential to damage the lungs and other immune cells. One of the mechanisms by which this can happen is the action of IFN itself, especially in the cases where its production is too elevated (described in subsection 1.4.3).

### 1.3.1.5 Monocytes: the pro-inflammation mediators

Following pathogen infection or generally injury to the lung, the AM and cDC populations get depleted and can be replenished by incoming monocytes. Monocytes are incompletely differentiated CD11b+, Ly6C+ or negative cells that originate in the bone marrow from a monocyte-macrophage DC progenitor (Geissmann et al., 2010), (Hettinger et al., 2013). The Ly6C+ population, named inflammatory monocytes, contributes to cellular replenishment in situ and drives the pro-inflammatory cytokine responses in influenza and other infections. Ly6C+ bone marrow-dwelling immature monocytes express the CCL2 (MCP-1) ligand receptor CCR2, upregulated in IFN stimulation. Upon CCL2 binding, CCR2 initiates bone marrow egress of monocytes into the infected lung, where they give rise to monocyte-derived DCs and MPhs (Serbina and Pamer, 2006). These MoDCs and MoMPhs have a more pro-inflammatory phenotype than resident AMs and DC (Cao et al., 2012), and have been associated with IAV pathology (Lin et al., 2008).

Ly6C+ monocytes are known for their pro-inflammatory cytokine production capabilities, necessary for recruitment of other monocytes and neutrophils, and ultimately successful virus clearance. They drive the expression of TNFα, IL-12, IL-18, IL-1α/β and other critical cytokines and chemokines (Lauvau et al., 2014). This monocyte-driven cytokine production is upregulated in response to type-I IFN present in the lung upon influenza infection (Uccellini and Garcia-Sastre, 2018). However, accumulation and persistent recruitment of monocytes to the lung during influenza infection is often linked to poor outcomes owing to their contribution to the "cytokine storm" (Coates et al., 2018), (Lin et al., 2014).
In response to type-I IFN, monocytes also upregulate the expression of TRAIL, a ligand for DR5 receptor on epithelial cells inducing their apoptosis. Through this mechanism, they were shown to directly participate in influenza-induced morbidity and host susceptibility in the context of prolonged IFN exposure (Herold et al., 2008), (Ellis et al., 2015), (Davidson et al., 2014), (Davidson et al., 2015).

1.3.1.6 Neutrophils, eosinophils and the adaptive immune response roles in influenza infection

Neutrophils and eosinophils are members of the granulocyte family of immune cells (which also includes basophils) (Amulic et al., 2012). Easily distinguishable by their murine surface markers, neutrophils are CD11b+ Ly6G+ (Amulic et al., 2012), (Daley et al., 2008) and eosinophils Siglec-F+ CD11c-. The main roles of these cells during infection is to contribute to the synthesis of pro-inflammatory cytokines and cellular recruitment into the lung, which is necessary for the smooth resolution of infection.

Neutrophils are recruited early on in infection (starting day 2-3) (Tate et al., 2008) thanks to IFN cues from the lung resident cells (Seo et al., 2011). They were also shown to phagocytose apoptotic influenza-infected cells in vivo in the mouse lung, in what is possibly a virus-replication controlling process (Hashimoto et al., 2007). Increased neutrophil presence was shown in the early stages of infection with the highly virulent H1N1 and H5N1 influenza viruses (Perrone et al., 2008). Reports correlated increased neutrophil recruitment with severity of respiratory disease in general (rev. in (Camp and Jonsson, 2017)). However, other data suggested a protective effect of neutrophils in respiratory infections, especially in the case of high pathogenicity virus strains (Tate et al., 2008, Tate et al., 2009, Tate et al., 2011). Meanwhile, eosinophils were shown to help resolve influenza infection in mice by initiating T-cell recruitment and aiding antigen presentation (Samarasinghe et al., 2017).

1.3.1.7 Adaptive immune response to influenza virus

Cells of the adaptive immune system have multiple roles in IAV infection. Most prominent effectors for IAV clearance and anti-IAV memory are CD4+ and CD8+ T-cells and B-cells. Like all other lymphocytes, these cells take origin from the common
lymphoid progenitor in the bone marrow. In steady state, they recirculate and populate the lymphoid organs such as spleen and lymph nodes.

The adaptive immune system ensures the restriction, clearance and memory of influenza infection (Chen et al., 2018). CD8+ T-cells perceive antigens presented by the dendritic cells in draining lymph nodes and, prompted by IFN-α/β/γ and IL-2/IL-12 cytokines, differentiate into cytotoxic T-cells capable of restricting infection by killing virus-infected cells (Kreijtz JH, 2011), (A. W. S. Ho, 2011). CD8+ “cytotoxic” T-cells eliminate infected cells by inducing their apoptosis (Grant et al., 2016). Meanwhile, CD4+ T-cells differentiate into subtypes of helper T-cells in response to antigen presentation, and also participate in inducing apoptosis of infected cells (Soghoian D.Z., 2010).

B-cells provide specific long-term memory of perceived antigens thanks to their specificity for class-switched antibody formation. This response usually occurs between 7 and 14 days post-infection. The main antibody types produced in influenza infection are IgA and IgG (Arulanandam et al., 2001), (Rangel-Moreno et al., 2008), though IgM is also synthesised by the resident memory B-cells in the lung at the very beginning of the infection, and was shown to contribute to viral clearance (Lam and Baumgarth, 2019). Following successful IAV infection resolution, memory B-cells will continue to reside in the lung, lymph nodes near the lungs, or bone marrow and spleen, providing rapid induction of antibody production in future homotypic infections.

1.3.2 BM-derived in vitro cell models for infection and stimulation

In this subsection, I will describe the in vitro cell models used in this thesis to study IAV infection and PAMP recognition and how they compare to their in vivo counterparts. The rationale behind using these cells was to exploit a more simple and controllable system than that of the extremely complex and multi-faceted immune responses in vivo. Both of the cell types that will be described are derived from whole bone marrow, and differentiated using well known cytokines and growth factors.
1.3.2.1 Bone marrow-derived macrophages

BMDMs are a long-standing cell model in immunology. They have been used to model bacterial and viral infections and cell receptor stimulation alike. BMDM overall morphology of large autofluorescent cells (FSC$^{hi}$, SSC$^{hi}$) closely mimics that of in vivo macrophages. They also express F4/80, a marker which was described as specific to in vivo macrophage populations as well.

Derivation of BMDM-rich cultures in this thesis relied on M-CSF stimulation. This cytokine, along with GM-CSF, is a driver of development for macrophage populations from bone marrow cell precursors in vivo. However, cell populations generated in vitro with these two differentiation factors are not identical. GM-CSF can induce differentiation of DC-like cells, monocytes and macrophages (Inaba et al., 1992). The cell subtypes defined as macrophage-like were shown to upregulate their antigen-presenting capacity (Fischer et al., 1988), and their pro-inflammatory cytokine production upon transient GM-CSF challenge (Fleetwood et al., 2007), making them functionally more similar to monocytes and DCs overall. In accordance with these findings, a recent study demonstrated that GM-CSF-differentiated cell populations in vitro are in fact a mix of DCs and F4/80+ CD11b+ macrophages (Helft et al., 2015). Therefore, while GM-CSF is solicited in vivo during macrophage differentiation, its employment in vitro on whole bone marrow precursors yields a mixed population that was not suitable for this thesis in vitro models.

In contrast, using M-CSF for in vitro derivation of BMDMs yields more pure and reliable cells with macrophage phenotypes, and it is the currently widely used methodology for BMDM in vitro derivation (Murray et al., 2014). The current most widely used protocol involves the use of L-cell supernatants, since they contain M-CSF in certain amounts. For cost and practical purposes, this differentiation media was also employed for BMDM generation this thesis. However, stricto sensu, it is more desirable to use recombinant M-CSF rather than L-cell supernatant for obvious reasons of possible presence of cell-stimulating contaminants in the media (Warren and Vogel, 1985).

M-CSF-derived BMDMs show similar cytokine response patterns to those of alveolar macrophages upon IAV infection, namely upregulation of transcription and translation of IL-6, IFNβ and TNFα (Maelfait et al., 2012). Similarly, in Rift Valley
fever virus infection in vitro BMDMs responded with IFNβ, TNFα, and IL-1α synthesis, reminiscent of macrophage responses in vivo (Roberts et al., 2015).

1.3.2.2 Bone marrow-derived plasmacytoid dendritic cell-enriched populations

Deriving pDCs for usage in vitro is more challenging than in the BMDM case, since Flt3L is a known inducer of DC populations in vivo, as was described earlier. Two different ways to obtaining pDC-like cells in vitro have been reported: 1. inoculating mice with FLT3L intra-peritoneally and purifying pDCs from the spleen or 2. extracting whole bone marrow and subjecting the progenitors to FLT3L in vitro (Bjorck, 2001). In either case, FLT3L yields a mixed culture of DCs and pDCs, which always requires specific antigen-driven purification in order to isolate pDC-like cells. Generally, mouse pDCs in vitro carry similar markers to their in vivo counterparts: CD11c, Siglec-H, B220 cells and PDCA-1. In this thesis, the stimulation of pDC production was achieved from bone marrow precursors followed by purification using B220 surface markers. A purification with the more specific Siglec-H markers was attempted but yielded very low final numbers (though it was highly pure in pDC-like cells). Because of the in vitro culture heterogeneity, the FLT3L-stimulated bone marrow cultures are referred to as “pDC-enriched” cultures.

1.4 Interferons and cytokines in health and disease

As seen previously, cytokines, and especially interferons, are produced by virtually all immune cells in response to infection, and they have paramount roles in pathogen clearance and host recovery. In this subchapter, I will elaborate on the role of interferons and cytokines in influenza and other infections, as well as their contributions to immunopathology.

1.4.1 The interferon system

The interferon family of cytokines was first described as early as 1957, in seminal work by Isaacs and Lindenmann (Isaacs, 1957a, Isaacs, 1957b). They were named “interferons” because they were shown to “interfere” with the replication of IAV, as well as Newcastle disease, Sendai and vaccinia viruses. Interestingly, the IFN-inducing stimulus in these experiments was a 56°C inactivated influenza virus.
As has been shown several times, heat-inactivated viruses do not induce IFN synthesis, and therefore, it is likely that some viral particles used in this experiment were not completely degraded, making initial particle recognition by RIG-I possible. Further, it is possible that this low-level viral infection activated the reported production of interferons.

Interferons are crucial antivirals and immune modulators in different contexts. In the following three subsections, they are described in more detail and their roles in influenza infection and other host challenges addressed more in depth.

1.4.1.1 Type-II and type-III IFNs – roles in influenza and other infections

The interferons form a large family of immune modulators composed of three different types: type-I (IFN-α, IFN-β and others), type-II (IFN-γ) and type-III (IFN-λ).

Type-II IFN (IFN-γ) is produced by lymphocytes, typically NK cells, activated T-cells and macrophages, and it is a marker of enhanced antigen presentation and T-cell maturation activity (reviewed in (Schoenborn and Wilson, 2007), (Saha et al., 2010)). It induces transcription, via the IFNγR JAK/STAT cascade, from GAS-sequence-containing promoters, of genes such as IRF1 and IRF9 transcription factors and SOCS1, a negative regulator of innate immune responses. Indeed, an analysis of GAS sequences content unveiled the presence of these sequences in a multitude of factors from STAT1 to TLR receptors to all IRF TFs (Saha et al., 2010). Increased susceptibility to mycobacterial infection was linked to deficiencies in the IFNγ signaling, in IFNγ itself as well as in IFNγR subunits (Bell and Noursadeghi, 2018), (Wu et al., 2019), (Al-Muhsen and Casanova, 2008).

The IFN-λ family includes IFN-λ1 (IL29A, pseudogene in mice), IFN-λ2 (IL-28A), IFN-λ3 (IL-28B), and the human IFN-λ4 (Wack et al., 2015). In mice, all of these genes (and pseudogenes) are located on chromosome 7. IFN-λ is produced largely by the lung epithelial cells, but pDCs and DCs were also shown to express it, albeit in more modest quantities than type-I IFN (Coccia et al., 2004), (Wack et al., 2015). IFN-λ signaling occurs through a receptor complex composed of IL-28R1 and IL-10R2, the former only being expressed on lung and gut epithelial cells (Kotenko et al., 2003), (Blazek et al., 2015). IFN-λ expression seems to be governed through IRF3, IRF7, NFκB and AP-1, much like that of IFN-α/β (Osterlund et al., 2007).
IFN-\(\lambda\) have similar effects to type-I IFNs in terms of establishment of an antiviral state and the induction of effector gene transcription in the airway epithelia (Crotta et al., 2013), but without the pathology caused to the host (Davidson et al., 2016). It is possible that IFN-\(\lambda\) is a backup antiviral mechanism, as mice lacking type-I IFN receptor are able to survive and eliminate influenza (Mordstein et al., 2008), (Davidson et al., 2014). IFN-\(\lambda\) had been successful in a clinical trial for the treatment of hepatitis C in humans (Muir et al., 2014), and treatment of mice during IAV infection improved overall outcomes (Davidson et al., 2016).

1.4.1.2 Type-I IFNs: genes, transcription and translation and receptor

Type-I IFNs are the hallmark innate immune defense molecules. They are not influenza-specific, but the first responders in any virus infection, and even in some forms of sterile inflammation and autoimmunity. They can theoretically be produced by any cell type challenged by non-self PAMP molecules. As they are the focus of this thesis, it is to be assumed from this point onwards that “IFN” stands for type-I IFN, unless otherwise indicated. The type-I IFN family is composed of five sub-types in humans: IFN-\(\alpha\), IFN-\(\beta\), IFN-\(\epsilon\), IFN-\(\kappa\), and IFN-\(\omega\) (Platanias, 2005). Given that this thesis was based on studying the production and the effects of IFN\(\alpha/\beta\), these will be addressed in more detail in the subsequent section.

IFN\(\beta\) is encoded by a single gene, IFN-\(\beta\)1, located on chromosome 4 in mice (9 in humans). IFN-\(\beta\) transcription initiation depends largely on the stimulus, the PRR pathway engaged, and on the cell type. However, these various cellular pathways converge towards two biggest acknowledged IFN-\(\beta\) transcription factors: NF\(\kappa\)B and IRFs (Schmitz et al., 2014), (Chen et al., 2017), (Panne et al., 2007), (Makris et al., 2017), (Stetson and Medzhitov, 2006), (Wang et al., 2016a). Namely, IRF3 and IRF7 are known as central virus-activated TFs of IFN-\(\beta\)1 (and IFN-\(\alpha\)s). The IFN-\(\beta\)1 promoter contains binding sequences for both NF\(\kappa\)B and the IRF3/CBP-p300 transcription factor complex (the PRD domains II and IV, and I and III, respectively). PRD domains are also recognised by IRF7 and are contained, in a modified form (PRD-LE) in the IFN-\(\alpha\) promoter sequence as well (reviewed in (Taniguchi and Takaoka, 2002), (Honda et al., 2006)). IAV, following the viral genome recognition in the cytoplasm, activates phosphorylation and nuclear translocation of IRF3 and thus transcription of IFN-\(\beta\)1. In an evolutionarily pertinent confirmation of the importance
of IRF3 in IFN-β1 induction, IAV has evolved immune evasion mechanisms to interfere with IRF3 to stop IFN-β production (Yi et al., 2017) (as shown in an in vitro model).

Aside from these TFs alone, an Ifn-β “enhanceosome”, a complex of proteins that is able to rapidly increase its transcription by binding to specific enhancer sequences upstream of its TSS, controls Ifn-β1 expression. The enhanceosome was shown to consist of major transcription factors: NFκB (p50:p65(RelA)), ATF-2/c-Jun, IRF3 and IRF7 and the scaffold protein HMGA1 (previously HMGI(Y)) (reviewed in (Panne et al., 2007), (Honda et al., 2006)). Interestingly, the binding of IRF3 to the Ifn-β promoter was shown to be less stable alone than in the assembled enhanceosome in vitro upon Sendai virus infection (Wathelet et al., 1998). The enhanceosome is responsive to viral infection, upon which it docks onto the nucleotide region -102 to -47bp relative to the Ifn-β TSS (Panne et al., 2007) to trigger Ifn-β transcription. Moreover, it was shown that the activity of this enhanceosome allows for more rapid recruitment of CBP-Pol II to the promoter of Ifn-β1 to allow for increased transcription rates (Yie et al., 1999). IRF3 is generally more potent at activating Ifn-β1 transcription, whereas IRF7 is efficient at activating both Ifn-β and Ifn-α expression (Marie et al., 1998).

IFN-α proteins are encoded by 14 different intron-lacking genes (Ifn-α1-14) in mice and 13 in humans (Ifn-α1-13), arranged in a cluster near the Ifn-β1 genes. They have antiviral, anti-proliferative and immune modulatory properties (Lavoie et al., 2011), (Gibbert et al., 2013). While most if not all virus-infected cells produce type-I IFNs, the largest IFN-α producing and secreting cells, as was previously mentioned, are pDCs, but both in vivo and in vitro other cell types have been shown to express different IFN-α proteins (Gibbert et al., 2013).

There is some discord concerning the mechanism which allows pDCs to respond with rapid and robust IFN-α synthesis to different stimuli. On the one hand, it is proposed that high IFN-α levels in pDCs are due to a mechanism involving an auto-amplification loop via the type-I IFN receptor IFNAR, and the transcription factor IRF7 (Sato et al., 1998), (Marie et al., 1998). Other studies had proposed that pDCs have a steady-state high expression of IRF7 compared to other immune cells, which allows for rapid and high induction of IFNα transcription. Indeed, a study detected a higher level of IRF7 expression in splenocyte CD11b- CD11c+ pDC subsets
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compared to other tissues upon infection, while IRF3 expression remained similar across tissues (Prakash et al., 2005). This however, was not due to the increased stability of the IRF7 protein itself. IRF7 was shown to have a short half-life with fresh protein production assured by IFN in steady state at low levels, or by the activation of IFN synthesis during virus infection (Prakash and Levy, 2006). Interestingly, in both spleen and thymus it was shown that both at steady-state and in viral challenge, IRF3 half-life was higher than that of IRF7, indicating that IRF3 is a more stable protein in vivo (Prakash and Levy, 2006). A suitable mechanism to take all these findings into account was proposed in an in vitro model of MEFs (Sato et al., 2000). It proposed a steady-state IRF3-mediated Ifn-β production, which could initiate a first burst of IFN-α4 and IRF7 synthesis upon stimulation, followed by an intense, IRF7-mediated production of IFN-α1,2,4 and 5 to ensure clearance (in this case) of Newcastle Disease Virus. Given the fact that IRF7 is in fact an ISG, its transcription is mediated via the IFNAR cascade and ISGF3-mediated transcription. Overall, IRF7 basal expression in pDCs is probably a good primer for IFN-α/β induction, but insufficient to explain their specialisation as the host’s most potent IFN producers (Reizis et al., 2011).

The ubiquitous effect of IFNs is mirrored in their receptor IFNAR, composed of two subunits, IFNAR1 and IFNAR2. IFNAR is ubiquitously expressed on all cells in the body, including all immune system cells, rendering the IFN effects systemic. While both IFN-α and IFN-β can recognise and bind to IFNAR, IFN-β was shown to have higher affinity of binding than the IFN-α subtypes (Jaks et al., 2007) (reviewed in (Gibbert et al., 2013)). Moreover, some studies have proposed a separate, independent signaling pathway initiated by the binding of IFN-β to IFNAR1 subunit, even without the presence of IFNAR2 (Kaur and Platanias, 2013), (de Weerd et al., 2013). The result of IFNAR-mediated signaling is the transcription of more than 200 genes called interferon-stimulated genes (ISGs).

1.4.1.3 The interferon-stimulated genes (ISGs) and their cell-specific production and effects

ISG-encoded proteins have systemic cell-dependent effects in the host immune defenses. They are effectively the translator of the IFN message into anti-pathogen and immunomodulatory effects, and differ depending on the cell type.
perceiving IFN. A number of different factors in immune defenses are in fact ISGs: from PRRs, IRFs and other transcription factors, to negative regulators of immune responses. Some examples of ISGs pertinent in IAV infection resolution will be briefly addressed here.

A big subset of ISGs are directed against pathogens specifically. In the case of IAV, multiple factors can interfere with the viral life cycle or upregulate host’s immune responses (reviewed in (Schoggins and Rice, 2011), (Iwasaki and Pillai, 2014)). Typically, murine Mx1 protein has proven antiviral effects in interfering with the virus replication. In humans, IFITM3 is a susceptibility factor to influenza (Everitt et al., 2012). IFITM3 is also an ISG, and alongside IFITM1 and IFITM2 it was shown to block the fusion of the viral and host membranes upon virus entry in IAV, dengue and West Nile virus infections (Brass et al., 2009). The TRIM family of proteins (especially TRIM22 and TRIM25) help regulate the immune system response for successful elimination of IAV (Di Pietro et al., 2013) and other viruses (Munir, 2010). Viperin protein is another ISG, shown to interfere with the formation of lipid rafts that IAV uses for budding off infected cells (Wang et al., 2007). PKR was shown to interfere with protein translation by phosphorylating EIF2α activating the NFκB pathway and stabilising IFN-α and IFN-β proteins (Balachandran et al., 2000).

Some proteins that negatively regulate inflammation signaling are also ISGs. SOCS proteins are negative regulators of IFN-α/β, IFN-γ, IL-2, IL-6, and many others, doing so by a negative feedback mechanism of IFNAR degradation (Alexander, 2002).

A big sub-family of ISGs are host factors directed at increasing inflammation, recruiting innate and adaptive immune cells to the infection site, and activating the adaptive immune responses. The expression of IRF7, TLR3/7/9, as well as RIG-I and cGAS, is inducible by IFNAR signaling.

Ultimately, some ISGs are pro-apoptotic, directed at limiting excessive immune responses and at eliminating infected cells. Combinations of ISGs were shown to be effective in inducing apoptosis of lung epithelial cells. Namely, TRAIL is an ISG that is specifically expressed by circulating inflammatory monocytes. It is a ligand that can bind death receptors (DR5 typically) expressed on epithelial cells during infection, to induce epithelial cell apoptosis, a process proven potentially pathogenic to the murine IAV host (Davidson et al., 2014, Ellis et al., 2015).
1.4.2 Cytokines that participate in influenza infection defense

Aside from IFN, a whole plethora of cytokines are produced during influenza infection, whether in response to IFN presence or in NFκB-led pathways running in parallel or indirectly stimulated by IFN. For example, basal or IFN-dependent induction of RIG-I and TLR7 expression can trigger NFκB signaling and cytokine production since this TF is downstream of both of these receptors (Fukuyama and Kawaoka, 2011).

IFN-dependent signaling to the immune system cells can result in the upregulation IL-6, IL-18, MIP-1α, IL-1β, RANTES and TNF-α in monocytes and macrophages (Hervas-Stubbs et al., 2011), (Perrone et al., 2008). Of these, TNF-α, IL-6 and IL-1β are hallmark cytokines in influenza infection that drive disease severity (Garcia-Ramirez et al., 2015), (Fukuyama and Kawaoka, 2011). IL-12p70 and IL-18 are produced by DCs and macrophages in response to bacterial and virus stimuli to induce IFN-γ secretion by NK cells and T-cells (Gautier et al., 2005, Dienz et al., 2012), (Chen et al., 2018), (Monteiro et al., 1998). These cytokines act as chemoattractants and systemic pro-inflammation molecules to recruit immune cells to the site of infection. IFNs also elicit the upregulation of MHC molecules on DCs, and stimulate their antigen-presenting properties. CXCL10 production in the lung during RSV infection was shown to be dependent on the IFNAR cascade (however, this control could be a direct or an indirect effect of IFN) (Goritzka et al., 2014). In BMDMs, IFN-β was shown to induce CCL2 expression, with the IFN autocrine loop maintaining the production of this chemokine that was shown to cause monocyte recruitment in vivo (Pattison et al., 2013).

Another important molecule synthetised during acute influenza infection is IL-10. It is an anti-inflammatory cytokine produced by incoming virus-specific CD4+ and predominantly CD8+ T-cells to fine-tune antiviral responses and dampen inflammation (Sun et al., 2009).

Generally, the effective immune response to influenza (and to any other pathogen) requires a balanced immune response from the host. If the induced inflammation is too weak, the viral replication gets out of hand with damaging or fatal outcomes. On the other hand, overstimulation of the immune response in the form of intense IFN production or a “cytokine storm” can be detrimental to the host through
immune-mediated tissue damage (Liu et al., 2016), (Davidson et al., 2014), (Li et al., 2018).

1.4.3 Pathogenic potential of type-I IFN

By virtue of their ubiquitous action and the intensity of responses they elicit, IFN effects present a significant pathogenic threat to the host. This was found for both acute and chronic diseases. In the case of IAV infection, host-driven pathology can be independent of the virulence of the IAV strain. Moreover, IFNs are major drivers in autoimmune disease pathology (Davidson et al., 2015), (McNab et al., 2015).

In chronic infections, such as those with HIV, excessive IFN signaling in innate immunity has been linked with disease progression (Rajasuriar et al., 2013), (McNab et al., 2015). Moreover, TRAIL expression on pDCs (via the IFNα/β cascade activation) was shown to induce CD4+ T-cell apoptosis (Stary et al., 2009), (Hughes et al., 2012). Inversely, lower ISG responses were linked to more favourable outcomes and non-progressive disease. In LCMV infection amelioration was achieved upon blockade of the IFN cascade (Teijaro et al., 2013), (Wilson et al., 2013). In acute RSV infection, IFN-α/β were shown to promote pro-inflammatory cytokine production in the lungs (Goritzka et al., 2014), an effect expectedly abolished in Ifnar−/− mice.

1.4.3.1 IFN-α/β host pathology: a study of influenza infection in mice

A very clear pathogenic effect of IFN-α/β in influenza infection was demonstrated in a mouse study published in 2014 by our group (Davidson et al., 2014). This section will describe this study more in detail, as it laid the ground for the PhD project presented in this thesis.

(Davidson et al., 2014) demonstrated a contrast between the efficient viral clearance of IAV in C57BL/6 mice and the high IFN-α/β synthesis, lung damage, lung epithelial apoptosis, and a high pro-inflammatory cytokine secretion in 129 mice (a “cytokine storm”). Consequently, the morbidity and mortality in 129 mice was notably higher than in the C57BL/6 strain in IAV infection. The fact that the two mouse strains showed similar viral load in the lungs, and that the same virus strains (X31 or PR8) were used to infect them, led to the conclusion that the observed phenotype was due
to host-derived factors. Indeed, this study had shown that 129 morbidity and mortality were due to heightened IFN-α/β production compared to that in BL/6 mice. Direct proof came from comparing Ifnar1-/- 129 and BL/6 mice, in which the IFN-dependent ISG production cascade is abolished. Indeed, the 129 Ifnar1-/- mice survived influenza infection better than their WT counterparts, and Ifnar1-/- BL/6 mice were slightly more susceptible than their WT counterparts, but could still clear the infection. It is worth noting here that the effect of IFN-α distribution in BL/6 mice in another study showed to be time-dependent: if distributed during the infection, it was damaging, and if given prior to infection it had clear protective effects (Davidson et al., 2016). The question of timing of IFN-α/β responses was in concordance with the findings from (Davidson et al., 2014). Namely, 129 mice not only had increased IFN-α/β production compared to BL/6 mice, but also had a sustained increased IFN response and another peak of production of IFN later on in infection. The initial peak of production occurred at days 2-3 post-infection in both strains, similar in timing but not in intensity to BL/6 controls. It is possible that the pathogenic effects of IFN come from its prolonged production, but the sources and the mechanism behind this remain unclear.

It could be speculated that a lack of IFN production in both Ifnar1-/- strains might be lethal in influenza, due to lack of virus control. Since influenza virus infects productively only epithelial cells which both express and respond to type-I and type-III IFNs, it was shown that in absence of IFN-α/β, IFN-λ serves as antiviral effector substitute, as its mechanism of action induces similar transcriptional loops as that of IFN-α/β (Crotta et al., 2013). IFN-λ in influenza infection was reported to be protective without the associated pathology, and is considered as a therapeutic for severe influenza (Davidson et al., 2016). It lacks the effects of a “cytokine storm” that are characteristic of IFN-α/β and thus preserves the host from immune-mediated damage to the epithelium.

The ultimate consequence of increased and sustained IFN-α/β signaling in 129 mice was the expression of TRAIL on monocytes and DR5 in the lung epithelium, the association of which led to increased apoptosis of lung epithelial cells (Davidson et al., 2014). In Ifnar1-/- mice this effect was abolished, and WT 129 mice were rescued by treatment with mAbs blocking TRAIL-DR5 interaction.
As pDCs are the biggest (but not the only) IFN producers, and as they are PDCA-1 positive, systemic distribution of an \( \alpha \)-PDCA-1 antibody was used to deplete them \( \textit{in vivo} \) with the aim to bring down IFN production. This reduced IFN levels in 129 mice and their associated morbidity and mortality. However, this treatment poses some interpretation problems. Monocytes and alveolar macrophages have both been reported as important sources of IFN-\( \alpha/\beta \) in influenza and other infections (Kumagai et al., 2007), (Barbalat et al., 2009), and they both upregulate PDCA-1 expression during infection. It is therefore impossible to determine with certainty the source of the increased IFN-\( \alpha/\beta \) levels in these mice. It is in fact possible that all three cell types contribute to this phenotype, which could be imagined giving that pDCs produce a lot of it but only early on in infection, and that monocytes come in later and can differentiate into other potential sources of IFN. A study using a congenic mouse strain IFN-\( \alpha6^{gfp/+} \), where the GFP expression is controlled by the IFN-\( \alpha6 \) promoter, addressed the source of IFN in another infection model: the respiratory syncytial virus (Goritzka et al., 2015). Using flow cytometry, high GFP (therefore IFN-\( \alpha6 \)) production was predominantly found not in pDCs, but in alveolar macrophages in the early stages of infection.

Ultimately, given that even \( \text{Ifnar1}^{-/-} \) 129 mice are still slightly more susceptible than their \( \text{Ifnar1}^{-/-} \) BL/6 controls, it is possible that not all the pathology is to be attributed to the mere excess of IFN, but also to cytokines, negative regulators, inflammation, TRAIL upregulation, or an entirely different factor. There could be another source of IFN production preceding the IFNAR cascade that is differentially regulated in the two mouse strains. A genetic difference between BL/6 and 129 mice could exist that could be at the origin of the dysregulation of IFN production, but possibly other mutations could explain the pathological inflammation signatures of this mouse strain. This hypothesis is explored as a central one in this thesis, and the progress in the quest for candidate genes is reported in the results chapters.

Studying excessive and prolonged IFN synthesis is clinically relevant, as IAV mutates rapidly past host defenses and current anti-viral treatments, and the currently available vaccines are not universal. It is therefore tempting to imagine a host-specific factor that could be targeted with a more stable treatment. Moreover, high IFN-\( \alpha/\beta \) synthesis has been linked in humans to autoimmune disease, most importantly systemic lupus erythematosus. Uncovering the genetic origins of this
phenotype could be useful in treating this and other diseases where IFN was shown to have a potent pathological potential.

1.5 Innate immune recognition of PAMPs: events leading to IFN and cytokine synthesis

In this sub-chapter, the molecular mechanisms of signal transduction leading to IFN and cytokine production during different PAMP recognition events are addressed. While many protein factors participate in them, all of them seem to converge towards two distinct (albeit not independent) TF families: the IRF family (typically IRF3/7/9), or the NFκB family (a p50/p65 heterodimer or p65/p65 homodimer). IRFs are rather specialised in IFN transcription, whereas NFκB activates the transcription of many different cytokines and participate in IFN transcription as part of the IFN-β enhanceosome. These two transcription factor families differ in the DNA sequences they recognise and bind to. IRF transcription factors recognise PRDI and PRDIII domains within promoter sequences, whereas NFκB bind to PRDII and PRDIV (Honda et al., 2006).

NFκB is a family of proteins which, depending on the stimulus perceived, induce the expression of different sets of cytokines by differential assembly of subunit proteins to induce “canonical” or “non-canonical” NFκB signaling. The proteins that take part in the canonical NFκB signaling are p50 and p65 (also called RelA), which can form p50:p65 heterodimers, or p65:p65 homodimers (Li and Verma, 2002). Of the two proteins, p65 is the one with DNA-binding properties and it is the one that acts as a transcription factor upon activation after IkB ubiquitination and degradation (Kanarek and Ben-Neriah, 2012), (Li and Verma, 2002). In fact, REL-A (p65) has been shown to sustain a constitutive low-level expression of IFNβ1 in murine embryonic fibroblasts (Basagoudanavar et al., 2011). Meanwhile, non-canonical signaling is mediated mostly by the p52:RelB association. Given the variety of the signals transduced towards NFκB activation, different mechanisms have been proposed to be at the origin of stimulus-specific cytokine production. A study demonstrated that in spite of different TLR stimulations, REL-A DNA binding sites remained conserved (Borghini et al., 2018), but the modulation of IKK negative
regulation of NFκB was proposed to explain the differences in temporal transcriptional control (Werner et al., 2005), (Hoffmann et al., 2002).

1.5.1 Membrane-bound receptors in mice: TLRs

Toll like receptor family includes membrane-bound receptors localised at the plasma membrane or at the endosomal inner membranes. They detect bacterial and viral PAMPs and induce signaling cascades downstream of them leading to interferon (via IRFs/NFκB) and cytokine (NFκB-mediated) production.

1.5.1.1 Plasma membrane-bound TLR4 and TLR2

TLR4 is a PRR specialised in detecting PAMPs in the form of lipopolysaccharides (LPS) on the membrane of Gram-negative bacteria or RSV fusion protein on the viral envelope (Akira et al., 2006). LPS is also used in a purified form as an in vitro and in vivo agonist, to induce macrophage-mediated production of IFN-β and pro-inflammatory cytokines such as IL-1β, IL-6 and TNF-α. TLR4-mediated signaling has two branches: one mediated by the nearly ubiquitous MyD88 adapter leading to the production of pro-inflammatory cytokines, and another via TRIF/TRAF3 and TRAM, leading to IFN-β production (Akira et al., 2006), (Kagan et al., 2008).

In the molecular events leading up to NFκB activation, the binding of LPS to TLR4 recruits MyD88 and TIRAP adaptors to the TLR4 at the membrane (Figure 1.1). Following Myd88 recruitment, a complex is formed between IRAK1/2, IRAK4 and TRAF6 proteins, whereupon TRAF6, an E3 ubiquitin-ligase, can auto-ubiquitinate, resulting in the activation of TAB2, TAB3 and TAK1. This leads to the phosphorylation of NEMO and the recruitment and activation of an IKK protein complex (−γ, −α, −β), followed by the phosphorylation and degradation of IκB. This is a central signaling event that dissociates the NFκB complex, leading to the phosphorylation of p65 NFκB subunit and its translocation into the nucleus along with its adaptor protein p50. In human primary macrophage responses to LPS TLR4 stimulation (as well as TLR2 agonist Pam3CSK), NFκB RelA (p65) subunit translocation into the nucleus was demonstrated by imaging assays (Noursadeghi et al., 2008). Parallel to the NEMO-regulated branch, TAK1 can also activate MAP-
kinases, including p38 and JNK, for sustained pro-inflammatory cytokine production via the AP-1 transcription factor (Akira et al., 2006), (Takeuchi and Akira, 2010).

On the other hand, LPS binding to TLR4 can also induce its translocation to the endosome along with the adaptor TRAM (Kawai et al., 2001), (Takeuchi and Akira, 2010). Following TRAM recruitment, and via TRIF, activation of TRAF3 leads to the NAP-1 and SINTBAD-mediated activation of TBK1 and IKK-ε. The two regulate the phosphorylation of the Ct domain of IRF3, which then forms homodimers and translocates into the nucleus to induce IFN transcription (Kawai and Akira, 2007). Aside from this part of the pathway, a recruitment of TRAF6/RIP-1 marks a branching-out of TRAM-mediated signaling which joins the TAK1-mediated cascade of NFκB activation.

TLR2 is a cell membrane surface TLR, specialising in the recognition of Gram positive bacteria-associated PAMPs (Figure 1.1). Its downstream signaling is largely shared with a TLR4 branch of MyD88/TIRAP-mediated signaling via IRAK and TRAF6 (Takeuchi and Akira, 2010). Ultimately, the resulting NFκB activation induces the production of pro-inflammatory cytokines.

1.5.1.2 TLRs at the endosomal membranes: TLR3, TLR7, TLR9

TLR3 is specialised in recognizing double-stranded viral RNA specifically in the endosome, and is the only TLR that does not rely on the MyD88 adaptor. It has been implicated in IAV recognition in epithelial cells and IAV-induced pneumonia via the activation of pro-inflammatory cytokine production (Wu et al., 2015), (Le Goffic et al., 2006), (Le Goffic et al., 2007). The classical agonist of TLR3 is a dsRNA molecule called poly(I:C) (Zhou et al., 2013). The TLR3 pathway shares the TRIF/TRAF3 and TRAF6-RIP-1 signaling branches with the TLR4 pathway. Respectively, these result in IRF3 phosphorylation and Ifn-β transcription (Doyle et al., 2002), and NFκB-mediated pro-inflammatory cytokine production (Kawai and Akira, 2007) (Figure 1.1).

TLR7 is expressed mainly by pDCs, detecting ssRNA genomes of IAV and other viruses in the endosome (Lee et al., 2003). However, even a simple poly:U molecule (TLR7 agonist) (Diebold et al., 2004), or even cellular mRNA or siRNA (Hornung et al., 2005) can trigger TLR7 activation and Ifn-α production in pDCs. Generally, presence of uridine ribonucleotides in the RNA stimulus of TLR7 seems
to trigger the signaling downstream of this receptor (Diebold et al., 2006). Unlike for TLR3, MyD88 is crucial in the TLR7-mediated IFN production, binding IRAK1, IRAK4, IKKα and TRAF6 into a complex recognised along with IRF7 (Kawai et al., 2004), (Uematsu et al., 2005), (Hoshino et al., 2006), (Kawai and Akira, 2007). IRF7 is phosphorylated by IKKα and IRAK1, upon which it dimerises, translocates to the nucleus, and initiates Ifn-α/β transcription. While IRF3 is also an Ifn TF, it is entirely dispensable in pDC-mediated recognition of PAMPs, and pDCs are crucially dependent on IRF7 for TLR7/9 mediated IFN production. Moreover, in an overlapping pathway with TLR4 and late-phase TLR3 signaling, TRAF6 can recruit TAK1, resulting in the phosphorylation of MAPK such as JNK and p38 downstream, activating AP-1 mediated transcription of inflammatory cytokines. Alternatively, TAK1 also activates NEMO/IKKα/IKKβ proteins to lead to p50:p65-mediated cytokine production (Figure 1.1).

TLR9, expressed by pDCs and cDCs, mediates viral and bacterial DNA recognition in the endosomal compartment. Its hallmark agonist are synthetic oligodeoxynucleotides (ODNs) bearing unmethylated CpG motifs, recognised as PAMPs by the host cell. The most widely used ODN classes are CpG-A and CpG-B, both able to bind to TLR9 and induce signaling downstream. However, it was shown that CpG-A induces higher IFN-α production in pDCs compared to CpG-B because it is maintained in the endosomal vesicles bound to TLR9 for a longer time, activating MyD88-IRF7-mediated IFN production (Sasai et al., 2010), (Honda et al., 2005). CpG-B stimulated pDCs upregulate production of IL-8, IL-6 and IL12p40, indicating differences in the nature of the pathways induced (Kerkmann et al., 2003), (Engel and Barton, 2010). Cytokine production from TLR9 stimulation can be triggered via MAPK stimulation like in TLR7 or via the NFκB stimulation axis as previously described in the case of TLR7 (Figure 1.1).
Figure 1.1 Intracellular pathways of Toll-like receptor activation in response to stimuli. TLR2 and TLR4 pathways (MyD88-dependent) from the cell membrane induce the activation of IRAK1/2/4 and TRAF6-mediated pathway, and via NEMO/IKKα/β/γ the activation of NFκB-mediated production of pro-inflammatory cytokines. Late-stage TLR4 signalling involves shuttling TLR4/TRAM complex to the endosome and TRIF/TRAF3-mediated TRAF6/NFκB or IKKα/β/TBK1/IRF3 signalling. TLR3 endosomal receptor activates a TRIF/TRAF3 cascade that induces the activation of TBK1/SINTBAD/NAP-1, in order to induce phosphorylation and nuclear translocation of the Ifn-β master TF, IRF3. Ultimately, TLR7 and TLR9 share the pathways of TRAF6/IRAK1/4-mediated IRF7 phosphorylation and Ifn-αβ production, and TRAF6/TAB/TABK1-mediated NFκB activation of pro-inflammatory cytokine production. Along with the TLR4 pathway, TLR7/9 signalling can lead to MAPK JNK and p38 activation from TAB1/2/TAK1 activation, and towards AP-1-mediated transcription. Red circles marked with “P” indicate phosphorylation events, and the arrows on the represented DNA represent transcriptional activation. The blue double line on the top of the figure is a simplified representation of the cell membrane. Created with Biorender.com, and exported under on a free trial on a premium plan.
1.5.2 Cytoplasmic receptors: RIG-I and the cGAS/STING system

1.5.2.1 Retinoic acid-inducible gene-I: RIG-I

RIG-I is a cytosolic sensor of RNA-related PAMPs. RIG-I recognises viral ssRNA genome in the cytosol, but it can also recognise other viral genome-related PAMPs (reviewed in (Goubau et al., 2013)). In the specific case of IAV, different patterns of its ssRNA genome can trigger RIG-I activation. RIG-I can recognise 5’ppp modifications on the IAV RNA (even 5’pp modifications, as shown by (Goubau et al., 2014)), whose substitution with hydroxyl groups was shown to abrogate RIG-I binding (Hornung et al., 2006), (Pichlmair et al., 2006), (Rehwinkel et al., 2010). Also, dsRNA was ultimately shown to be necessary for RIG-I recognition. In the case of IAV, the viral “panhandle” structure, a double-stranded blunt extremity formed by a 3’-5’ end hybridisation in the RNA, is a RIG-I PAMP. This structure was shown to be indispensable for RIG-I recognition and signalling (Vela et al., 2012), (Schlee et al., 2009), (Schmidt et al., 2009), (Liu et al., 2015). In accordance with this, double-stranded synthetic RNA lacking any 5’ modifications, poly(I:C), was shown to activate RIG-I signalling as well (Zeng et al., 2010). The most widely used RIG-I-specific synthetic agonist is 5’ppp dsRNA, which exploits both of the possible PAMPs recognised by the receptor and is a potent inducer of IFN-α/β in vitro.

During the virus replication cycle, its genome is exposed to the cytosol (albeit coated by NPs) at two occasions: immediately upon viral entry and membrane fusion, and after virus replication and cytoplasmic export. A study by (Killip et al., 2014) showed that viral RNA synthesis and nuclear export were both necessary for IRF3-mediated Ifn-β production in IAV recognition. Another study offered conclusive evidence that the IAV genome is recognised after viral replication. (Rehwinkel et al., 2010) demonstrated strong RIG-I-mediated IFN production upon recognition of viral genomes bound to the NS1 protein. NS1 is a non-structural viral protein produced only after a replication cycle of IAV, that serves to block IFN production in host cells (Garcia-Sastre et al., 1998), (Garcia-Sastre, 2011). IAV lacking NS1 are incapable of virus replication in presence of IFN (Garcia-Sastre et al., 1998). Therefore, because of the NS1 role and its binding to RIG-I, it has been suggested that initial recognition of incoming viral genomes was not the biggest contributor to IFN production (Rehwinkel et al., 2010). Moreover, as replication progresses, the shorter
viral RNA sequences that get exported into the cytosol were shown to be a good RIG-I agonist as well (Baum et al., 2010), (Rehwinkel et al., 2010). However, there is evidence to say that the initial recognition by RIG-I of incoming viruses has a role to play in innate immune IFN production as well, and that even nucleocapsid association to the viral genome can be a RIG-I PAMP (Collins et al., 2004), (Weber et al., 2013). In an interesting aside, it was proposed by (Rehwinkel et al., 2010) that to an extent, the latter findings could explain the initial discovery of IFN in 1957 by Isaacs and Lindenmann (Isaacs, 1957a). In this seminal article, IFN induction was reported in a setting of cell infection with heat-inactivated virus, which has lost its ability to replicate. This could mean that the interfering molecule that was published came from RIG-I recognition of nucleocapsid-associated genome of the incoming virus.

The signalling cascade downstream of RIG-I (similarly to MDA5, its homologue, which recognises viruses other than IAV) begins with the activation and oligomerisation of the mitochondria-bound adaptor MAVS. Next TRAF3, TBK1 and IKK: kinases are activated (Takeuchi and Akira, 2010), (Goubau et al., 2013), (Kell and Gale, 2015). TBK1 activation by phosphorylation is a signal for its retention in the cytoplasm, which liberates IRF3 from the complex and allows its phosphorylation, nuclear translocation and induction of IFNs in cooperation with phosphorylated IRF7. In addition, the NFκB pathway is activated during RIG-I stimulation, via the IKKα/IKKβ axis, resulting in p50:RelA activation and cytokine production (Figure 1.2).

1.5.2.2 cGAS/STING receptor cascade

Another surveillance system in the cytoplasm, distinct from the RIG-I receptor family, is the cGAS/STING second messenger-driven signaling pathway. Employed by DCs and macrophages in recognising dsDNA in the cytosol, it results in the initiation of IFN-α/β and cytokine production. Aside from double-stranded bacterial/viral DNA, it is also capable of recognising self-DNA exposed from damaged mitochondria or the engulfed dead cells. It is also a key receptor for retrovirus recognition, HIV included (Gao et al., 2013). cGAS (cyclic GMP-AMP synthase) catalyses the synthesis, from ATP and GTP, of the second messenger cyclic GMP-AMP (cGAMP for short) (Cai et al., 2014). This is done in a DNA-dependent manner, as shown by DNase-I treatment in purified cGAS extracts in the
presence of DNA (Sun et al., 2013). The cGAMP that is synthetised contains two phospho-diester bonds: one between 2’OH on GMP and 5’phosphate on AMP, and the second between 3’OH on AMP and 5’phosphate on GMP. Thus, the resulting cGAMP isomer is called 2’3’ cGAMP (Figure 1.2). The synthetic version 2’3’ cGAMP can be exogenously transfected into cells as a direct means of activating this pathway. 2’3’ cGAMP binds to the STING receptor on the ER and induces its activation and translocation to the Golgi (Ishikawa and Barber, 2008). During this process, activated STING recruits TBK1 and IKK kinases, which phosphorylate IRF3 and IκB (the inhibitor of NFκB proteins), respectively (Fang et al., 2017). The released NFκB proteins on the one side, and the phosphorylated IRF3 dimers on the other, translocate to the nucleus and cooperate in initiating the transcription of *Ifn*-β, *Il-6*, *Il-1β*, *Tnf* and other cytokines (Chen et al., 2016).

An IRF3-dependent transcription of a subset antiviral ISGs against different DNA viruses was demonstrated in the absence of IFNAR cascade in *Stat1-/-* fibroblasts (Schoggins et al., 2014). The same study demonstrated that cGAS/STING-lacking mice were susceptible to infection with RNA viruses, indicating possibly that STING is involved in recognising DNA from damaged cells *in vivo*.
Figure 1.2 Cytosolic PAMP recognition RIG-I and STING/cGAS cascades. RIG-I activation induces activation of MAVs on mitochondria, and TRAF3-mediated activation of two separate signalling branches. One, via TBK1 and IKKε, mediates the IKKα/β-mediated IRF3 and IRF7 phosphorylation and Ifn-α/β transcription, whereas the other, IKKα/β-mediated branch induces the phosphorylation of IκB, dissociation from NFκB p50:p65 subunits, and the translocation of NFκB to the nucleus to induce the production of pro-inflammatory cytokines. STING is a receptor on the endoplasmic reticulum, activated by the second messenger cGAMP produced by cGAS from ATP and GTP. STING binds both IKKε/TBK1 and IRF3, the latter of which is phosphorylated as a result, and dimerises to translocate to the nucleus and induce Ifn-β transcription. IKKε/TBK1 activation in this cascade induce the NFκB activation and pro-inflammatory cytokine production as well. Red circles marked with “P” indicate phosphorylation events, and the arrows on the represented DNA represent transcriptional activation. The blue double line on the top of the figure is a simplified representation of the cell membrane. Created with Biorender.com, and exported under on a free trial on a premium plan.
1.5.3 The IFNAR cascade

One of the main effects of the aforementioned TLR and RLR pathway activation is mediated through the signaling of IFN-α/β. The main explanation for such far-reaching impact of IFN-α/β is that their corresponding dimeric receptor IFNAR (IFNAR1 and IFNAR2 subunits) is expressed on almost all cells in the organism, who respond to IFN cues in different ways.

Different signaling pathways can be triggered downstream of IFNAR upon IFN-α/β binding. On the cytoplasmic side of the IFNAR transmembrane receptor, the Ct tails of IFNAR1 and IFNAR2 subunits are bound to TYK2 and JAK1, respectively. IFN-α/β binding to the receptor induces tyrosine phosphorylation of both protein adaptors and triggers different signaling cascades downstream, composed mainly of proteins of the STAT family (Figure 1.3).

In the most classical IFNAR pathway, JAK1 phosphorylation induces the formation of the ISGF3 transcription factor complex, composed of p-STAT1, p-STAT2 and IRF9, which translocates to the nucleus and binds ISRE motifs in target gene promoters to induce their transcription (Makris et al., 2017). Typical targets containing ISRE motifs are Ifn-α/β themselves and a big subset of ISGs including but not limited to lsg-15, Irf7 and Ip-10. Different STAT proteins can form different combinations of homodimers or heterodimers and translocate to the nucleus to bind IFN-γ-activated sites (GAS) on the DNA. Depending on which homo/heterodimer started the transcription, different ISGs gene expression can be induced (including Irf1, Irf2, Irf8/9 and others) (Platanias, 2005). Generally speaking, ISG promoters contain ISRE or GAS sequences or both, allowing for a great plasticity in terms of responses downstream of IFNAR (Schoggins and Rice, 2011). IFNAR receptors can also signal via MAPKs such as p38 and JNK, by activating different transcription factors like FOS and ELK1 and JUN and ATF2 respectively (Figure 1.3). They in turn promote the production of GAS sequence containing-targets including inflammatory cytokines, pro-apoptotic effectors and generally anti-viral proteins. Ultimately, the IFNAR signaling can also activate the PI3K-dependent pathway via phosphorylation of AKT1 and CREB to mediate production of SMAD-binding element (SBE)-containing genes which modulate inflammatory responses and survival. Finally, an mTOR pathway can also be activated downstream of PI3K, via the mTOR-mediated phosphorylation of the eukaryotic translation initiation factor 4E-binding protein 1.
(4EBP1) and its release of EIF4E, which allows cap-dependent mRNA translation in target cells (Platanias, 2005), (Hervas-Stubbs et al., 2011).

Figure 1.3 IFNAR-dependent pathways. Binding of IFN to the IFNAR receptor subunits leads to the activation of different sets of pathways downstream, all dependent on the phosphorylation of TYK2 and JAK1. The canonical pathway: phosphorylation and dimerisation of STAT1 and STAT2, binding to IRF9 and formation of the TF complex ISGF3 that binds to ISRE-element containing promoter sequences of ISGs, IFNs and other genes. Another pathway involves homodimerization of phosphorylated STAT1 and its binding in the nucleus of GAS-sequence containing promoter sequences of some ISGs. Thirdly, IFNAR activation can activate a MAPK pathway involving JNK and p38 activation for FOS/ELK1 or JUN/ATF2 – mediated transcription, respectively. More TFs are involved in the outcome of this pathway branch but they are not detailed in this work. Ultimately, IFNAR1/2 can also activate a PI3K-dependent pathway involving mTOR-mediated activation of translation via EIF4E, or AKT and CREB-mediated transcription of SBE-motif containing targets. Red circles marked with “P” indicate phosphorylation events, and the arrows on the represented DNA represent transcriptional activation. The blue double line on the top of the figure is a simplified representation of the cell
membrane. Created with Biorender.com, and exported under on a free trial on a premium plan.

1.6 Genetic determinants of influenza susceptibility

Studying host determinants of influenza outcome in humans is a complex task, not least so because influenza is such a common seasonal disease and that influenza symptoms are often confused with those of other respiratory diseases. Only very severe cases ever reach hospitalization stages, and at that point it is usually already quite late in infection to investigate the root of the problem. Humans as a population are much more genetically variable than inbred mice, and are constantly exposed to other microbes and different influenza strains that can, by means of pre-existing immunity, influence their susceptibility to a certain influenza strain. For these reasons, clean-environment-housed and inbred laboratory mice are not the best model for determining genetic bases of susceptibility to human disease. This is also why QTL studies are considerably more informative in humans. However, in infections, the molecular determinants of immune defenses are often induced by infection itself, and the factors that can influence the outcome are tightly interwoven in their functions, which renders QTL-type studies more complex. Nevertheless, some genetic factors that influence IAV susceptibility in humans and in mice have been uncovered.

1.6.1 Humans

While the MxA human homologue gene of the murine Mx1 has not been shown to replicate Mx1 efficiency in vivo (Pavlovic et al., 1995), the ISG IFITM3 has been associated with influenza clearance in humans (Everitt et al., 2012). A SNP had been identified in humans linking the rs12252 allele of the gene to increased susceptibility to severe influenza in Chinese individuals (Ciancanelli et al., 2016), (Zhang et al., 2013), (Yang et al., 2015), but was refuted by a study involving more than 5000 controls with mild influenza that found no association with severe, but only with mild disease (Mills et al., 2014). Generally, GWAS studies in humans identified no reproducible single factor for influenza susceptibility, however they are often inherently flawed due to sample size, virus strain variability and reproducibility (Horby et al., 2013), (Ciancanelli et al., 2016). In an anecdotal study, a child with life-
threatening influenza was found to have an inborn IRF7 deficiency failing to upregulate type-I and type-III IFN responses (Ciancanelli et al., 2015). In an effort to counteract the issues posed by the system of finding QTL determinants of disease, two very elegant and thorough, complementary in vitro studies identified cis- and trans- acting QTLs in responses to infections and stimuli. Firstly, a study by (Lee et al., 2014) carried out on 560 individuals used monocyte-derived DCs stimulated with LPS or IFN-β in vitro to unpick gene x environment interactions affecting QTL identification. By using the stimulation results in the form of mRNA expression and by leveraging large human datasets such as ENCODE and 1000 genomes project, they identified 121 loci, of which 35 were previously associated with autoimmune or infectious diseases in GWAS studies. Among the most important cis-QTLs, they uncovered polymorphisms in IFNAR1/2, as well as IRF7. Interestingly, they found that IRF7 acted as both a cis- and trans- eQTL in their system due to the IFNAR-mediated action of its target IFN-α/β. These findings clearly underlined the complexity of thorough genetic studies in infection models. The second work, published by (Fairfax et al., 2014), resorted to a similar approach in analysing primary human monocytes exposed to LPS or IFN-γ in vitro from 228 individuals. While identifying eQTLs in inducible and cis acting factors including Il6, Traf6 and Socs1, this study also uncovered that cis-QTLs in Ifn-β and Irf2 rapidly acquire trans-acting network effects in stimulation. Firstly, both these studies confirmed the impact of the IFN network on responses to infection and stimulations in immune cell systems in vitro. Moreover, they pointed to the importance of addressing effectors upstream of major immune response regulators such as IFNs and IRFs, in order to uncover the genetic drivers of the observed variation.

1.6.2 Mice

As mentioned previously in this thesis, mice are not natural hosts to influenza due to the expression of the ISG Mx1 gene that limits viral replication in the nucleus (Tumpey et al., 2007). While the inbred laboratory strains are susceptible to influenza disease due to the ablation of Mx1, susceptibility of different mouse strains can differ. DBA mice are known to be high responders in influenza infection, with a higher production of CCL2 and TNFα pro-inflammatory cytokines than the widely used BL/6 mice (Boon et al., 2009). The 129 mouse strain was identified as more susceptible
to H3N2 and H5N1 mouse-adapted influenza disease in a study by (Davidson et al., 2014). This phenotype was linked to increased IFN-α/β production and a cytokine storm occurring in these mice, as previously described in this thesis.

However, as laboratory mouse strains are highly inbred, in order to address possible genetic variability in the face of infections and in other disease models, a collaborative cross of mice was created (Collaborative Cross, 2012). Namely, 8 parental strains (A/J, C57BL/6J, 129S1/SvImJ, NOD/ShiLtJ, NZO/HiLtJ, CAST/EiJ, PWK/PhJ and WSB/EiJ) were crossed two by two for two generations and then the F2 offspring interbred and backcrossed to produce and stabilize genetic variability after 23 generations. This model is now widely used for studies of QTLs affecting disease outcomes.

In influenza infection, collaborative cross studies pointed to a set of genes connected to disease susceptibility: Grap2, Nox4 and Il16, which were not previously found in the context of influenza infection (Ferris et al., 2013). It is worth noting that Mx1 was also identified in the same study. More importantly, concordant studies of the collaborative cross found, instead of a single association genotype-phenotype, a gradient of susceptibility clearly indicating that the susceptibility to H5N1 (Boon et al., 2009), H1N1 (Bottomly et al., 2012) and H3N2 (Boivin et al., 2012) in mice is not a single-gene locus but a mixed effect of multiple genes or loci (reviewed in (Horby et al., 2013)). The ensuing validation studies of H5N1 infection in the collaborative cross found differential viral load in the infected mice as well (Boon et al., 2011). Ultimately, using the collaborative cross, a genetic locus comprising of genes Samd9l, Ica1 and Slc25a13 was linked to CCL2, IFN-α and TNF-α production in vivo, but a KO mouse model of Slc25a13 did not validate these findings (Boon et al., 2014). Along with the demonstration that cytokine production in the 66 analysed mouse strains is a phenotypic continuum, it further confirmed that multiple genes are involved in the influenza susceptibility phenotype, but brought no conclusive solution. It is possible that the lack of differences in CCL2 production in the Slc25a13−/− mice was due to the absence of the compound effect brought by other genes.

Importantly, three genetic loci governing pDC numbers in vivo were uncovered in murine chromosome 7, with the dominant one containing the gene Flt3l, encoding Flt3L protein crucial in pDC development and differentiation (Pelletier et al., 2012). Importantly, it was shown in the same study that IFN-α production capacities of pDCs were not influenced by this locus. In light of the (Davidson et al.,
2014) study, where the influenza susceptible 129 mice showed increased pDC numbers in the lung throughout the infection, and given that (Wolf et al., 2009) and others suggested that pDCs are dispensable during IAV infection, it is imaginable that IFN-dependent pathogenic potential is due to an increased numbers of pDCs in the lung. However, (Davidson et al., 2014) showed that per pDC IFN-α/β production was also higher in the susceptible mice, indicating that the origin of high IFN responses is to be sought in signaling pathways upstream of IFN production.

1.7 Origins of increased IFN-α/β production and genetic susceptibility to influenza in mice: the working hypothesis of this thesis

Based on the findings from (Davidson et al., 2014), a hypothesis about 129 strain-specific genetic determinants governing high IFN-α/β production and hence IAV susceptibility was developed. Moreover, unpublished work from S. Davidson indicated an intermediate IFN-α/β production in F1 mice from C57BL/6 and 129S8 crosses, with F2 offspring showing a distribution of IFN-α/β levels between the two extremes. Based on these findings, we hypothesised that the quantitative phenotype of high IFN-α/β responses in 129 mice could be governed by a multigenic genetic trait. More precisely, these genotype-phenotype signatures indicated a possible QTL-driven IFN-α/β phenotype in 129 mice.

Laboratory models of mice are highly inbred and laboratory crosses produce offspring that offers low genetic mapping resolution, rendering classical QTL and GWAS studies challenging (Hunter and Crawford, 2008). In order to tackle a high-resolution genotype-phenotype linkage analysis on a quantitative phenotype such as IFN-α/β levels in infection, high numbers of mice would be necessary (Ishikawa, 2017), limiting processing speed and comparability between samples.

To avoid this problem, a literature search was carried out to identify possible candidate genetic regions that could reduce the search scope for the genetic origins of high IFN-α/β production in influenza infection. A candidate genetic region was identified on Chromosome 3 based on the findings of Fiona Powrie and her team in a model of H. hepaticus-induced colitis disease (Boulard et al., 2012). In this model, much like in influenza infection, the 129S6 mouse strain exhibited high disease
morbidity and inflammation compared to the BL/6 control strain. Interestingly, this susceptibility could be rescued by introducing a congenic Chromosome 3 BL/6 locus of 1.7Mb into the 129S6 background (Boulard et al., 2012). This locus, named Hiccs (or R17), as part of the congenic 129 mouse strain (129.C3BR17), was examined for its impact on IFN-α/β production and influenza susceptibility in this thesis. More details on the Hiccs locus and its components are cited in the Introduction to Chapter 4 of this thesis.

Based on the work from (Boulard et al., 2012) and the results from this thesis, Alpk1 was chosen as a candidate gene from the R17 locus to examine its role on influenza susceptibility and the intensity of the IFN-α/β response. Alpk1 encodes an α-protein kinase with a role in gout inflammation and innate immune responses to bacteria (Zimmermann et al., 2017), (Garcia-Weber et al., 2018, Milivojevic et al., 2017, Ryzhakov et al., 2018), but no recognised role in influenza infection. In this thesis, the role of ALPK1 was examined in influenza innate immune responses, and one of its putative phosphorylation targets, the protein WWC2, investigated in the context of infection. The R17 locus, as well as ALPK1 and WWC2 proteins will be described more in detail in Chapters 4, 5 and 6 of this thesis, respectively.

Chapter 2. Materials & Methods

2.1 Mice and infections

All in vivo experiments were performed using mice of 8-12 weeks of age, of both genders, with keeping sex ratios and age as close as possible between genotypes. Mice used in this thesis (C57BL/6, 129S6, 129S7, 129S8, C57BL/6Ifnar1−/−, 129S7Ifnar1−/−) were bred at the MRC-National Institute for Medical Research (NIMR) in Mill Hill (2015-2016), and in the Francis Crick Institute (2016-2019) in specific pathogen free conditions. All mouse experiments were carried out under the project licence 70/7643 (NIMR) and P9C468066 (Francis Crick Institute). The congenic 129.C3BR17 mouse line, a kind gift from Dr Fiona Powrie (The Kennedy Institute of Rheumatology, Oxford, UK), was created on the 129S7 background and maintained as a homozygous line (Boulard et al., 2012). The Alpk1 homozygous knock-out line was created by exon 10 deletion on a C57BL/6 background and was obtained from the Sanger Institute.
Light anaesthesia (3\% isoflurane by inhalation) was administered to mice to be infected with the egg-derived influenza X31 virus (see preparation below). The virus was diluted in PBS (phosphate buffered saline), and given as 30\(\mu\)l intranasally. Mice were infected at 10-12 weeks of age with the indicated doses of X31 (in the morning between 9am and 12pm).

2.2 Influenza virus preparation

2.2.1 Egg-derived X31 influenza virus

The virus strain used for all the in vivo infections in this thesis was X31 (H3N2 A/Hong Kong/X31/68). X31 virus is a reassorted virus of the A/PR/8/34 backbone (H1N1, in short PR8, also used in this thesis), with HA and NA from the H3N2 strain. It was kindly gifted to our team by Dr John Skehel and Dr John McCauley (The Francis Crick Institute). X31 virus used for in vivo infection was grown in the allantoic cavity of 10-day embryonated hen’s eggs. The final viral titer, expressed as 50\% tissue culture infective dose (TCID\(_{50}\)), was calculated using the Spearman-Karber method by titration on confluent monolayers of Madin-Darby Canine Kidney (MDCK) cells. Cellular lysis was observed after 3 days. After confirming that the viral preparation was free of bacterial, mycoplasma and endotoxin contamination, it was aliquoted and stored at -80\(^\circ\)C.

2.2.2 MDCK-derived X31 influenza virus

MDCK cells were grown to 80\% confluence and their growth media replaced in the moment of infection with MEM/1\% PSG/TPCK-trypsin (1:4000). The cells were infected with the egg-derived X31 virus at multiplicity of infection (MOI) of 1. At 24, 48 and 72h the supernatant was collected, and virus concentrated by ultracentrifugation (Beckman centrifuge, SW40 tubes) at 28000 rpm for 4 hours at 4\(^\circ\)C through a cushion of 20\%(w/v) sucrose solution. The viral pellet was resuspended in complete cell growth medium and virus titrated in the TCID\(_{50}\) dose.
2.2.3 Monitoring of infection and clinical endpoints

The starting weights of the mice were recorded, and their weight loss monitored daily at 24h intervals after the infection time. The pre-defined clinical endpoint for this protocol was set at 80% of the starting weight unless otherwise indicated.

2.3 Collecting BAL and processing lungs into single-cell suspensions

Mice were sacrificed at 2, 4, 6, or 7 days post-infection by intra-peritoneal lethal injection of 600mg/kg Pentobarbital + 16mg/kg Mepivacaine, followed by confirmation by exsanguination by severing the femoral artery. The lungs were flushed with 500μl PBS. BAL was centrifuged at 1400rpm for 5min at 4°C, and the supernatants collected and stored at -80°C. The supernatants were analysed by ELISA for cytokines using established protocols (see below).

Whole lungs were collected in gentleMACS (Miltenyi) C-tubes in 5ml AB IMDM and homogenised according to manufacturer's instructions. Lungs were digested with 20μg/ml Liberase TL (Roche) and 50μg/ml DNAse-1 (Sigma) for 30min at 37°C, then homogenised further in the gentleMACS tubes and strained through a 70μm filter. Red blood cells were lysed using 5ml of 0.83% ammonium chloride, and the remaining cells washed with PBS prior to FACS staining.

Spleens were collected in 5ml AB-IMDM and homogenised by straining through a 70μm filter. Red blood cells were lysed in 5ml 0.83% ammonium chloride, and the remaining cells washed with PBS.

2.4 Staining cells for flow cytometry

Lung cells were stained in a mix of PBS anti-FCγRIII/II (FC block) and the relevant antibodies (cited in Table 1) for 1h at 4°C. After a wash in PBS, the cells were fixed using a 4% paraformaldehyde (PFA, Fisher Scientific) solution in PBS for 40min at room temperature, then washed twice with PBS. All flow cytometry experiments were carried out on an LSR Fortessa (BD) and the subsequent analyses performed on the FlowJo software (Treestar).
2.5 Determination of viral titers in the infected lungs and RT-qPCR

Whole lung fragments were harvested in 2.5mL RNAlater® (Applied Biosystems), incubated overnight at 4°C and then kept at -80°C prior to processing. Lung fragments were transferred into 3ml of RLT buffer (RNAeasy MiniKit, Qiagen) with β-mercaptoethanol (Sigma) and homogenized in a Kinematica Polytron 10-35 homogeniser. 600μl of lung homogenate was used for RNA extraction using the RNeasy MiniKit (Qiagen) according to manufacturer’s protocol, and included an on-column DNA digestion. RNA quantification was performed on a ND-1000 Spectrophotometer (NanoDrop Technologies) and levels of RNA normalized prior to cDNA synthesis. cDNA was generated using the PCRBIO RT-PCR kit (PCR Biosystems) according to manufacturer’s instructions. Quantification of cDNA targets was performed on an Applied Biosystems Quantstudio 3 RT-qPCR machine with 1x qPCRBIO Probe Mix LO-ROX (PCR Biosystems) and 1x Taqman primers (list in Table 3). Results are represented as ΔCt and represent values relative to the expression of the housekeeping gene HPRT.

2.6 Quantification of cytokines

To quantify proteins in the airways, BAL was harvested as previously cited and 50μl of supernatant used for cytokine analyses by ELISA. The concentration of IL-6 was measured using enzyme-linked immunosorbent assay (ELISA) mouse eBioscience Ready-Set-Go® kits, following manufacturer’s protocol. The results were read at 450nm (signal) and 540nm (noise) wavelengths on a Safire II plate reader (Tecan). The IFN-α/β 2-Plex Mouse ProcartaPlex® Panel kit (eBioscience) was used to determine levels of type-I IFN in the BAL according to manufacturer’s instructions, and results read on a Luminex 100 machine (BioRad). Similarly, the Cytokine and Chemokine 36-plex Mouse ProcartaPlex® Panel kit (eBioscience) was used to determine the concentrations of 36 different cytokines in the BAL (GM-CSF, IFN-λ, IL-1β, IL-12p70, IL-13, IL-18, IL-2, IL-4, IL-5, IL-6, TNFα, ENA-78, G-CSF, IFN-α, IL-1α, IL-15/IL15R, IL-28, IL-3, IL-31, LIF, M-CSF, IL-10, IL-17A, IL-22, IL-23, IL-27, IL-
9, Eotaxin, GRO\textsubscript{a}, IP-10, MCP-1, MCP-3, MIP-1\textsubscript{a}, MIP-1\textsubscript{b}, MIP-2, RANTES) and the results were read using a Luminex 100 machine (BioRad).

2.7 Generation and stimulation of bone-marrow derived cells

Male mice of the indicated genotypes were sacrificed at 6-12 weeks of age and their femurs and tibiae were collected into AB-IMDM. Bones were cleaned of muscle and tissue and bone marrow was collected by centrifugation. Cell suspensions were strained through a 70\textmu m filter and resuspended in 6ml cell culture media (RPMI Lonza, 10% FCS, Penicillin, Streptomycin, L-Glutamine, \textbeta-mercaptoethanol 50\mu M, HEPES 10mM (Gibco), Sodium pyruvate 1mM (Sigma Aldrich)) supplemented with 20% L-cell media containing M-CSF. 1ml of the cell suspension was added to 20ml of the same culture media in a 15cm Petri dish, and 6 dishes per mouse were kept in culture for 7 days. Cultures were replenished with 20ml fresh complete cell media with 20% L-cell medium at day 4. Adherent cells were washed with PBS and incubated in PBS 2% FCS and 2mM EDTA for 10min at 4\textdegree C to detach them from the dish. Differentiation was verified by preparing the suspension of adherent cells for flow cytometry staining as per previously described protocol and using antibodies in Table 1. This culture fraction was found to contain 90% BMDMs, defined as FSC high, SSC high, F4/80\textsuperscript{+} CD11b\textsuperscript{+}. The remaining adherent cells were then plated, in complete RPMI medium without L-cell supplement at 2\times 10\textsuperscript{5} cells/well for ELISA, 4\times 10\textsuperscript{5} cells/well for RT-qPCR and RNA-seq, 2\times 10\textsuperscript{6} cells/well for WB or 9\times 10\textsuperscript{6} cells/Petri dish for phospho-proteomics assays. All cells that were subsequently used for analyses of phosphorylated proteins (by WB or phospho-proteomics) were incubated in starvation medium with only 1% FCS overnight and during the assays, to minimise background phosphorylation.

Plasmacytoid dendritic cell-enriched cultures were obtained by differentiating bone marrow progenitors in complete RPMI media (RPMI Lonza, 10% FCS, Penicillin, Streptomycin, L-Glutamine, \textbeta-mercaptoethanol 15\mu M) supplemented with 150ng/ml Flt3-ligand (PeproTech) for 7 days. Cultures were replenished with fresh media on day 4 as previously described. On day 7, floating and loosely adherent cells were harvested, incubated with B220-biotin (1:200) and coupled with streptavidin magnetic beads (Miltenyi). pDCs were positively selected using a LS-column on a QuadroMACS separator, as per manufacturer’s instructions (Miltenyi
Biotech). A fraction of the B220-positive cultures was taken for flow cytometry staining as per described protocol and using antibodies in Table 1. The B220-positive enriched cell cultures were plated at $2 \times 10^5$ cells/well in complete media without Flt3-ligand. The plated cells were stimulated as described in individual experiments and responses measured by IFN-$\alpha/\beta$ and IL-6 ELISA of the cell supernatants (as described above).

Unless stated otherwise, the concentrations and manufacturers of each stimulus used on BMDMs and pDC-enriched cultures are stated in Table 2. Stimulation times and optimization conditions are cited for each experiment and Figure in Results.

2.8 RNA extraction and quantification of mRNA transcripts

Stimulated BMDMs were rinsed with PBS and lysed in 350 $\mu$l RLT buffer (RNAeasy MicroKit, Qiagen) with $\beta$-mercaptoethanol (Sigma). Lysed cells were processed to extract RNA using the RNAeasy MicroKit (Qiagen), according to manufacturer’s instructions and including an on-column DNA digestion. RNA was quantified using a ND-1000 Spectrophotometer (NanoDrop Technologies). cDNA synthesis by retro-transcription was carried out as described in sub-chapter 2.5. Further quantification of cDNA targets was performed on an Applied Biosystems Quantstudio 3 RT-qPCR machine with 1x qPCRBIO Probe Mix LO-ROX (PCR Biosystems) and 1x Taqman primers (list in Table 2.2). Obtained raw results were in form of Ct (cycle threshold) values, indicating the number of cycles of replication required for the fluorescent signal to cross the threshold of background level. Ct values are proportional to the negative of the log$_2$ of the initial amount (or concentration) of the amplicon. Therefore, higher Ct values reflect lower DNA amounts. To obtain the $\Delta$Ct (target/HPRT) values represented in the Results chapters of this work, the logged fluorescence signal was first normalised to that of the housekeeping gene HPRT by subtracting its log.

$$\Delta Ct = -(\log_2(\text{target}) - \log_2(\text{HPRT}))$$

The final quantification of cDNA targets was represented on the x-axes as "target/HPRT" to reflect the $\Delta$Ct value from the equation above, by employing the following equation:

$$\frac{\text{target}}{\text{HPRT}} = 2^{\Delta Ct}$$
2.9 Western Blotting

10^6 differentiated BMDMs were plated and incubated overnight in 1%FCS medium to reduce background phosphorylation. The next day, the cells were stimulated as indicated in Results, and lysed in 100µl 1x RIPA buffer (components listed in Table 4). Cell lysates were centrifuged at max speed for 10min and total protein measured in the supernatants using the Pierce Microplate BCA Protein Assay Kit (ThermoScientific), according to manufacturer’s instructions. Equal amounts of total protein were taken for each sample and additioned with 50mM DTT and 4x Loading Buffer (Biorad). The samples were run on Criterion XT Bis-Tris 10% gels (BioRad) at 120V for 1.5hrs along with Precision Plus Protein Dual Color Standards (Biorad). Total protein was transferred onto PROTRAN® nitrocellulose membranes (PerkinElmer) using semi-dry transfer on a NovaBlot (GE) for 1.5hrs. Non-specific binding was blocked using 5% BSA (Sigma) in PBS 0.05% Triton (PBS-T). Membranes were incubated with the corresponding primary antibodies against mouse protein in 1% BSA PBS-T overnight (list of antibodies in Table 5). Membranes were washed with PBS-T and subsequently incubated with corresponding secondary antibodies coupled with HRP (goat anti-rabbit-HRP, Biorad and goat anti-mouse HRP). Chemiluminescence was revealed using Amersham™ ECL™ Western Blotting Detection Reagent (GE) and recorded on autoradiography films Amersham™ (Fisher Scientific).

2.10 Immunoprecipitation assays

9*10^6 BMDMs (differentiated according to the protocol above) were seeded in Corning® culture dishes (Thermo Fisher) and incubated overnight in complete media with 1% FCS. Cells were then washed with PBS and lysed in 1ml RIPA 1x lysis buffer supplemented with 0.3% Triton TX100, 1mM PMSF and 1x Protease inhibitor cocktail (Roche). Lysates were centrifuged at max speed for 15min and supernatants taken for further analysis. A portion of total supernatant was taken to serve as “IP” sample, and the remaining volume incubated with 5µg of corresponding antibody overnight (see Results): anti-PKCζ (Abcam PLC) or anti-WWC2 (Insight Biotechnology Limited). The negative control was achieved by incubating the same antibody with the lysis buffer only. The enrichment for target proteins was achieved.
by purification using Magnetic Protein G beads (Thermo Fisher Scientific). Following immune-precipitation using an anti-aPKCζ antibody, samples were run on a gel as described previously, and membranes used for blotting with anti-WWC2 or anti-aPKCζ antibody (details on antibodies in Table 5).

2.11 Phospho-proteomics assays

Analyses of the global phospho-proteome in our stimulated samples were performed using TMT labelling. In preparation for the experiment, $9 \times 10^6$ BMDMs were plated in tissue culture 10cm dishes (ThermoFisher) and incubated in 1% FCS BMDM media overnight. After stimulation (as indicated in Results, details in Table 2), cells were washed with PBS, and lysed in detergent-free urea lysis buffer (ingredients indicated in Table 4). The lysates were centrifuged at max speed for 10min, and supernatants kept at -80°C. Total protein dosage was performed using the Pierce Coomassie (Bradford) Protein Assay Kit (Thermofisher), and 200µg of total protein for each sample used for further proteomics workflow and analyses. The following workflow was established by the Proteomics Facility at the Francis Crick Institute (with thanks to Helen Flynn and Bram Snijders). Samples were reduced with DTT and alkylated with iodoacetamide overnight, and digested with rLysC (Wateo) and trypsin (V5280 Promega). This was followed by a C$_{18}$ MacroSpin column clean-up of proteolytic digests and labelling of digested peptides using the TMT10plex Isobaric Label Reagent Set kit (ThermoScientific). The samples were checked for labelling efficiency (unmodified peptides as a percentage of total peptides for each labelling reaction) before proceeding with two phosphopeptide sequential enrichment steps by metal oxide affinity chromatography. TiO$_2$ enrichment was performed using the ThermoScientific High-Select TiO$_2$ kit according to manufacturer’s instructions, followed by Fe-NTA enrichment with the ThermoScientific High-Select Fe-NTA enrichment kit. The peptides were fractionated by their pH using the Pierce™ High pH reversed-phase Peptide Fractionation kit (ThermoFisher), according to manufacturer's protocol. All peptides were analysed by mass spectrometry using an Orbitrap Fusion Lumos analyser. The obtained raw data was initially processed in MaxQuant. The Uniprot KB database of Mus musculus sequences was used for peptide identification. A protein, peptide and phosphosite estimated false discovery rate (FDR) of 1% was applied for generation of tables with
protein and phosphopeptide identifications and quantifications. Subsequently, reporter ion intensity values for different confirmed phosphosites were uploaded into Perseus software for further statistical analysis and data visualisation.

2.12 RNA sequencing

BMDMs were seeded at $4 \times 10^5$/well and stimulated as indicated in the table below. Cells were lysed and RNA extracted as per previously described protocol (MicroKit® QIAGEN columns with an on-column DNA digestion). The RNA was quantified in each sample using Nanodrop, and a minimum of 489 ng of total RNA submitted for RNA-seq analysis. The number of reads per sample was 25 million for the submitted mRNA library. The libraries were prepared using the KAPA mRNA (poly:A) HyperPrep kit according to the manufacturer’s instructions. The sequencing was completed on the HiSeq 4000 Instrument, with single end 100bp reads. The samples had an average of 29.5 million reads. Read quality was assessed using the FastQC quality control tool for high-throughput sequencing data. Adaptor sequences were removed from the reads by using Cutadapt-1.9.1. Each sample read library had passed all the quality control steps (using FastQC, RSeQC, RNA-SeQC), including, but not limited to, per sequence GC content, sequence length distribution, sequence duplication levels and gene body coverage, after being aligned and quantified to the mouse genome (Ensembl GRCm38 release 86) using the combination Star (v 2.5.2)/RSem (v.1.3.1) packages. A minimum of 97% of reads was aligned to the reference genome and the minimum number of identified genes was $15 \times 10^3$. Differential expression analysis was performed in R-3.6.0. (R Core Team, 2018) using the DESeq2 package (version 1.24.0) as explained in the Results chapter. Differential genes were selected by applying a 0.05 false-discovery rate (FDR) threshold. Heatmaps were made using R-3.6.0 ComplexHeatmap package (v 2.0.0). Volcano plots were created using EnhancedVolcano package (v 1.2.0).

2.13 Statistical testing

Statistical testing was carried out in the Prism software. For comparison of two groups, a t-test comparison of means with no assumption of normal distribution of samples, Mann-Whitney test, was performed and statistical significance assigned for $p<0.05$. For comparison of three groups’ means, the Kruskal-Wallis one-way
ANOVA test (without assumption of normal distribution) was performed (significance marked as * *p<0.05; ** p<0.01; *** p<0.001). For weight loss curves, as well as comparisons of genotypes within multiple stimulation conditions (ex. Mock and X31), a two-way ANOVA was used, with a Dunnet correction for multiple testing included, and significance reported for padj<0.05. For weight loss curves, the two-way ANOVA was used without sphericity assumption (i.e. using the Geisser-Greenhouse correction), with a mixed-effects model substituting the ANOVA where missing values were detected (ex. due to mice reaching clinical end points). Survival assays were statistically assessed using a log-rank Mantel-Cox test, with significance admitted where p<0.05. The statistical testing in the phospho-proteomics assays was a t-test Welch test comparing two means, including the multiple testing correction (significance admitted in padj<0.05). For the RNA-seq assay, the statistical analysis was carried out by using DESeq2 package version 1.24.0. with variance stabilising transformation (VST) applied to raw count data before PCA and Euclidian distance-based clustering.

2.14 Antibodies, primers and buffers used

<table>
<thead>
<tr>
<th>Antibody</th>
<th>Clone</th>
<th>Manufacturer</th>
<th>Dilution</th>
</tr>
</thead>
<tbody>
<tr>
<td>B220</td>
<td>RA3-6B2</td>
<td>eBioscience</td>
<td>1:200</td>
</tr>
<tr>
<td>CD3</td>
<td>17A2</td>
<td>BioLegend</td>
<td>1:100</td>
</tr>
<tr>
<td>CD4</td>
<td>RM4-5/GK1.5</td>
<td>BioLegend</td>
<td>1:400</td>
</tr>
<tr>
<td>CD8</td>
<td>53-67</td>
<td>BioLegend/eBioscience</td>
<td>1:400</td>
</tr>
<tr>
<td>CD19</td>
<td>6D5/1D3</td>
<td>BioLegend/BD Pharmigen</td>
<td>1:400</td>
</tr>
<tr>
<td>CD11b</td>
<td>M1/70</td>
<td>BioLegend</td>
<td>1:4000</td>
</tr>
<tr>
<td>CD11c</td>
<td>N418</td>
<td>BioLegend</td>
<td>1:400</td>
</tr>
<tr>
<td>F4/80</td>
<td>BM8</td>
<td>BioLegend</td>
<td>1:100</td>
</tr>
<tr>
<td>IFNAR1</td>
<td>MAR1-5A3</td>
<td>BioLegend</td>
<td>1:200</td>
</tr>
<tr>
<td>Ly6C</td>
<td>HK1.4</td>
<td>BioLegend</td>
<td>1:400</td>
</tr>
<tr>
<td>Ly6G</td>
<td>1A8</td>
<td>BioLegend</td>
<td>1:200</td>
</tr>
<tr>
<td>MHC II</td>
<td>M5/114.15.2</td>
<td>BioLegend</td>
<td>1:600</td>
</tr>
<tr>
<td>NK1.1</td>
<td>PK136</td>
<td>BioLegend</td>
<td>1:400</td>
</tr>
</tbody>
</table>
Table 2.2 Primers used for qPCR

<table>
<thead>
<tr>
<th>Target gene</th>
<th>ThermoFisher Sci assay ID or 5’-3’ Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hprt</td>
<td>Mm00446968_m1</td>
</tr>
<tr>
<td>Ifn-β1</td>
<td>Mm00439552_s1</td>
</tr>
<tr>
<td>Il-6</td>
<td>Mm00446190_m1</td>
</tr>
<tr>
<td>Irf3</td>
<td>Mm00516784_m1</td>
</tr>
<tr>
<td>Irf7</td>
<td>Mm00516791_g1</td>
</tr>
<tr>
<td>Stat1</td>
<td>Mm00439531_m1</td>
</tr>
<tr>
<td>Alpk1</td>
<td>Mm01320377_m1</td>
</tr>
<tr>
<td>Ap1ar</td>
<td>Mm01318187_m1</td>
</tr>
<tr>
<td>Tifa</td>
<td>Mm00455038_m1</td>
</tr>
<tr>
<td>573Rik</td>
<td>Custom (based on Boulard et al, 2012)</td>
</tr>
<tr>
<td></td>
<td>(ThermoFisher Scientific; Taqman primer)</td>
</tr>
<tr>
<td></td>
<td>sense GGCGAGCAGGATATTGAAGA</td>
</tr>
<tr>
<td></td>
<td>antisense ATCCTTGTGAAGCCCATGTT</td>
</tr>
<tr>
<td></td>
<td>Probe FAM-ATGGGTTCCAGAGTGTT-TAMRA</td>
</tr>
<tr>
<td>Larp7</td>
<td>Mm01319419_m1</td>
</tr>
<tr>
<td>Wwc2</td>
<td>Mm00519373_m1</td>
</tr>
<tr>
<td>Amotl2</td>
<td>Mm00502287_m1</td>
</tr>
</tbody>
</table>

(all primers were Taqman primers)
Table 2.3 Composition of 1X RIPA buffer in water

<table>
<thead>
<tr>
<th>Component</th>
<th>Final concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tris-HCl pH=8</td>
<td>50 mM</td>
</tr>
<tr>
<td>Sodium chloride</td>
<td>150 mM</td>
</tr>
<tr>
<td>EDTA</td>
<td>1 mM</td>
</tr>
<tr>
<td>EGTA</td>
<td>1 mM</td>
</tr>
<tr>
<td>Sodium pyrophosphate</td>
<td>2.5 mM</td>
</tr>
<tr>
<td>Beta-glycerophosphate</td>
<td>1 mM</td>
</tr>
<tr>
<td>Sodium vanadate</td>
<td>1 mM</td>
</tr>
<tr>
<td>Triton Tx-100 (Biorad)</td>
<td>1%</td>
</tr>
<tr>
<td>Sodium dodecyl-sulphate</td>
<td>1%</td>
</tr>
<tr>
<td>Protease inhibitor cocktail (Roche)</td>
<td>1x</td>
</tr>
</tbody>
</table>

(unless stated otherwise, all components are from Sigma)

Table 2.4 Composition of 1X lysis buffer for phospho-proteomics assays in water

<table>
<thead>
<tr>
<th>Component</th>
<th>Final concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urea</td>
<td>8 M</td>
</tr>
<tr>
<td>HEPES pH=8.2</td>
<td>50 mM</td>
</tr>
<tr>
<td>Glycerol-2-phosphate</td>
<td>10 mM</td>
</tr>
<tr>
<td>Sodium-fluoride (NaF)</td>
<td>50 mM</td>
</tr>
<tr>
<td>Sodium Pyrophosphate</td>
<td>5 mM</td>
</tr>
<tr>
<td>EDTA</td>
<td>1 mM</td>
</tr>
<tr>
<td>Sodium vanadate *</td>
<td>1 mM</td>
</tr>
<tr>
<td>DTT *</td>
<td>1 mM</td>
</tr>
<tr>
<td>PMSF *</td>
<td>1 mM</td>
</tr>
<tr>
<td>Aprotinin *</td>
<td>1 μg/ml</td>
</tr>
<tr>
<td>Leupeptin *</td>
<td>1 μg/ml</td>
</tr>
<tr>
<td>Okadaic acid *</td>
<td>100 nM</td>
</tr>
</tbody>
</table>

* – added on the day of lysis. All components were from Sigma Aldrich.
### Table 2.5 Primary antibodies used for WB

<table>
<thead>
<tr>
<th>Target</th>
<th>Modified residue / ref</th>
<th>Manufacturer</th>
<th>Host and clonality</th>
<th>Dilution</th>
</tr>
</thead>
<tbody>
<tr>
<td>β-actin</td>
<td>13E5</td>
<td>Cell Signaling</td>
<td>Rabbit monoclonal</td>
<td>1:5000</td>
</tr>
<tr>
<td>Phospho-TBK1/NAK</td>
<td>Ser172 / D52C2</td>
<td>Cell Signaling</td>
<td>Rabbit monoclonal</td>
<td>1:1000</td>
</tr>
<tr>
<td>Phospho-NF-0954B p65</td>
<td>Ser536 / 93H1</td>
<td>Cell Signaling</td>
<td>Rabbit monoclonal</td>
<td>1:1000</td>
</tr>
<tr>
<td>P65 (RelA)</td>
<td></td>
<td>Millipore</td>
<td>Mouse monoclonal</td>
<td>1:1000</td>
</tr>
<tr>
<td>Phospho-p38</td>
<td>T180,Y182 / 3D7</td>
<td>Cell Signaling</td>
<td>Rabbit monoclonal</td>
<td>1:1000</td>
</tr>
<tr>
<td>P38</td>
<td></td>
<td>Cell Signaling</td>
<td>Rabbit</td>
<td>1:1000</td>
</tr>
<tr>
<td>WWC2</td>
<td></td>
<td>ProteinTech Europe</td>
<td>Rabbit polyclonal</td>
<td>1:500</td>
</tr>
<tr>
<td>PKCζ</td>
<td>H-1</td>
<td>Insight Biotechnology</td>
<td>Rabbit monoclonal</td>
<td>1:1000</td>
</tr>
</tbody>
</table>

### Table 2.6 Stimuli manufacturers and way of incubation

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Cat n.</th>
<th>Manufacturer</th>
<th>Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>X31 (egg-der.)*</td>
<td></td>
<td>F. Crick Inst</td>
<td>In vivo (see Results)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>In vitro</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>pDC - 10^5 TCID_{50}/ml</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BMDM – 10^6 TCID_{50}/ml</td>
</tr>
<tr>
<td>X31 (MDCK-der.)*</td>
<td></td>
<td>F. Crick Inst</td>
<td>pDC - 10^5 TCID_{50}/ml</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BMDM – 10^6 TCID_{50}/ml</td>
</tr>
<tr>
<td>PR8 (MDCK-der.)*</td>
<td></td>
<td>F. Crick Inst</td>
<td>pDC - 10^5 TCID_{50}/ml</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BMDM – 10^6 TCID_{50}/ml</td>
</tr>
<tr>
<td>LPS*</td>
<td>581-008-L0002</td>
<td>Enzo Life Science</td>
<td>0.5 µg/ml</td>
</tr>
<tr>
<td>Poly(I:C) HMW*</td>
<td>tlrl-pic</td>
<td>Invivogen</td>
<td>25 µg/ml</td>
</tr>
<tr>
<td>CpG-A (ODN2216)*</td>
<td>IAX-200-005-3001</td>
<td>Innaxon</td>
<td>6 µg/ml</td>
</tr>
</tbody>
</table>
### Chapter 2 Materials and Methods

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Catalog Number</th>
<th>Supplier</th>
<th>Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>CpG-B (ODN1668)*</td>
<td>ALX-746-051-M001</td>
<td>Enzo Life</td>
<td>1 µg/ml</td>
</tr>
<tr>
<td>LyoVec**</td>
<td>Lyec-2</td>
<td>Invivogen</td>
<td>1/20 final dilution / well</td>
</tr>
<tr>
<td>Poly:U**</td>
<td>tlr1-sspu</td>
<td>Invivogen</td>
<td>1/50 dilution in LyoVec; 1/10³ final</td>
</tr>
<tr>
<td>Lipofectamine**</td>
<td>11668019</td>
<td>ThermoFisher</td>
<td>10⁻³ µl lipofectamine / µl culture</td>
</tr>
<tr>
<td>2’3’ cGAMP***</td>
<td>tlr1-nacga23-1</td>
<td>Invivogen</td>
<td>10 µg/ml</td>
</tr>
<tr>
<td>5’ppp dsRNA***</td>
<td>tlr1-3pma</td>
<td>Invivogen</td>
<td>50 ng/µl</td>
</tr>
</tbody>
</table>

* **Supernatant**: stimuli were dissolved in cell culture media and additioned onto cells in culture directly

** **Transfection**: stimuli were incubated with LyoVec reagent for 5min at RT and the complexes added onto cells in culture medium

*** **Transfection**: stimuli were mixed with OPTIMem media separately from Lipofectamine in OPTIMem, the two pooled in 1:1 ratio and incubated for 15min at room temperature, and the mix added to cells in OPTIMem medium
Chapter 3. Results 1: IFN-α/β production and influenza susceptibility phenotype confirmation in C57BL/6 and 129 mice

3.1 Introduction

The two experimental objectives of the results presented in this chapter were as follows: 1. to confirm the 129 in vivo phenotype of influenza susceptibility and high IFN-α/β and cytokine production compared to BL/6 mice (Davidson et al., 2014) and 2. to extend the studies to an in vitro model to start elucidating the origins of high IFN production.

The 129 phenotype of increased morbidity and mortality in influenza infection compared to BL/6 controls was initially described in the 129S7 mice (Davidson et al., 2014), and additional unpublished work carried out in the 129S8 strain. However, in this thesis 129S6/SvEv mice are used as the default 129 strain. 129S6/SvEv and 129S8 mouse lineages originate from breedings on different site of the same parental strain of 129/SvEv Steel mice (Simpson et al., 1997), so it was necessary to confirm that they presented similar phenotypes in the context of influenza infection. In this chapter, I investigate the susceptibility to influenza of 129S6/SvEv mice (morbidity and mortality compared to BL/6 controls) and their in vivo IFN-α/β and cytokine production.

While in vivo models of infection are essential, cell-to-cell interactions and tissue environment make the study of IFN-α/β production more difficult. Since this project is focused on genetic factors encoding excessive IFN-α/β production in 129S6/SvEv mice, in vitro models allow to isolate mouse strain-specific genetic factors from environmental cues and thus simplify the system. For these reasons, a large portion of the work presented in this chapter relies on in vitro assays using BMDMs and pDC-enriched cultures. These cells respond to influenza virus infection and a variety of different TLR/RLR/STING stimuli (see Introduction) by engaging the production of cytokines and IFN-α/β, which makes them a versatile tool for studying different signaling pathways.

After the initial recognition of IAV in the lungs, the secreted IFN-α/β bind to the ubiquitously expressed IFNAR receptor and induce different downstream effects.
depending on the cell type and the activated cascade (Hervas-Stubbs et al., 2011). IFNAR activation also results in a positive feedback loop of IFN-α/β expression in certain cell types (see Introduction for details). Thus, it is more difficult to pinpoint the origin of IFN overproduction relative to the IFNAR cascade and the cell type. Using IFNAR1/- mice, it was possible to study the signaling upstream of IFNAR only, as in these mice IFNAR-mediated signaling is abrogated. In this chapter, I present results of in vitro stimulations of BMDMs and pDCs from IFNAR1/- BL/6 and IFNAR1/- 129 genotypes. The role of newly synthetised proteins in IFN-α/β production is also investigated (in the presence or absence of the IFNAR cascade) by exposing cells to cycloheximide before stimulation.

3.2 Results

3.2.1 In vivo responses to influenza infection in 129 mice

3.2.1.1 IAV susceptibility and cytokine signatures of 129 strains of mice

Firstly, BL/6 and 129S6/SvEv or 129S8 mice were infected with the X31 influenza virus and their survival and weight loss followed over two weeks. The results (Figure 3.1a) indicate that both 129S6/SvEv and 129S8 strains have similar increased susceptibility to the virus compared to BL/6 controls. Their weight loss is significantly higher and survival significantly lower than that of BL/6 mice. Ultimately, all 129 mice of both strains succumbed to the infection. In concordance with previous published results, 129S8 mice show significantly increased levels of secreted IFN-α/β protein in the BAL fluid compared to BL/6 controls at day 2 post-infection (Figure 3.1b, magenta). It is worth noting that day 2 post-infection was chosen as a timepoint based on type-I IFN peaking times in infection (see Introduction). Encouragingly, the phenotype of 129S6/SvEv mice was comparable to that of 129S8, with significantly higher type-I IFN production in the BAL fluid compared to BL/6 mice. The reasons for large absolute value differences (in pg/ml) between the two experiments are currently unclear, but it is possible that they stem from switching from one ELISA assay to another, and the reduced assay sensitivity. These experiments demonstrated that 129S6/SvEv and 129S8 strains are similar in their influenza susceptibility and type-I IFN responses and that they could be used in a comparable
manner for future experiments. Further experiments were pursued with the 129S6/SvEv strain.

Figure 3.1 129S8 and 129S6/SvEv strains of mice show similar high susceptibility to X31 influenza virus compared to C57BL/6 controls, as well as increased type-I IFN production in the BAL two days post-infection. Mice of indicated genotypes were infected in separate experiments with 800 TCID\textsubscript{50} X31 per mouse. A. Weight loss and survival were recorded over two weeks following infection. Number of mice in exp1b at d0: C57BL/6 n=5 and 129S6 n=7, and in exp2: C57BL/6 n=6 and 129S8 n=6. Coloured numbers in the survival curves indicate number of surviving mice at a given timepoint in infection. Weight loss curves statistical tests 2-way ANOVA (significance p<0.05). Survival tests log-rank (Mantel-Cox, significance p<0.05). B.
48h post-infection, amounts of type-I IFN protein in the BAL were measured by ELISA (each symbol represents one mouse). Statistical test: Mann-Whitney t-test (no assumed normal distribution of data; * p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are not shown). Data represented as mean±SEM. Data representative of four different experiments, carried out at least three times each.

Subsequently, levels of cytokines and chemokines at day 2 post-infection were analysed in the BAL fluid of 129S6/SvEv mice (Figure 3.2). Pro-inflammatory cytokine expression, such as IL-6, IL-1β, TNF-α, MIP-1β, MCP-1 and GRO-α, was found to be significantly increased in 129S6/SvEv mice compared to the BL/6 controls. This was true for most other cytokines and chemokines of detectable levels in the lung, as well as IFN-λ. Interestingly, levels of IL-10 were found to be comparable between the two genotypes. Overall, the first experiments had reproduced the observed 129S7 phenotype-In the 129S6/SvEv substrain, showing high mortality and cytokine production in these mice upon influenza infection.
Figure 3.2 129S6/SvEv mice exhibit signs of a “cytokine storm” at 48h post-infection, with increased levels of pro-inflammatory cytokine secretion in the lung compared to BL/6 controls. After infection with X31, quantities of different cytokines were measured in the BAL using an ELISA multiplex assay. Statistical comparison was performed using a Mann-Whitney t-test (* p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are not shown). Each symbol represents one mouse. All graphs originate from the same experiment and were measured as part of the same assay. Where relevant, lower detection limit lines are represented as dashed lines with a number indicating the lowest detected concentration (in pg/ml) of represented targets. Data represents one experiment.
3.2.1.2 Lung cell composition and mRNA responses of 129S6/SvEv mice in influenza infection

To test for immune cell recruitment during influenza infection, BL/6 and 129S6/SvEv mice were challenged with the X31 virus, and lung composition examined at 2 days post-infection by flow cytometry (Figure 3.3). Both pDC and DC proportions were increased in the 129S6 lungs compared to BL/6 controls (Figure 3.3a). Moreover, 129S6 mice showed proportionally significantly more neutrophil presence in the lung, as well as a tendency towards increased inflammatory monocyte recruitment. As these cells are recruited into the lung following IFN signals, this result confirmed our previous findings. This was less the case for alveolar macrophages, where a lower proportion of these cells was observed in the 129S6 compared to the BL/6 mice. Although it was slightly early in infection to observe a surge in adaptive immune cell recruitment, an increased proportion of CD4+ T-cells was noted in the lung of 129S6 mice. Interestingly, 129 mice showed significantly lower proportions of B-cells in the lung. Also, expression of PDCA-1, a cell surface marker ISG upregulated on activated immune cells upon IFN exposure infection, was compared between BL/6 and 129 immune cells. Given the observed differences in IFN-α/β levels and innate immune cell recruitment in the lungs of BL/6 and 129 mice, the expression of PDCA-1 as a marker of IFN-dependent cell activation was therefore interesting to address. The analysis of PDCA-1 MFIs on different immune cells (Figure 3.3b) showed that alveolar macrophages, dendritic cells and inflammatory monocytes all expressed significantly higher levels of PDCA-1 in 129 mice than in BL/6 controls.
Figure 3.3. Recruitment of some immune cells to the lung at day 2 p.i. is significantly increased in 129S6/SvEv mice compared to BL/6 controls; PDCA-1 expression is increased on some immune cells in the 129S6 mice. A. At day 2 post-infection, lungs of mice infected with X31 were taken and processed for flow cytometry staining. The gating strategy used to obtain the displayed graphs is described in Material and Methods and Appendix Figure 8.1 and Figure 8.2 of this thesis. B. Median Fluorescence Intensity of PDCA-1 was recorded on the indicated cell types (same samples as a)). Each symbol represents a single mouse. Significance (* p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are not shown) according to a Mann-Whitney t-test. Representative of five independent experiments.
Production and secretion of IFN is a complex process involving various cell types, different signaling pathways and protein exocytosis. In response to TLR/RLR recognition, mRNA synthesis responses occur in the stimulated cells. In the first wave of transcriptomic activation, the mRNA synthesis of *Ifn-β*1 and *Il-6* and other NFκB-dependent cytokines occurs, followed by the IFNAR-dependent ISG production of *Stat1* and other target genes. Therefore, mRNA levels of *Ifn-β*, *Il-6* and *Stat1* were measured in the whole lung (without separation of epithelial and non-epithelial cells) of 129S6 and BL/6 mice at 48h post-X31 virus infection. Results of two independent experiments, represented in Figure 4a are representative of the observed variability while trying to investigate mRNA levels of the mentioned targets. In one experiment, both *Ifn-β1* and *Il-6* mRNA levels were lower in the 129S6 mice than in the BL/6 controls, contrary to all the previous protein-based experimental findings. However, this result was not reproducible: in one of the experiments that followed (Figure 3.4a), the mRNA levels in 129S6 lungs were higher than those in BL/6 lungs. *Stat1* mRNA levels were reproducibly stable between genotypes, whereas *Irf7* showed a trend for increased levels in 129S6 mice. Given the conflicting results in the lung, mRNA from cells recovered from the BAL fluid was quantified in a separate experiment (Figure 3.4b). A slight trend for increase in mRNA levels of all three targets analysed in these cells was observed.
Figure 3.4 mRNA expression of \textit{Ifn-\textbeta1}, \textit{Il-6}, \textit{Irf7} and \textit{Stat1} in the lung shows inter-experimental variability, and no significant difference in the BAL. Samples were processed and mRNA levels quantified by QPCR. Results are represented as the fold increase relative to the expression of the housekeeping gene \textit{Hprt}. Each symbol represents one mouse in the following samples, 48h post-X31 infection: A. whole lung samples; two rows represent results from two independent experiments; B. cells harvested from the BAL fluid. Statistical test: t-test without assumption of normal distribution: Mann-Whitney (* \( p<0.05 \); ** \( p<0.01 \); *** \( p<0.001 \); **** \( p<0.0001 \); non-significant comparisons are not shown). Data representative of at least three independent experiments (data in B. one experiment).

3.2.2 \textit{In vitro} infection and stimulation of 129S6/SvEv BM-derived cells

Further, it was necessary to investigate the observed \textit{in vivo} phenotype-In a more controlled and isolated system \textit{in vitro}. For this purpose, we used bone marrow-derived cultures of BMDMs, or pDC-enriched cultures, of 129S6 and BL/6 mice, obtained as described in Material and Methods. I infected these cells with the X31 and PR8 strains of virus, or stimulated them with different TLR/RLR stimuli in order to check their IFN-\textalpha/\textbeta and IL-6 expression responses.
Stimulation of BMDMs with CpG-A (ODN-22165), through activation of TLR9 signaling, resulted in the induction of IFN-α/β and IL-6 (Figure 3.5a). Expression of IL-6 was comparably more intense than that of type-I IFN and was significantly higher in 129S6 BMDMs than in the BL/6 controls. This was also the case for IFN-β expression, while IFN-α levels were similar. Stimulation of TLR3 with poly(I:C) resulted in more intense upregulation of IL-6 and IFN-α production in the 129S6 background. Similar results were observed after activation of cGAS/STING and RIG-I pathways by 2’3’cGAMP and 5’ppp dsRNA (respectively).

Ultimately, when infected with X31 (MDCK-derived strain used for cell culture-grade stimulation), BMDMs of both genotypes responded with strong IFN-α/β production and secretion (Figure 3.5b). Once again, 129S6 BMDMs exhibited significantly higher levels of both proteins compared to BL/6 controls. Infection with the egg-derived X31 virus (the same strain as the one used for in vivo infections), yielded lower levels of type-I IFN than other viruses used, but resulted in the same increase in the IFN-α/β production in 129S6 cells. Finally, in the infection with the PR8 strain of influenza, no significant difference was observed between genotypes. Results of an independent experiment are shown in Figure 3.5c, and represent IL-6 expression upon challenge with the three different viruses mentioned. IL-6 expression is significantly higher in 129S6 BMDMs in all three virus strain scenarios. The pattern of these responses indicated that the in vivo phenotype of high type-I IFN responsiveness in 129S6 mice is reproducible at the in vitro level.
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Figure 3.5. 129S6/SvEv BMDMs stimulated in vitro respond to TLR/RLR/STING stimulation and IAV infection with significantly higher secretion of IFN-α/β and IL-6 protein compared to the BL/6 controls. A. BMDMs were incubated with TLR9 and TLR3 agonists CpG-A (ODN1668) and poly(I:C) respectively, or transfected with STING agonist 2’3’cGAMP or the RIG-I specific stimulus 5’ppp dsRNA, and the levels of secreted IFN-α/β and IL-6 measured in the supernatants 24h post-stimulation by ELISA. For concentrations used for each stimulus, and detailed
protocols refer to Material and Methods. The dashed line represents the lower detection limit of the assay (number on the side indicates the lowest detected target concentration). B. BMDMs were infected with X31 (MDCK-derived unless otherwise indicated), egg-derived X31 (the strain used for in vivo infections), or PR8 viruses at $10^6$ TCID$_{50}$/ml. Supernatants were collected 24h after infection and type-I IFN content analysed by ELISA. C. Result for IL-6 protein secretion recorded from a separate experiment in the same conditions and same stimulants used as in B. Each symbol is a separate mouse (biological replicates), and statistical significance was concluded where * $p<0.05$; ** $p<0.01$; *** $p<0.001$; **** $p<0.0001$ in a Mann-Whitney t-test with no assumption of normal distribution of data. Non-significant comparisons are not shown). Represented data is from three different assays and is representative of nine independent experiments.

Given the conflicting results on mRNA levels in vivo in the infected lung, I probed for genotype differences in IFN production in a more controlled setting in BMDMs. I also wanted to test whether mRNA production showed the same pattern of inter-genotype differences as the secreted proteins. For this purpose, BMDMs were stimulated with TLR/RLR agonists, or infected with X31 influenza virus (MDCK-derived strain only), and mRNA levels compared between 129S6 and BL/6 cells after 6h of stimulation (Figure 3.6). The most striking differences in Ifn-β1 transcription between 129S6 and BL/6 BMDMs were observed in TLR9, STING and RIG-I specific stimulations (with CpG-A, 2’3’cGAMP and 5’ppp dsRNA, respectively). 129S6 cells showed significantly stronger responses compared to BL/6 controls. It is worth noting that the represented results are compounded from different independent experiments – each row represents the same analysed target, but the separate graphs are representative of different assays. Transfection with lipofectamine did not incur differences in Ifn-β1 levels as a rule. Differences in Il-6 mRNA quantity also seem to be stimulus-dependent, but the trend for stronger responses in the 129S6 BMDMs is more noticeable. In TLR4 stimulation with LPS, a classic activator of NFκB-dependent transcription, Il-6 mRNA levels were significantly higher in 129S6 BMDMs. Similar results were observed upon STING and RIG-I specific stimulations. Stat1 mRNA transcription seems similar between 129S6 and BL/6 BMDMs, except in 2’3’cGAMP stimulation, where, in opposition to the Ifn-β1 result interpretation, the levels of this ISGs are significantly lower in the 129S6 BMDMs. It is important to stress that these stimulations, especially in the case of X31 infection, also showed considerable variations in terms of BL/6 vs 129S6 responses between experiments.
Figure 3.6 Ifn-β1 transcription after RIG-I/STING activation, and Il6 transcription after TLR4/RIG-I/STING stimulation is reliably and significantly higher in 129S6/SvEv BMDMs than in BL/6 controls. BMDMs were incubated with the indicated stimuli (poly(I:C) for TLR3 stimulation, LPS for TLR2, CpG-A for TLR9, transfected 2’3’cGAMP for STING and transfected 5’ppp dsRNA for RIG-I specific activation, or infected with X31 at 10^6 TCID_{50}/ml. 6h after stimulation or infection, cells were harvested and processed for mRNA quantification by QPCR. Each symbol is a biological replicate, ie cells derived from 1 bone marrow. The values are plotted...
as a mean ± SEM and are representative of a fold increase in expression relative to the housekeeping gene HPRT. Statistical significance (* p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons not shown) assessed by a t-test without assumption of normal distribution of data: a Mann-Whitney t-test. Represented data is pooled from three experiments but representative of six independent assays.

After BMDMs, pDC-enriched cultures were tested for responses to TLR9 (through CpG-A and CpG-B) and TLR7 stimulation (transfected poly:U) (Figure 3.7a), as well as TLR7/RIG-I activation through X31 viral infection (Figure 3.7b). The results strongly indicate that 129S6 pDCs show stronger IFN-α/β responses than their BL/6 counterparts. This was more noticeable in the case of IFN-β than IFN-α. However, in opposition to BMDMs, the most striking responses were observed upon PR8 infection, whereas MDCK-derived X31 virus generally yielded lower responses but still significantly higher IFN-β in 129S6 cells.

**Figure 3.7** Flt3L-induced pDC-enriched cultures respond with significantly higher IFN-α/β protein secretion in the 129S6/SvEv background upon viral infection and TLR stimulation. A. pDC-enriched cultures were incubated for 24h with the indicated stimuli (CpG-A and CpG-B (ODN6618) for TLR9, LyoVec® transfected poly:U for TLR7 stimulation) and IFN-α/β secretion in the supernatant assessed by ELISA. B.
Similar to the BMDM experiment, pDC-enriched cell cultures were infected with X31 (MDCK- or egg-derived) or PR8 and IFN-α/β protein quantified by ELISA. Each symbol represents a technical replicate of a pooled bone marrow culture differentiated with Flt3L. Significance as per Mann-Whitney t-test * p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are not shown. Data representative of six experiments.

3.2.3 IFN responses in absence of the IFNAR1-dependent IFN-α/β feedback loop

3.2.3.1 *Ifnar-/-* mouse susceptibility to IAV in vivo

*Ifnar1-/-* mice of the 129S7 and C57BL/6 backgrounds were infected with X31, and their weight loss and survival monitored for two weeks (Figure 3.8). 129S8 and C57BL/6 mice were used as WT controls. While *Ifnar1-/-* mice of both genotypes lost comparable amounts of weight, 129S7*Ifnar-/-* mice showed improved survival compared to the 129S8 controls (although remaining at 50% mortality). The survival curves of the two genotypes looked fairly similar during the first 10 days of the experiment, after which some of the 129S7*Ifnar-/-* mice started to recover and regain weight, whereas all the 129S8 mice succumbed to the infection. This was in concordance with previously published data which stated that blocking the IFNAR1 cascade can rescue 129 susceptibility to influenza (Davidson et al., 2014). Although the differences in weight loss between the two *Ifnar1-/-* genotypes were not noticeable, the survival of C57BL/6*Ifnar-/-* mice remained better than that of the 129S7*Ifnar-/-*. This finding is discussed more in detail in the Discussion part of this chapter. However, as in other weight loss assays, mice that reached clinical endpoints were removed from the groups used for statistical analyses, so the resulting curves may appear more similar than they are in reality.
Figure 3.8 In absence of the IFNAR1 cascade, 129 mouse strain survival and weight loss are improved compared to the WT 129 mice – but survival is still lower than that of the C57BL/6Ifnar1-/- controls. 129S7Ifnar1-/- (n=6), C57BL/6Ifnar1-/- (n=5), 129S8 (n=5) and C57BL/6 (n=3) mice were infected with 800 TCID50 X31 influenza virus per mouse, and their weight and survival were monitored. Coloured numbers in the survival curves indicate number of surviving mice at a given timepoint in infection. Weight loss curves statistical test: 2-way ANOVA, and survival curves: Mantel-Cox log-rank survival test (* p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are not shown). Data representative of two independent assays.

3.2.3.2 Ifnar1-/- BM-derived cell responses in vitro

The increased in vivo susceptibility of the 129 background mice even in absence of the IFNAR cascade indicated a possible cause of increased IFN independent of the IFNAR receptor. However, it was unclear whether this increased susceptibility correlated with increased IFN in vitro, as sources of IFN production upstream of IFNAR can differ between cells and stimuli. Therefore, the in vitro responses of primary mouse cells were assessed in vitro in order to compare the IFN production of 129S7Ifnar1-/- and C57BL/6Ifnar1-/- mice.
Subsequently, responses to TLR/RLR stimuli and influenza virus of IFNAR1-/- cells were assessed *in vitro* in BMDMs and pDC-enriched cultures (respectively Figure 3.9a and Figure 3.9b). When stimulated with LPS (TLR4 recognition) or the influenza virus (RIG-I recognition), 129S7Ifnar1-/- BMDMs responded with significantly higher levels of IFN-β protein secreted compared to the C57BL/6Ifnar1-/. This difference in response was not observed in the case of stimulation with CpG-B (TLR9) but it is worth noting that the overall detected levels of IFN-β protein were extremely low, and close to the lower detection limit of the assay.

Figure 3.9 Even in the absence of IFNAR1 signalling, BMDMs and pDC-enriched cultures of the 129 background respond to TLR stimuli and influenza infection with higher IFN-α/β protein levels than the BL/6 controls. A. 129S7Ifnar1-/- and C57BL/6Ifnar1-/- BMDMs were challenged with LPS, CpG-B or X31 influenza virus, and 24h later supernatants were collected and protein levels assessed by ELISA. Each symbol is a biological replicate, where cells originate from 1 mouse. The bars represent mean ± SEM. B. pDC-enriched cultures were challenged with influenza infection (X31 or PR8, both at 10^5 TCID_{50}/ml) or TLR stimuli (CpG-A, CpG-B and transfected poly:U) and supernatant IFN-α/β protein dosed by ELISA. Each symbol represents a technical replicate of a pooled bone marrow culture cultured as
indicated in Material and Methods. Statistical test: Mann-Whitney t-test: * p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are not shown. Represented data is pooled from different assays (A. and B.) and representative of at least three independent experiments.

Since considerable amounts of produced type-I IFN in pDCs originate from the activation of a positive feedback loop via the IFNAR cascade, the overall levels of type-I IFN (Figure 3.9b) were considerably lower than in the WT BL/6 and 129 cells from previous results. However, it seems like IFNAR1/-/- 129S7 pDCs still produce significantly higher amounts of IFN-α and IFN-β proteins than IFNAR1/-/- C57BL/6 pDCs. This could be observed across different types of TLR stimuli tested, as well as during infection with X31 and PR8. In the case of IFN-β production in X31 infection, the protein levels recorded were very low and no significant difference was observed.

Finally, mRNA synthesis activation was also tested in IFNAR1/-/- BMDMs, in order to compare the results with the previous data obtained in WT-cells. Similar to the WT scenario, very little differences between IFNAR1/-/- 129S7 and IFNAR1/-/- BL/6 BMDMs could be observed. Only in the case of IL-6 production in LPS and CpG-B stimulations did the 129 background show higher activation of transcription than the BL/6 (Figure 3.10a). CpG-A-induced Ifnβ1 transcription was also addressed in slightly earlier stages of stimulation in a separate experiment (Figure 3.10b). Up until 8h of stimulation, a tendency for higher Ifnβ1 expression was observed in the 129S7/Ifnar1/-/- BMDMs. The slight difference in CpG-A 3h stimulation time point between Figure 3.10a and Figure 3.10b is also indicative of inter-experimental variation in these assays. Also, the mRNA expression of IRF3, the master regulator of Ifnβ1 transcription, was unchanged across all conditions and similar between the two genotypes.
Figure 3.10 mRNA synthesis 6h following stimulation is similar between the 129 and BL/6 backgrounds in absence of the IFNAR cascade; *Ifn-β1 mRNA production 3h after CpG-A induction is slightly increased compared to the BL/6 background.

A. BMDMs from IFNAR1−/− 129S7 and IFNAR1−/− BL/6 mice were incubated for 6h in vitro with the indicated stimuli, after which levels of *Ifn-β1, Il-6 and Irf3 mRNA were quantified by QPCR. B. BMDMs were stimulated with CpG-A and the expression of *Ifn-β1 mRNA quantified by QPCR in time. Each symbol represents a technical replicate of a pooled bone marrow culture cultured as indicated in Material and Methods. Mann-Whitney t-test * p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are not shown. Data in A. and B. representative of two independent assays.
3.2.4 Dependence of the type-I IFN high-responder phenotype in vitro on newly synthetized proteins

Given that data seemingly indicated that the origin of high IFN production in infection could be upstream of IFNAR, it was next verified whether it depended on newly synthetized proteins. To this end, a reliable blocker of de novo protein synthesis, cycloheximide, was used. BMDMs were incubated with cycloheximide prior to and during a challenge with LPS. The early responses, mirrored by the triggering of mRNA synthesis, were recorded over a short period of time (to minimise cycloheximide toxicity) in C57BL/6 Ifnar1−/− and 129S7 Ifnar1−/− BMDMs (Figure 3.11). DMSO treatment was used as a control because cycloheximide is dissolved in this solvent.

**Figure 3.11 Blockade of de novo protein synthesis by cycloheximide provokes a surge in Ifn-β1 transcription after LPS stimulation, significantly higher in 129S7 Ifnar1−/− BMDMs.** BMDMs from C57BL/6 Ifnar1−/− and 129S7 Ifnar1−/− mice were incubated with cycloheximide or DMSO for 1h prior and during stimulation with LPS for the indicated times. Dashed lines and empty symbols represent conditions pre-treated with DMSO, and full lines and symbols cycloheximide-treated cells. Each symbol is a mean±SEM representation of 3 biological replicates (3 mice) and is represented as fold increase relative to the expression of the housekeeping gene.
Hprt. Statistical significance was assessed by a 2-way ANOVA with multiple comparisons correction for genotype-driven differences in the corresponding conditions (* p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are not shown). Results representative of two independent experiments.

The observed Ifn-β1 mRNA levels were significantly higher in both genotypes when cells were exposed to cycloheximide. Moreover, IFNAR1-/- 129S7 BMDMs responded with higher levels of Ifn-β1 mRNA than their IFNAR1-/- BL/6 counterparts. The inverse was observed for Il-6 mRNA, where cells treated with cycloheximide exhibited overall lower activation of Il-6 transcription in the case of IFNAR1-/- 129 cells. The levels of Irf7, an ISG, were found to be very low and overall similar in time between genotypes, although they were marginally higher during cycloheximide exposure. Somewhat unexpectedly, higher Irf3 mRNA levels were observed in the IFNAR1-/- BL6 BMDMs than in the 129 background (Figure 3.11), although this was only the case when cells were treated with cycloheximide. Without cycloheximide exposure, the overall transcription of Irf3 was fairly low and similar between the two genotypes.

Further, a similar experiment was performed in WT BMDMs, with LPS stimulation, poly(I:C) stimulation or X31 infection. As in IFNAR1-/- BMDMs, cycloheximide treatment in WT-cells resulted in an increase in mRNA synthesis of Ifn-β1 (Figure 3.12a), and this in both LPS and poly(I:C) stimulation settings. However, in neither of the cases was there a significant difference in Ifn-β1 mRNA between BL/6 and 129 backgrounds. Il-6 transcription was abrogated in presence of cycloheximide upon LPS stimulation, confirming the IFNAR1-/- observations. However, treatment with poly(I:C) in the absence of newly synthetized proteins induced a slight increase of Il-6 mRNA production in the 129 background in time. As expected, Stat1 mRNA production was abrogated soon after the beginning of stimulation, as Stat1 transcription is the result of IFNAR cascade activation and new protein synthesis. There was also no observable difference between the 129 and BL/6 backgrounds.

As with TLR stimulation, RIG-I activation by X31 infection of BMDMs resulted, in time, in a strong increase in Ifn-β1 transcription in presence of cycloheximide (Figure 3.12b). It seems like there is a beginning of a trend for high response in the 129 background, which might continue to become significant at a later timepoint not
investigated in this experiment. Similar results with a slightly more noticeable difference between 129 and BL/6 backgrounds, were observed for **Il-6** mRNA. Ultimately, **Stat1** transcription patterns in X31 infection followed those of LPS and poly(I:C). It seems from this experiment that a common negative regulator produced **de novo** upon stimulation could be restraining **Ifn-β1** and **Il-6** responses. It is also possible that the stress endured by the cells upon exposure to cycloheximide is modifying their responses, which would render the results uninterpretable.

**Figure 3.12 Blockade of de novo protein synthesis by cycloheximide provokes a surge in **Ifn-β1** transcription with stimulus-dependent differences between BL/6 and 129S6/SvEv genotypes.** WT BL/6 and 129S6 BMDMs were exposed to
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cycloheximide or DMSO for 1h prior and during A. stimulation with LPS or poly(I:C) or B. infection with X31, for the indicated times. Dashed lines and empty symbols represent cells pre-treated with DMSO, and full lines and symbols cycloheximide-treated cells. Each symbol is a mean±SEM representation of 3 biological replicates and is plotted as fold increase relative to the expression of the housekeeping gene Hprt. Statistical significance was tested in a 2-way ANOVA with multiple comparisons correction (* p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are not shown) in the corresponding DMSO or cycloheximide conditions between the two genotype backgrounds, and are therefore testing for genotype-dependent differences. Data representative of two independent experiments.

3.3 Discussion

3.3.1 In vivo susceptibility of 129S6/SvEv mouse strain compared to previous findings

The presented results in WT mice in vivo have indicated that the 129S6 susceptibility phenotype-I is similar to that of the 129S7 and 129S8 strains, with higher mortality and stronger IFN-α/β in vivo responses in the lung of these mice compared to BL/6 controls.

It is however important to note that the results presented in this chapter point to another possible source of increased susceptibility to influenza in the 129 background. The weight loss and survival assays in Ifnar−/− mice showed that the BL/6 strain had a clear survival advantage regardless of the IFNAR cascade. Suppressing this signaling pathway would isolate the IFNAR-upstream relative effects as the only source of IFN and cytokine production in these mice. The results observed pointed to a possible inherent, IFNAR cascade-independent differences at the origin of the difference in susceptibility between BL/6 and 129 mice. This is however contradictory to the findings from (Davidson et al., 2014) which determined the interaction of TRAIL/DR5 as a downstream effect of IFN-α/β on survival. Given that both TRAIL and DR5 are ISGs, suppressing the IFNAR cascade would have resulted in similar phenotypes between Ifnar1−/− mice regardless of their background, but this is not observed in this work. Another possibility is that the phenotype differences observed in this case are not due to IFN-α/β at all, but rather to cytokine production. Effectively, 129 strain of mice was shown in the work from (Davidson et al., 2014) to exhibit a cytokine storm during influenza infection. Namely, 129 mice
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showed higher production of pro-inflammatory cytokines compared to the BL/6 strain. It is therefore possible that the susceptibility phenotype of the 129 mice is due, at least in part, to high pro-inflammatory cytokine production.

Also, a surge of pro-inflammatory cytokines and pDC and cDC recruitment was observed as early as 2 days post-infection in the 129S6 mice compared to BL/6 controls, in concordance with susceptibility data. However, while it is known that AM numbers plummet after infection, I currently have no good explanation for significantly lower proportions of AMs in 129 mice observed at day 2 post-infection. It is worth noting that in other experiments this difference was not striking, therefore it is possible that the represented result is due to experimental variability or other conditions during infection. Namely, recent unpublished findings from our team have indicated that microbiome can affect influenza infection susceptibility in the 129S6 strain. Our team has been probing different 129S6 mice for presence of segmented filamentous bacteria, and found that some mice were positive and others not. This could partly explain the variations in results that I have observed. The SFB-positivity will therefore be considered in future experiments. Ultimately, the in vivo phenotype of the 129 mice was previously addressed in detail in work from (Davidson et al., 2014), and the goal of this introductory chapter of this thesis was to reproduce this phenotype-In a subtype of 129 mice. Since this was achieved with success, more focus was brought upon elucidating the molecular signaling pathways that cause the observed phenotype-In different in vitro assays.

As previously indicated, PDCA-1 is an ISG whose expression is upregulated on activated immune cells upon detection of IFN. Since a pan-α-PDCA1 antibody was used in vivo in 129S8 mice to block pDC-driven IFN production (Davidson et al., 2014), it was interesting to observe that in this system PDCA-1 is significantly more present on 129S6 inflammatory monocytes, cDCs and alveolar macrophages. This result indicated a higher activation of ISG production in vivo in innate immune cells in the 129 compared to the BL/6 background. Moreover, this result could also indicate that, while the increased IFN production in the 129 background could originate from upstream of IFNAR, it could be further amplified by the increased activity of the Jak/Stat pathway. The expression of PDCA-1 on pDCs was not represented because positivity for this marker was used as a gating criterion (see Appendix Figure 8.1 and Figure 8.2). This result indicates that the in vivo reduction of IFN-α/β levels could not be attributed solely to pDCs, as monocytes, DCs and
alveolar macrophages are also important sources of \textit{in vivo} IFN-α/β (Swiecki and Colonna, 2011).

3.3.2 \textit{In vitro} stimulation of 129S6/SvEv BMDMs and pDCs

In both BMDM and pDC stimulations \textit{in vitro}, the phenotype of stronger 129S6 responses was generally observed with different stimuli. I will address the separate stimuli results more in detail in the general discussion, as their analysis will be more informative by comparing them with results still to follow. Interestingly, both \textit{in vivo} and \textit{in vitro} I was unable, through multiple different experiments, to observe robust and reproducibly significant differences in mRNA expression of \textit{I\textit{f}}n-\textit{β1} between the two genotypes. It is essential to note that experimental variability was observed in these assays and that the results should be interpreted with some caution. However, this result (and the variability) could also be indicative of post-transcriptional or post-translational differences between genotypes. It is imaginable that the IFN and cytokine mRNA, although initially expressed at the same level as in the BL/6 cells, is more stable in the 129 background due to an absence of quality control or degradation mechanisms, which could result in an ultimate increase in protein synthesis. Alternatively, the protein synthesis or export could be differentially regulated in the two backgrounds. This will be further developed in the Discussion chapter of this thesis.

Ultimately, it seems like the 129 phenotype originates upstream of the IFNAR1 cascade, as globally IFNAR1/- mice \textit{in vivo} and \textit{in vitro} mirror the WT counterpart phenotypes. The subtle indication of this result points towards a pathway deregulation upstream of the IFNAR receptor, or to an inherent property of the 129 genotype that primes it for stronger responses in infection. However, based on these results, it cannot be excluded that a difference in regulation dependent the IFNAR cascade amplifies the initial high responses in 129 mice.

Cycloheximide-driven blockade of newly synthetized proteins yielded few differences between the two genotypes. While the behaviour of the whole system tends to change with cycloheximide introduction (molecular brakes of \textit{I\textit{f}}n-\textit{β1} transcription are lifted, for example, indicating a possible SOCS1 blockade), the differences between genotypes were observed only in some cases, namely in WT setting in TLR3 stimulation with poly(I:C), or in IFNAR1/- cells in stimulation with
LPS (not reliably reproduced in the WT-cells). However, an interesting pattern in IL-6 expression regulation was observed, where newly synthetised proteins were necessary for IL-6 expression in TLR4 stimulation, but not in TLR3 activation or in absence of stimulus. The same findings in LPS stimulation were found in IFNAR1-/- cells. In both cases, the effect of cycloheximide on IL-6 expression was largely genotype-Independent, with transcription abrogation noted in both BL/6 and 129S6 backgrounds. TLR4 signaling relies on MyD88-dependent branch for NFκB activation, but also shares a TRAF3/TRIF MyD88-independent branch with the TLR3 signaling cascade, resulting in NFκB activation. MyD88 is a known ISG, so it is imaginable that cycloheximide could specifically affect the signaling cascade downstream of MyD88. The Ifn-β1 expression seems unaffected by cycloheximide treatment in BMDMs, indicating a dependence on a non-ISG transcription factor. This finding is in concordance with the fact that IRF3 is the master regulator of IFN expression in macrophages, and that it was shown in this chapter that the Irf3 expression is unhindered (and even stimulated) by cycloheximide in IFNAR1-/- cells.

3.3.3 Overall conclusion

Generally, while some experimental variation was observed and reported in this chapter, a reproducible positive correlation between high IFN-α/β production and influenza susceptibility was observed in comparisons of BL/6 and 129S6 mice in vivo. Overall, higher IFN and cytokine productions were observed in vitro in 129 cells as well, although the intensity of the differences depended strongly on the cell type and the stimulus and was prone to variation. While variations were observed in IFN-β protein expression to in vitro stimulations, IFN-α responses were more reproducibly higher in the 129 background. This could possibly indicate a synergy between cascades upstream and downstream of IFNAR to produce such a signature high response in 129 mice. However, the results from this chapter have proven that signaling cascades preceding IFNAR signaling are sufficient to generate significant differences both in vivo and in vitro between BL/6 and 129S6 mice in IFN production and ultimately influenza susceptibility. A candidate locus possibly involved in generating these disparities is addressed in the following Results chapter.
Chapter 4. Results 2: Susceptibility to influenza and the *in vitro* responses of a congenic 129S6 mouse strain, 129.C3BR17

4.1 Introduction

Previous experiments have shown that the causes of elevated IFN-α/β production could originate from upstream of the IFNAR-mediated autocrine loop. However, no candidate genetic region or candidate gene causing high IFN production had been investigated in detail.

As mentioned in the Introduction of this thesis, a congenic mouse model of 129S6 origin was created by the team of Fiona Powrie in 2012 (Boulard et al., 2012). The study showed that the high susceptibility to *H. hepaticus*-induced colitis in 129S6 mice is rescued in the congenic model. The congenic mice, carrying a 1.7Mb locus named R17 (or Hiccs) of BL/6 origin on Chromosome 3 in the place of the endogenous 129S6 one, had lowered morbidity and mortality in infection with *H. hepaticus* compared to 129S6 controls (Boulard et al., 2012).

Compared to the colitis-resistant C57BL/6 strain, 129S6 mice showed increased intestinal inflammation and, in consequence to long term *H. hepaticus* infection, development of neoplastic lesions and cancer (Boulard et al., 2012). By inserting the congenic Hiccs (R17) locus of BL/6 origin into the susceptible mice, a decrease in production of pro-inflammatory cytokines (IL-17, IL-22, MIP-1α, TNF-α) was observed in the intestine (Boulard et al., 2012). Moreover, congenic mice were less likely to develop neoplasia and colon cancer on the long term.

The Hiccs (R17) locus is a telomeric region containing three hypothetical and five identified genes, as well as five miRNAs. Amongst known protein-coding genes are Larp7, Neurog2, Alpk1, Tifa and Ap1ar. Larp7 was shown to participate in telomere maintenance (Holohan et al., 2016), while Neurog2 mediates neuronal reprogramming (Smith et al., 2016). Tifa encodes a binding partner protein of TRAF6 (Takatsuna et al., 2003) and, interestingly, Alpk1 as well (Milivojevic et al., 2017). The roles of Alpk1 were less well described at the beginning of this work, but the encoded protein has now been implicated in innate immune responses to bacteria (see Chapter 5 for more detail) (Zhou et al., 2018). Meanwhile, Ap1ar was implicated
in endosomal transport and linked to pro-inflammatory responses through a binding
partner protein in TLR4 signalling (Mertins et al., 2017).

In the same study, (Boulard et al., 2012) examined the R17 locus and its
components by sequencing and expression analyses to compare the 129S6 and
C57BL/6 strains. The mRNA expression of different genes in the colon was
compared between congeneric mice with the R17 locus of BL/6 origin (129.C3BR17
mice), and the susceptible negative controls bearing a different BL/6 congenic locus.
Ap1ar was found to be more highly expressed in resistant 129.C3BR17 mice,
whereas Alpk1 expression was lower compared to susceptible strains. Amongst
protein-encoding genes in the locus, only Alpk1 and Larp7 exonic sequences
contained missense variants between BL/6 and 129S6 genomes, respectively 17
and 2. The total number of exonic polymorphisms between BL/6 and 129S6
sequences reported for these two genes was respectively 31 and 8 (Boulard et al.,
2012).

Given these findings and clear parallels to our influenza model, the R17 locus
was interesting to study as a candidate locus for high IFN-α/β production and
increased influenza susceptibility (Davidson et al., 2014). In this chapter, I show
results of in vivo and in vitro experiments aimed at comparing this congeneric mouse
strain with 129S6 and BL/6 controls. The assays performed in vivo probed for
susceptibility to influenza infection in congeneric mice, as well as IFN-α/β and cytokine
production and immune cell recruitment in the lung.

To study whether the origin of the R17 locus (BL/6 or 129S6) could modulate
the pathways leading to IFN production, in vitro experiments on previously described
BMDM and pDC-enriched cultures were performed. In this chapter, I show
comparisons of mRNA synthesis and protein secretion upon influenza infection or
receptor pathway activation in BL/6, 129S6 and 129.C3BR17 cells. In addition, early
pathway activation events are studied by assessing phosphorylation levels of some
key factors leading to IFN and cytokine production. Notably, phosphorylation of TBK1
and NFκB p65 subunit in Toll-like receptor pathways (Kawai and Akira, 2011), (Gilliet
et al., 2008), influenza recognition via RIG-I (Goraya et al., 2015) and cGAS/STING
activation (Chen et al., 2016), are compared in BL/6, 129S6 and 129.C3BR17
BMDMs.

All the genes contained within the R17 locus (see Introduction) had been
sequenced in the 129 background by Powrie and her team (Boulard et al., 2012).
One of them, Alpk1, was found to have 17 non-synonymous mutations in the 129 background compared to BL/6. In this chapter, I show the mRNA expression of different genes from this locus in BMDMs of BL/6, 129S6 and congenic mice. This was done with the goal to assess whether the transcription of any of these genes is controlled locally (from within the R17 locus), and whether it was influenced by influenza infection or receptor pathway stimulation.

4.2 Results

4.2.1 In vivo studies of the congenic 129.C3BR17 strain: susceptibility and in vivo IFN-α/β and cytokine production in response to influenza

The susceptibility to influenza of 129.C3BR17 mice was tested by following their weight loss and survival for two weeks post-infection and comparing it to the 129S6 and BL/6 controls (Figure 4.1).

![Figure 4.1] Weight loss patterns of 129.C3BR17 and 129S6 mice are similar up to day 10 post-infection, but the overall survival of infected 129.C3BR17 mice is significantly improved. C57BL/6 mice (n=6), 129S6 mice (n=5) and 129.C3BR17 mice (n=6) were infected with the X31 influenza virus at 3500 TCID₅₀ / mouse. Numbers in corresponding colours indicate the number of mice at an indicated day post-infection (survival curves). Their weight loss and survival were monitored for 14 days. Weight loss curves statistical tests 2-way ANOVA, compared BL/6 and 129S6 survival curves separately to the 129.C3BR17 one. Indicated significance in green indicates significant differences 129S6 vs 129.C3BR17 and in black BL/6 vs 129.C3BR17 (significance * p<0.05; ** p<0.01; p<0.001). Survival tests log-rank (Mantel-Cox, significance ** p=0.0024). Where no stars are indicated, no statistical significance was found during testing. Data representative of five independent experiments.
Interestingly, the 129.C3BR17 congenic mice showed improved survival compared to the 129S6 mice (which had 100% mortality). This result demonstrated that substituting the endogenous R17 locus for its BL/6 allele is sufficient to improve the survival of the 129 strain in influenza infection. It is therefore possible that one or more gene(s) within this locus, when in a 129 copy, contribute to the increased susceptibility to influenza of 129 mice. However, the result represented here is the most striking of all that were obtained when repeating this experiment. The survival of R17 mice ranged from 50% to 100%, whereas the weight loss patterns were reproducibly similar to those of 129S6 mice up to day 10 of infection. This could be due to varying infection conditions or perhaps some other environmental factor.

As increased IFN-α/β and cytokine levels in 129S6 mice are associated with poor survival in influenza, 129.C3BR17 BAL was probed for these proteins at different times post-infection (Figure 4.2). At the peak time of IFN synthesis (day 2 post-infection, Figure 4.2a), significantly less of IFN-α/β was detected in the BAL of congenic mice than in 129S6 mice. A similar trend was observed for IL-28 (IFN-λ) as well. Overall, at later points of infection, less type-I IFN is present in the lungs of infected mice, and IL-6 expression remains induced throughout the infection. Therefore, at day 4, and especially at day 7 post-infection (Figure 4.2b), the differences in IFN synthesis between 129S6 and congenic mice are less pronounced. Interestingly, the expression of IL-6 in the lung of congenic mice was not significantly different to that of the 129S6 control, in all three analysed timepoints post-infection.
Figure 4.2 Type-I IFN responses in the BAL of infected congenic mice are reduced in amplitude compared to the 129S6 controls, while IL-6 levels are similar between the two genotypes. Mice were infected with X31 at 3500 TCID₅₀ / mouse and IFN-α, β, γ, and IL-6 protein levels assessed in the BAL fluid by ELISA at the indicated times post-infection. A. 2 days, B. 4 days and 7 days. Each symbol represents one mouse and experiments in a) and b) are independent. Statistical test: Kruskal-Wallis ANOVA test with no assumption of normal distribution of data. * p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are not shown. Data in A. representative of three experiments, and data in B. and C. of one experiment each.

As part of the influenza-induced morbidity phenotype-In 129S6 mice, a cytokine storm (a surge in pro-inflammatory cytokine production), was described in this background. In Chapter 1 it is demonstrated that levels of different cytokines and chemokines are higher in 129S6 lungs than in the BL/6 controls. Since type-I IFN production is lowered in congenic mice compared to 129S6 mice, the next step was to assess the levels of cytokines and chemokines in the lung of congenic mice two
days after infection (Figure 4.3). While the IL-6 levels showed a trend for reduction in the 129.C3BR17 mice, this was not significant, thus confirming previous findings. Similar trends were observed for IL-12p70, IL-1β, TNF-α and GM-CSF. In the case of IL-27, MCP-1 and MIP-1α and β, a statistically significant reduction compared to 129S6 levels was observed in congenic mice. These molecules are pro-inflammatory cytokines and chemokines and participate in the recruitment of monocytes and other immune cells to the infected lung. This result, in light of other findings in this chapter, will be analysed more in detail in the Discussion of this chapter.
Figure 4.3 The lung of 129.C3BR17 mice at day 2 post-infection contains less IL-27, MCP-1, MIP-1α and MIP-1β, whereas multiple other pro-inflammatory cytokines are at the same level as in 129S6 mice. BL/6, 129S6 and 129.C3BR17 mice were infected with X31, and at day 2 post-infection, different cytokines and chemokines were quantified in the BAL by a multiplex ELISA assay. Each symbol represents one mouse. All values on y axes are represented as protein quantities in pg/ml. Dashed lines represent the lower detection limit where relevant (the exact limit in pg/ml being...
denoted by the number on the right). Statistical test: Kruskal-Wallis ANOVA (no assumption of normal distribution of data) * \( p<0.05 \); ** \( p<0.01 \); *** \( p<0.001 \); **** \( p<0.0001 \); non-significant comparisons are not shown. Data from one experiment.

Given the multiplex results, it was interesting to compare the recruitment of immune cells to the lung at day 2 post-infection between congenic mice and the BL/6 and 129S6 controls (Figure 4.4a). Proportions of eosinophils, neutrophils and dendritic cells remained higher than in the BL/6 mice, following the 129S6 trend. CD4+ T-cell proportions early in infection were also slightly higher in the congenic mice than in the BL/6 mice. Like 129S6 mice, congenic mice also had highly reduced proportions of B-cells in the lung, significantly lower than in the BL/6 controls. Inversely, pDC proportions showed a clear trend of reduction compared to 129S6 mice, which was in concordance with the previous observation that IFN-\( \alpha/\beta \) levels in the lungs of congenic mice were lowered compared to 129S6 mice. Significant reduction in PDCA-1 expression on 129.C3BR17 lung-dwelling immune cells compared to 129S6 one was detected only on dendritic cells, indicating a possible lower activation of these cells in the congenic background (Figure 4.4b).
Figure 4.4 A reduction in pDC recruitment is observed in 129.C3BR17 mice compared to 129S6 controls at day 2 p.i; the PDCA-1 expression in DCs and monocytes show a reduction in congenic mice compared to 129S6. Mice were infected with 3500 TCID\(_{50}\) / mouse of X31 virus, and at day 2 post-infection the composition of the lung A. and PDCA-1 expression on immune cell subtypes B. were assessed by flow cytometry. NB this experiment is the same as in Figure 3.3f of this thesis, with the addition of R17 mice here. Each symbol represents one mouse. Statistical test – Kruskal-Wallis ANOVA without assumption of normal distribution of data (* \(p<0.05\); ** \(p<0.01\); *** \(p<0.001\); **** \(p<0.0001\)). Where no * indicates a pairwise comparison, no statistical significance was detected. Data representative of three experiments.
The mRNA expression of *Ifn-β1*, *Il-6* and *Irf7* was assessed in the lungs of infected congenic mice and BL/6 and 129S6 controls, as a means to verify whether it mirrored the observed differences in protein expression levels. At 24h post-infection, the mRNA expression of all three targets in 129.C3BR17 lungs was similar to the one in BL/6 controls (Figure 4.5). At 48h post-infection, 129S6 mice seemed to show a trend for high mRNA synthesis, whereas in congenic mice these levels stayed comparable to BL/6 controls. For comparison, in Figure 3.4 of this thesis, the differences between BL/6 and 129S6 mice in mRNA expression in the lung at 48h post-infection were significant, whereas here only a trend is observed. This is more evidence of the variability observed in the QPCR assays in the whole lung in this project.

![Figure 4.5 mRNA expression of *Ifn-β1*, *Il-6* and *Irf7* in the lung of infected congenic mice corresponds to that of the BL/6 controls and remains lower than the one of 129S6 mice. Mice of three genotypes were infected with 3500 TCID50/mouse of X31 and whole lungs taken at 24h or 48h post-infection. mRNA was quantified by QPCR and the values represent the fold increase in expression relative to that of the housekeeping gene *Hprt*. Each symbol represents one mouse. Statistical test Kruskal-Wallis ANOVA was non-significant for all pairwise comparisons. 24h data representative of one experiment, and 48h data representative of two experiments.](image-url)
4.2.2 BMDM and pDC assays to test responses to stimuli and infection *in vitro* in 129.C3BR17 cells

*In vitro* assays were performed to assess IFN-α/β and IL-6 production in 129.C3BR17 cells in response to stimuli and compare it to BL/6 and 129S6 cells. Firstly, BMDMs were stimulated with CpG-A (TLR9), poly(I:C) (TLR3), 2’3’cGAMP (cGAS/STING), 5’ppp dsRNA (RIG-I), LPS (TLR4), or infected with different strains of influenza virus (Figure 4.6). In response to a set of stimuli (Figure 4.6a), no significant reduction in IFN-α production compared to 129S6 levels was observed in the congenic BMDMs. The was a tendency for reduction in IFN-α production during TLR3 signaling (activated by poly(I:C)) but this was not significant. However, IFN-β protein levels were reduced in 129.C3BR17 compared to 129S6 cells, indicating that IRF3-mediated transcription could possibly be reduced by the introduction of the BL/6 allele of the R17 locus into the 129S6 genome. On the other hand, and in concordance with the *in vivo* data, IL-6 expression by congenic BMDMs was comparable to that in the 129S6 mice, and significantly higher than in BL/6 ones. This was observed across different stimulation conditions. Two different infection experiments are represented in Figure 4.6b as a demonstration of the observed inter-experimental variability. However, the common finding was that the IFN-α/β protein levels in 129.C3BR17 BMDMs were not significantly reduced compared to the 129S6 ones. Just like in the case of TLR stimulations, influenza infection resulted in high IL-6 levels in congenic cells, comparable to or higher than those recorded in the 129S6 cells. It is therefore possible that NFκB target expression is independent of the R17 locus origin. Stimulation through LPS (Figure 4.6c) resulted in similar patterns as other TLR stimuli, except in the case of IFN-α where a significant decrease compared to 129S6 levels was observed. An important reservation to have when considering the results of this figure is that BMDMs are not primary producers of IFN-α and that they are rather “specialised” in IFN-β production controlled by IRF3. These results will be further discussed in this chapter’s and the general discussion.
Figure 4.6 There is variability in IFN-α/β production responses from in vitro stimulated BMDMs; the TLR3 pathway could be affected by the R17 locus, but NFκB target IL-6 expression is unchanged. BMDMs were derived from BL/6, 129S6 and 129.C3BR17 mice as previously described. Cells were stimulated with indicated stimuli (see Material and Methods for concentrations) A., C. or infected with different strains of influenza virus \((10^6 \text{ TCID}_{50}/\text{ml})\) for 24h B., and supernatants analysed for IFN-α/β and IL-6 expression by ELISA. Each symbol represents one mouse. NB
These results are from the same experiment as Figure 3.5. Statistical testing – Kruskal-Wallis ANOVA test; * p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001. Where no * indicates a pairwise comparison, no statistical significance was detected. Data in A and C is representative of seven independent experiments and represents data pooled from three different assays; data in B is representative of two experiments.

Early responses to receptor-mediated pathway stimuli and to influenza virus were assessed by measuring mRNA transcription activity. *Ifn-β1*, *Il-6* and *Stat-1* transcription was quantified in BL/6, 129S6 and 129.C3BR17 BMDMs in order to compare it to protein expression patterns. Similar to previous findings comparing BL/6 and 129S6 only, mRNA levels were overall similar across genotypes and stimuli (Figure 4.7a). Only during STING activation by 2′3′cGAMP, a pathway that results exclusively in IFN production, was a reduction of *Ifn-β1* mRNA synthesis in congenic BMDMs in comparison to 129S6 controls observable. However, in infection with X31 (Figure 4.7b) a trend for reduction in *Ifn-β1* and *Il-6* mRNA levels was observed in the congenic mice. Interestingly, in all of the stimulations tested in different pathways, *Stat1* mRNA synthesis was comparable between genotypes, as was *Irf7* mRNA in influenza infection. Overall, these results indicate that the genotype of the R17 locus has limited influence on mRNA levels of *Ifn-β1*, *Il-6* and the two tested ISGs *Stat1* and *Irf7*. It is possible that this effect is either exerted later during stimulation or directly at the protein level instead.
Figure 4.7 The origin of the R17 locus affects induction of *Ifn-β1* and *Il-6* mRNA in infection and STING stimulation in vitro. BMDMs from BL/6, 129S6 and 129.C3BR17 mice were stimulated with the indicated pathway stimuli **A**. or infected with the X31 virus **B**. mRNA was quantified after 6h of stimulation by QPCR. Each symbol represents a single mouse. Results are represented as mean ± SEM. Statistical test: Kruskal-Wallis (* p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are not shown). NB: the represented data is from the same experiment as Figure 3.6. Data representative of four independent experiments.
As pDCs are biggest IFN producers *in vivo* and their type-I IFN levels were reduced early on in infection, responses of the 129.C3BR17 pDC-enriched cultures were also tested *in vitro* (Figure 4.8). In response to influenza infection, regardless of the virus strain used, a significant reduction in IFN-α/β protein production was detected in 129.C3BR17 pDCs compared to 129S6 controls. In fact, the expression of type-I IFN was reduced to levels comparable to those of BL/6 cells. In the case of TLR9 stimulations (CpG-A, CpG-B) or TLR7 stimulation (poly:U), IFN-β protein levels were significantly reduced in congenic cells compared to 129S6 ones. Therefore, the R17 locus origin is seemingly pertinent in pDC-driven IFN-α/β production in response to stimuli and infection. This result was interesting because influenza virus recognition happens through different pathways in BMDMs and pDCs. These results will be discussed further in this chapter.
Figure 4.8 The BL/6 allele of the R17 locus contributes to the reduction of IFN-α/β secretion in pDC-enriched cultures. pDC-enriched cultures were derived from BL/6, 129S6 and 129.C3BR17 mice and infected with different strains of influenza (10^5 TCID_{50}/ml) or stimulated with TLR stimuli (CpG-A, CpG-B, poly:U) for 24h. Supernatants were harvested for protein quantification by ELISA. Each symbol represents one mouse (biological replicates). Statistical test: Kruskal-Wallis ANOVA, * p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are not shown. Data representative of three independent experiments.

4.2.3 Impact of de novo synthetised proteins on the in vitro responses of 129.C3BR17 BMDMs

At this point in time it was not clear where exactly the R17 locus could be having an impact on IFN and cytokine production, in order to explain how it was affecting the survival of mice in influenza infection. Therefore, mRNA synthesis in response to X31 infection, and LPS and poly(I:C) stimulations was recorded in
BMDMs exposed to cycloheximide (a blocker of *de novo* protein synthesis) (Figure 4.9). Overall, the patterns of mRNA production in the congenic strain were comparable to those in BL/6 and 129S6 BMDMs, regardless of target studied (*Ifn-β1, Il-6, Stat1*) or stimulus used. In case of *Ifn-β1*, an increase in mRNA quantity upon cycloheximide treatment over time was observed. This was the case both in steady state and in all stimulations, although it was not significantly disparate between genotypes. *Il-6* expression was increased in cells exposed to cycloheximide in absence of stimuli. Similarly, in X31 infection and TLR3 stimulation with poly(I:C), *Il-6* transcription was increased in BMDMs of all three genotypes. Transcription of *Il-6* was only abrogated in presence of cycloheximide upon LPS stimulation, indicating a possible *de novo* synthetised factor connected to the TLR4 pathway that impacts *Il-6* production negatively. Once again, *Stat1* expression was unaffected by the genetic background, and abrogated upon cycloheximide exposure. It is clear from this experiment that regardless of the stimulus or cycloheximide treatment, the responses of 129.C3BR17 BMDMs were comparable to those of 129S6 controls.
Figure 4.9 R17 locus origin does not encode differences in responses to cycloheximide treatment compared to BL/6 or 129S6 controls in BMDMs. Cells were infected with X31 (10^6 TCID_{50}/ml) or stimulated with LPS or poly(I:C) for the indicated times and *Ifn-β1, Il-6* and *Stat1* mRNA levels quantified by QPCR. Cells were incubated with DMSO or cycloheximide for 1h before and during the stimulation. DMSO was used a treatment control. Results are represented as mean ± SEM of three biological replicate samples. NB: results represented here are from the same experiment as in Figure 3.12. Statistical test: two-way ANOVA (Kruskal-Wallis test) * p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are not shown. Only the pairwise comparisons between DMSO conditions for three genotypes, or cycloheximide conditions for three genotypes were examined. No statistical significance was found amongst these groups, and other
comparisons are not shown for clarity. Data representative of two independent experiments.

4.2.4 Activation of cascades leading to IFNα/β or cytokine production in 129.C3BR17 BMDMs

The signalling events leading up to IFN and IL-6 transcription involve the phosphorylation of components of signalling pathways. Typically, IL-6 transcription is triggered by NFκB activation, which happens through phosphorylation of its subunit p65. IFN-α/β transcription can be triggered by both IRF3 phosphorylation and NFκB activation and their translocation to the nucleus. Upstream, activation of TBK1 or p38 by phosphorylation are important steps in signal transduction of many different cascades. In order to address phosphorylation patterns of different factors within the RIG-I, STING and TLR4 cascades, BMDMs were stimulated for short times (1h, Figure 4.10a) or longer times (7h, Figure 4.10b) before investigating phosphorylation patterns of TBK1, p38 and p65. Total protein levels were also compared between genotypes. In short stimulations with LPS and 2’3’cGAMP there was no discernible difference in phosphorylation of p65, p38 or TBK1. However, 1h after influenza infection, a slight increase in p65 and p38 phosphorylation was observed in the 129S6 and 129.C3BR17 BMDMs compared to BL/6 mice. Phosphorylation of TBK1 was not detected at this timepoint in infection. It is worth noting however, that 7h post-infection (Figure 4.10b), there was no discernible difference in either p65 or p38 phosphorylation between the three genotypes, although both targets were notably more phosphorylated than in the control condition. Overall, these results indicate a possible higher phosphorylation and activation of NFκB p65-mediated transcription in the 129 background. No significant impact of the R17 locus genotype was observed in this assay, regardless of the timepoint of stimulation or the stimulus analysed.
Figure 4.10 At early timepoints of infection and LPS stimulation, increased phosphorylation of p65 (NFκB) and p38 are detected in the 129S6 background, regardless of the R17 locus genotype. BL/6, 129S6 and 129.C3BR17 BMDMs were incubated in 1% FCS media overnight to reduce background phosphorylation before stimulation in vitro with X31 (10^6 TCID₅₀/ml), 2’3’cGAMP or LPS for the indicated times. Total protein from cell lysates was quantified using the Bradford dosage assay and separated by size on a 10% Bis-Tris Gel (as described in Material and Methods). Protein extracts were probed for expression of targets indicated in the middle and on the right using anti-mouse primary antibodies coupled to HRP-coupled secondary antibodies. Shorter time points of 1h A. or longer stimulation of 7h B. were examined by WB. Results represent three independent experiments.

4.2.5 Expression of genes in the R17 locus in BMDMs in vitro

The R17 locus, the only portion of BL/6 genome in congenic mice in an otherwise 129 genome, contains 7 genes and miRNAs. The function of these sequences in influenza infection, as well as expression patterns of the genes within this locus are unknown. Therefore, mRNA levels of Ap1ar, Larp7, Tifa, Alpk1 and the pseudogene 573Rik were quantified in stimulated BL/6, 129S6 and 129.C3BR17 BMDMs (Figure 4.11). The stimulants used were influenza infection (RIG-I), poly(I:C) (TLR3) and LPS (TLR4) stimulations. This assay was also a means to verify if the
expression of genes from the R17 locus was inducible by stimulation of the mentioned pathways. Tifa was the gene with the highest mRNA expression of all targets, but no discernible difference in expression was noted between genotypes. Ap1ar, 573Rik and Larp7 showed overall lower transcription levels and similar expression across genotypes. While Alpk1 expression levels were generally low, the differences between genotypes were the most striking. The highest Alpk1 mRNA expression was detected in 129S6 BMDMs in both unstimulated and stimulated cells, whereas BL/6 and 129.C3BR17 cells had similar levels of expression significantly lower than in 129s. Moreover, it seems like Alpk1 expression in 129S6 cells was induced by all three stimuli to different extents. Overall, this result indicated that Alpk1 was the only gene within the R17 locus whose expression was different in 129 and BL/6 backgrounds, and seemingly controlled from within the R17 locus.
Of all genes inside the R17 locus, only the transcription of *Alpk1* is modulated from within the locus itself. BL/6, 129S6 and 129.C3BR17 BMDMs were stimulated with poly(I:C), LPS, or infected with X31 (10^6 TCID_{50}/ml) for 24h, and the mRNA quantified by QPCR. Each symbol represents a BMDM culture derived from one mouse. Represented values of expression are relative to the expression of the housekeeping gene HPRT. Statistical test: 2-way ANOVA; significance * p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001, non-significant comparisons not shown. Data representative of two independent experiments.

*Alpk1* is the gene with most non-synonymous SNPs in exons detected between C57BL/6 and 129S6 mice (as reported by (Boulard et al., 2012)). Also, the mRNA expression of *Alpk1* seems affected by the genotype of the R17 locus and stimulation. Therefore, patterns of *Alpk1* expression were further analysed to
determine the transcription levels of ALPK1 in stimulation, its dependence on the R17 locus origin, newly synthetised proteins, and the IFNAR cascade (Figure 4.12 a, b, c and d, respectively). It is worth noting that, in the effort to analyse the expression of ALPK1 further, protein quantification by WB was attempted multiple times using different commercially available antibodies. Unfortunately, none of the antibodies tested were able to detect ALPK1 protein in BMDMs. Therefore, all studies of Alpk1 expression presented in this thesis are relative to its mRNA expression, with all the reservations the discussion of these results entails.

Just like in previous analyses, Alpk1 expression after 6h of TLR9 stimulation with CpG-A was the highest in the 129S6 background, while 129.C3BR17 BMDMs showed similar expression patterns as C57BL/6 controls (Figure 4.12a). This was also true in the case of STING pathway activation with 2’3’cGAMP and RIG-I specific stimulation with 5’ppp dsRNA. Given that the transcription of Alpk1 is seemingly controlled from within the R17 locus, mRNA levels of Alpk1 were assessed in congenic F1(129.C3BR17x129wt) BMDMs where one R17 allele was of BL/6 and the other of 129S6 origin (Figure 4.12b). In the case of LPS stimulation especially, there was a step-wise reduction in Alpk1 mRNA quantity in the 129 background with every introduced BL/6 copy of the R17 locus. At steady state and in TLR9 activation by CpG-B, similar expression of Alpk1 mRNA was detected in the 129S6 BMDMs with both or one 129S6 copy of the R17 locus. It is therefore possible that the BL/6 copy of the transcription entity affecting Alpk1 transcription is dominant and less active than its 129S6 counterpart. Further, in eliminating de novo protein synthesis using cycloheximide (Figure 4.12c), Alpk1 expression was not affected in the early stages of X31 infection or TLR3 and TLR4 stimulations (poly(I:C) and LPS, respectively) in the BL/6 or congenic BMDMs. However, in the 129S6 background there was a clear reduction in expression in cells exposed to cycloheximide, starting at 2h post-stimulation. This indicates another peculiarity of Alpk1 transcription in the 129S6 background, which seems to be at least partially affected by newly synthetised proteins. It is however worth noting that the unstimulated cells exposed to cycloheximide or DMSO showed similar patterns of Alpk1 expression as the stimulated ones. There was no notable induction of Alpk1 mRNA expression in the early stages of stimulation. Ultimately, the dependence of Alpk1 mRNA synthesis on the IFNAR cascade was also addressed in X31 infection and LPS stimulation (Figure 4.12d). While overall levels of Alpk1 mRNA were notably lower than in the WT-cells,
there was a trend for higher expression in 129S7/Ifnar1−/− BMDMs compared to Ifnar1−/− BL/6 controls. This possibly indicates a mechanism of transcription control in the 129 genome that is independent of the IFNAR1-mediated cascade.

**Figure 4.12** Alpk1 mRNA expression in different stimulation conditions is modulated by the genetic origin of the R17 locus, and is dependent on de novo protein synthesis. BMDMs from BL/6, 129S6 and 129.C3BR17 mice were cultured as previously described and stimulated for 6h unless otherwise indicated. Alpk1 mRNA was quantified by QPCR and results are represented as fold enrichment compared to the expression of the housekeeping gene HPRT. A. 6h-long stimulation
with CpG-A (TLR9) and lipofectamine-transfected stimuli 2’3’cGAMP (cGAS/STING) and 5’ppp dsRNA (RIG-I). Each symbol represents BMDMs from one mouse. B. Expression of Alpk1 mRNA after 6h of stimulation with CpG-B or LPS, in different genotypes. BL/6, 129S6, 129.C3BR17 Het (one copy of R17 BL/6 and the other of 129S6 origin), and 129.C3BR17 (both copies of R17 of BL/6 origin, WT congenic mice). Each symbol represents BMDMs derived from one mouse. C. Time-course of infection with X31 (10^6 TCID_{50}/ml), and stimulation with poly(I:C) or LPS, for 1h, 2h, and 3h post-stimulation. Alpk1 mRNA expression is analysed in presence of cycloheximide (full lines) or DMSO (dashed lines, controls). Cells were treated with cycloheximide or DMSO for 1h before and during stimulation. Results are represented as mean ± SEM of three biological replicates for each sample and each timepoint. D. Alpk1 mRNA expression in Ifnar^−/− BMDMs (BL/6 and 129 backgrounds), 6h post-infection with X31 (10^6 TCID_{50}/ml) or post-stimulation with LPS. Each symbol represents one mouse. Statistical tests in all graphs 2-way ANOVA, of significance * p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001, non-significant comparisons not shown. Data pooled from different independent assays (each subsection of the figure is from a different experiment).

4.3 Discussion

Experiments in this chapter aimed to verify whether the R17 locus in Chr3 was of interest in studying the causes of influenza susceptibility and high IFN production in 129 mice. Since the congenic strain 129.C3BR17 contains the R17 locus of BL/6 origin embedded into the 129S6 genome, it was possible to compare the effects of having a BL/6 or a 129 copy of the locus on IFN-α/β and cytokine production in vivo and in vitro.

4.3.1 In vivo susceptibility and IFN/cytokine production of 129.C3BR17 mouse strain in IAV infection

Taking into account the decreased susceptibility to influenza and lower IFN-α/β production early in infection in congenic 129.C3BR17 mice, it is possible that the R17 locus is a partial contributor to the 129 phenotype and, in part, the cause of high IFN-α/β production in mice. However, R17 origin is not sufficient to explain other data in this chapter. 129S6 susceptible mice experience a “cytokine storm”, whereas in the analysed time points during infection, the production of IL-6 was not significantly reduced in 129.C3BR17 mice. Only a handful of cytokines such as MIP-1α, MIP-1β and IL-27 were significantly lower than in 129S6 controls in the early response on day 2, presented here. It is however possible that larger differences in cytokine production are to be found in later time points in the infection, as was demonstrated
in the 129 strain on days 6-10 in infection by (Davidson et al., 2014). This can be tested in future experiments by choosing a later time point. Although these molecules serve as chemoattractants to macrophages and monocytes, the recruitment of immune cells early on in infection was not in line with this finding, as it was similar between the congenic and the 129S6 backgrounds. The proportions of pDCs were reduced, indicating a possible cause of the reduction in IFN-α/β observed in the lung in congenic mice. Overall, while the susceptibility was rescued by the R17 locus, it was unclear from the in vivo findings why the congenic mice were surviving infection and 129S6 mice succumbing to it.

4.3.2 In vitro responses to IAV infection and PRR stimulation in BMDM and pDC cultures from 129.C3BR17 mice

In vitro assays in this chapter were performed to analyse if the R17 locus has an effect in any particular signaling pathway leading to IFN/cytokine synthesis. A reduction in IFN-α/β expression compared to 129S6 cells was primarily observed in pDC-enriched cultures upon influenza challenge. As IFN-α/β production in influenza infection in pDCs is mediated by the TLR7-TRAF6-IRF7 axis, it is possible that the R17 locus genes have an effect in this signaling cascade. It could be that the 129 allele of R17 is mediating a stronger activation of IFN-α/β production, although it is difficult to say by which molecular mechanism this happens. This result was in line with the in vivo findings. While RIG-I-mediated recognition of influenza in BMDMs was an exception, in the cGAS/STING, TLR3 and TLR4 cascades in BMDMs, a reduction in IFN-β production was observed in congenic cells compared to 129S6 controls. In all these pathways, the activation of IFNβ transcription is triggered by TBK1-mediated IRF3 activation. This could be another branch of signaling that is possibly affected by the R17 locus. On the other hand, the predominantly NFκB-mediated IL-6 production was not affected by the R17 locus in any circumstance, in p38 or p65-NFκB mediated signaling (such as TLR9/TLR4 in BMDMs).

mRNA expression of Ifn-β1, Il-6 and Stat1 was largely similar across genotypes. Given that protein quantities of IFNβ and IL-6 were variable depending on the genotype and the stimulus, it is possible that mRNA stability is increased in the 129 background regardless of the variant of the R17 locus. This hypothesis was not further pursued, although it would be of interest to compare the half-life of Ifn-β1
and \textit{Il-6} mRNAs between the three genotypes in the future. Also, according to the results obtained after cycloheximide treatment, the R17 locus genotype effect (if there is any) is not mediated by newly synthetised proteins. To confirm this finding in the future, it could be interesting to try and prolong the stimulation in presence of cycloheximide beyond 3h. However, this might prove challenging due to toxicity issues: toxicity was already visible as early as 3h in this assay in poly(I:C) stimulation, as seen by the extremely high \textit{I\textit{f}n-\textit{b}1} mRNA levels.

Although some limited conclusions could be drawn from protein and mRNA data, the verification by WB of phosphorylation patterns of TBK1 and p65 yielded no confirmation to this. No reduction in TBK1 phosphorylation could be observed in stimulated 129.C3BR17 BMDMs compared to 129 controls. In line with previous results, p65 phosphorylation was similar in the 129S6 and 129.C3BR17 BMDMs. These assays were insufficiently informative about the step in signaling where the genotype of the R17 locus could have an impact.

\textbf{4.3.3 Overall conclusions and intra-R17 gene functional interactions}

The results in this chapter indicated that the role of the R17 locus in influenza susceptibility could be in driving IFN-\textit{\alpha/\beta} levels down to a level where the pathology was avoided. The possible source of this reduction could be the decrease in the recruitment of pDCs into the lung and the production of IFN-\textit{\alpha/\beta} by pDCs in congenic mice, compared to the 129S6 controls. Given that the weight loss of 129.C3BR17 and 129S6 mice was similar for a big part of the infection, it is possible that the high cytokine levels in the congenic mice are driving influenza sensitivity but are insufficient to cause high mortality. Alternatively, the cytokine drivers of increased mortality in 129 mice could be the result of cell recruitment in the late-stage in infection, which was not addressed here.

While this project was being carried out, a functional link between ALPK1 and TIFA was recognised by different groups in the context of bacterial infection recognition (Zimmermann et al., 2017), (Milivojevic et al., 2017), see Introduction and next chapter of Results). Both of these genes are contained within the R17 locus. This raised concerns of possible interactions between the genes within the locus that may be affecting phenotyping efforts of the congenic 129.C3BR17 mice. Moreover, the mRNA expression of genes from the locus had revealed that \textit{Alpk1} was the only
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expression of Alpk1 is significantly higher in the 129S6 background than in BL/6 at steady state, and this difference is exacerbated in stimulation, especially with LPS. With each BL/6 copy of R17 introduced into the 129S6 genome, the expression of Alpk1 mRNA is reduced in a step-wise manner, until reaching BL/6 levels in 129.C3BR17 BMDMs.

Sequencing of R17 locus genes revealed that the coding sequence of Alpk1 contained 17 missense mutations between BL/6 and 129S6 mice, more than any other gene from the locus (Boulard et al., 2012). This result, along with our own findings presented in this chapter, motivated a decision to analyse Alpk1−/− mice in depth and try to assess the impact of this factor on influenza susceptibility. The results from this study are detailed in the next chapter.

Chapter 5. Results 3: Role of ALPK1 in influenza susceptibility and production of interferon in mice

5.1 Introduction

From the experiments using 129.C3BR17 mice it is clear that one or more components of the R17 locus could explain the susceptibility of 129 mice to influenza. Namely, the genetic origin of the R17 locus, regardless of the surrounding genome (BL/6 or 129S6), modulates influenza susceptibility in vivo and IFN-α/β production in vitro. Therefore, it is plausible that one or more genes from within the R17 locus could be affecting IFN and cytokine levels in vitro and in vivo in the 129 background. As a start, one of the genes from the R17 locus was chosen to pursue further experiments. Given its expression patterns, the high number of non-synonymous mutations in the 129 background that could affect its function, and no less because a KO mouse strain was readily available and easy to test, further work on the origins of high IFN production was pursued by addressing Alpk1 as a candidate gene.

Alpk1 is a gene located on the anti-sense strand of Chr3 within the R17 locus. It encodes a protein called α-protein kinase, which belongs to a non-canonical family of protein kinases capable of phosphorylating target sites embedded in α-helices (Middelbeek et al., 2010). It is a protein of unsolved structure, localised in the
cytoplasm, with a putative disordered domain connecting an N-terminal anchoring domain to the kinase domain located in the C-terminus.

The first mouse model of \textit{Alpk1} knockdown was generated by a PiggyBac transposon insertion into the coding sequence (Chen and Xu, 2011). The mice showed no apparent phenotype, save for slight coordination deficits. In the first studies, ALPK1 was mostly connected to gout inflammation in human cell models in \textit{in vitro} models ((Ko et al., 2013, Wang et al., 2011), (Lee et al., 2016). However, while two SNPs of \textit{Alpk1} were associated to gout in one GWAS study (Ko et al., 2013), a replicate study had found no association for one of the two, rs11726117 (Chiba et al., 2015). It had been demonstrated that ALPK1 participated in the MSU crystal-induced production of pro-inflammatory cytokines (Wang et al., 2011). In a more mechanistically detailed study, myosin IIA was identified as a target of Alpk1 (Lee et al., 2016). Namely, ALPK1 Nt domain, cloned and immunoprecipitated, was demonstrated to be sufficient for myosin IIA binding. Furthermore, the phosphorylation of myosin IIA was shown to be to be dependent on ALPK1 presence in THP-1 cells. Binding and phosphorylation were further shown to induce the trafficking and secretion of TNF$\alpha$. The same pro-inflammatory effects on TNF$\alpha$ and TGF$\beta$1 were demonstrated in a human cell model, with testosterone shown to inhibit this activity of ALPK1 (Kuo et al., 2015). Furthermore, ALPK1 had been implicated in the transport of lipid raft-associated apical vesicles and epithelial cell polarity (Heine et al., 2005), making it an interesting candidate in our system of IAV infection as well.

The most detailed role of ALPK1 was recently described in bacterial recognition. ALPK1 was shown to be a novel cytosolic receptor for a specific bacterial PAMP, ADP-heptose, which is an intermediate product of the LPS synthesis pathway (Hu et al., 2019). Namely, ALPK1 recognises ADP-heptose during infection with bacterial strains such as \textit{H.pylori} and \textit{S.flexneri}, activating the NF$\kappa$B signaling cascade downstream and resulting in the production of pro-inflammatory cytokines IL-1$\beta$, TNF-$\alpha$, IL-8 and others (Garcia-Weber et al., 2018, Zhou et al., 2018, Zimmermann et al., 2017).

A recent study by (Ryzhakov et al., 2018) has shown that \textit{Alpk1}-deficient BL/6 mice had increased pro-inflammatory cytokine production responses in a mouse model of \textit{H.hepaticus}-induced colitis. In this paper, they concluded that the $Alpk1^{-/-}$
BL/6 mice showed the same phenotype as the susceptible 129 strain, thus assuming that the *Alpk1* 129 allele is a loss-of-function. This study is somewhat in opposition with other findings concerning the role of ALPK1 in inflammation. In previous work, ALPK1 was indicated as a pro-inflammatory factor, activating NFκB-mediated responses via TIFA phosphorylation (Milivojevicić et al., 2017). This was confirmed in the infection with three separate bacterial type-Infections in mice (one of which *B. cenocepacia* infection in the lung), where *Alpk1*-lacking mice had a reduced production of GM-CSF, MIP-1α/β and RANTES (Zhou et al., 2018). In the same study, the ALPK1 Nt region was crystallised in a complex with ADP-heptose confirming the binding between the two molecules and the function of ALPK1 as a PRR in bacterial infection.

In the influenza infection model presented in this thesis, ALPK1 seems more highly expressed in the 129S6 background than in C57BL/6, and its expression at least partially controlled from within the R17 locus and responsive to different stimuli. Moreover, given the numerous non-synonymous mutations identified in the ALPK1 sequence (including within its Ct kinase domain), it is conceivable that the function of the 129S6 version of ALPK1 is affected either positively or negatively. To explore this hypothesis, *Alpk1*−/− mice were used in this thesis to investigate the potential role of this kinase in influenza susceptibility, and IFN-α/β and cytokine production.

In this chapter, I show results of experiments on *Alpk1* double-knockout mice (*Alpk1*−/− or *Alpk1* KO) and derived cells. The knock-out of *Alpk1* was achieved by exon 10 deletion in the C57BL/6 background, and the *Alpk1*−/− mouse model identical to the one used by (Ryzhakov et al., 2018). Exon 10 is part of the kinase domain of ALPK1, therefore its deletion is thought to abolish the kinase activity of ALPK1. However, the rest of the protein, if correctly translated, could still play a role separate to the kinase one. I will show results of *in vivo* and *in vitro* experiments similar to those presented previously in this thesis, where susceptibility and cytokine and IFN-α/β production are assessed in *Alpk1*−/− mice and compared to the BL/6 controls. Also, since direct phosphorylation targets of ALPK1 remain relatively unknown, phosphoproteomics experiments were performed in BMDMs to compare the landscape of protein phosphorylation in presence and absence of ALPK1. These experiments have led this project in a new direction, pointing towards a new possible regulation target of ALPK1.
5.2 Results

5.2.1 Influenza susceptibility and lung phenotypes in Alpk1$^{-/-}$ mice

The role of ALPK1 was first assessed in vivo by comparing weight loss and survival in influenza infection in WT C57BL/6 mice and Alpk1 heterozygous (+/-) and homozygous (-/-) knock-outs (Figure 5.1a). Mice that lack Alpk1 show more severe weight loss and higher mortality (up to 75%) compared to WT mice. At the same time, Alpk1$^{+/+}$ mice showed similar survival as the WT BL/6 controls and intermediate weight loss, indicating that the absence of one copy of Alpk1 was sufficient to increase morbidity of mice in influenza infection. However, reproducibility of this finding was relatively poor and the mortality of control C57BL/6 mice was higher in subsequent experiments. For this reason, the viral dose was reduced to $10^{*}10^3$ TCID$_{50}$/mouse or $3*10^3$ TCID$_{50}$/mouse (Figure 5.1b) and the weight loss and survival of the same mouse genotypes followed up (with the clinical endpoint defined at 80% of d0 weight due to a change in standard operating procedures). Reducing the viral dose helped keep the mortality of control mice relatively low, but also resulted in a
loss of the C57BL/6\textsuperscript{Alpk1-/-} susceptibility phenotype. Therefore, it was challenging to find a viral dose for infection that would reproduce the phenotype initially observed.

Figure 5.1 The absence of \textit{Alpk1} in C57BL/6 mice renders them more susceptible to influenza infection, but this phenotype is highly dependent on the viral dose used. Mice of corresponding ages and gender ratios of genotypes were infected with X31 influenza virus and their weight loss and survival monitored 14 days post-infection. Mouse numbers are indicated in corresponding colours on the survival graphs, and represent the evolution of mouse numbers during the infection. Viral dose: \textbf{A.} 35000 TCID\textsubscript{50} / mouse and clinical endpoint at 75% of d0 weight, \textbf{B.} 10000 TCID\textsubscript{50} / mouse or 3000 TCID\textsubscript{50} / mouse and clinical endpoint at 80% of d0 weight. Results are represented as mean±SEM of the indicated number of mice per group.
Weight loss curves statistical tests 2-way ANOVA, comparing $Alpk1^{\text{+/-}}$ survival curve with that of C57BL/6 controls (* indicate corresponding statistical significance * $p<0.05$; ** $p<0.01$; *** $p<0.001$). Survival tests log-rank (Mantel-Cox) * $p<0.05$. Data is representative of one experiment, since subsequent experiments showed significant variability (see main text).

The previous infection having been carried out at a high infection dose of $35\times10^3$ TCID$_{50}$/mouse, the infection dose was reduced to $10\times10^3$ TCID$_{50}$/mouse for subsequent experiments (Figure 5.2b). At this viral dose, levels of type-I IFN and IL-6 were also assessed in the lung of infected $Alpk1^{\text{+/-}}$ mice at different infection timepoints (Figure 5.2a). Somewhat surprisingly given their increased susceptibility to influenza, $Alpk1^{\text{+/-}}$ mice showed no increase in either IFN-$\alpha$, IFN-$\beta$ or IL-6 proteins secreted in the BAL compared to WT mice. This was true at all timepoints in infection that were tested, namely day 2 (peak of IFN-$\alpha/\beta$ production in the lung), day 3, day 6 and day 7. Moreover, the activity of the mainly epithelium-driven IL-28 (IFN-$\lambda$) production was tested at days 6 and 7 and no significant difference was found between WT and $Alpk1^{\text{+/-}}$ lungs. Given that this viral dose was lower than the one previously used, $35\times10^3$ TCID$_{50}$ of X31 virus were administered per mouse in a separate experiment (Figure 5.2b). At day 2 post-infection, there was again no difference observed in IFN-$\alpha/\beta$ or IL-6 levels between the lungs of $Alpk1^{\text{+/-}}$ and WT mice. Given this result and the one presented in the previous figure, it is important to mention that more experiments were then performed to compare the susceptibility of the two mouse strains when using $10\times10^3$ TCID$_{50}$ as infection dose. At the same time, our experimental design had to be modified to include endpoints at 80% of d0 weight. In this experimental design, the susceptibility of $Alpk1^{\text{+/-}}$ mice to influenza was more variable and more mortality was recorded in the WT mice because of the 80% cut-off. Although these variations were taken into account, the experiments with $Alpk1^{\text{+/-}}$ mice were pursued in vivo and in vitro.
Figure 5.2 ALPK1 does not have an effect on the in vivo levels of IFN-α/β, IL-6 or IL-28 in the lung upon infection. Mice were infected with A. $10^3$ TCID$_{50}$ or B. $35^3$ TCID$_{50}$ X31 per mouse and the production of IFN-α, IFN-β, IL-6 and IL-28 in the BAL quantified by ELISA at the indicated time points post-infection. The dashed lines represent the lower detection limit in pg/ml for the ELISA assay for each target. Each symbol represents a single mouse, and results are represented as mean±SEM and compared using the Mann-Whitney t-test without assumption of normal distribution of data (* p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are not shown). The represented results are pooled from 4 independent experiments, and representative of a total of 6 experiments.

Although no significant differences were observed in levels of IFN-α/β and cytokines in presence or absence of ALPK1 in vivo, recruitment of immune cells to the infected lung was tested at day 2 post-infection between WT and $Alpk1^{+/−}$ mice (Figure 5.3a). A reduction in proportions of alveolar macrophages and an increase
in neutrophils in $Alpk1^{-/-}$ mice mirror those observed in the 129S6 background compared to the BL/6 controls, which was interesting in light of the increase in susceptibility of $Alpk1$ knock-outs. An increase in the proportion of inflammatory monocytes was also observed in absence of ALPK1, mimicking the tendency observed comparing BL/6 and 129 genotypes in Results Part 1. A higher proportion of PDCA-1 positive dendritic cells (Figure 5.3b) was noted in $Alpk1^{-/-}$ mice, but the activations of alveolar macrophages and neutrophils in these mice was less than in BL/6 controls, despite the fact that recruitment of both these cell types into the lungs was increased.

**a)** Day 2 post-infection, 10$^{10}$ TCID$_{50}$/mouse

**Figure 5.3** $Alpk1^{-/-}$ mice show increased infiltration of neutrophils and inflammatory monocytes into the lung but the expression of PDCA-1 on these cells
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is not higher than in BL/6 controls. Mice were infected with $10^3 \times 10^3$ TCID$_{50}$ X31 per mouse and at day 2 p.i. the composition of the whole lung was analysed by flow cytometry after BAL flushing. Immune cell proportions (for immune cell markers see Material and Methods) A. and PDCA-1 expression on them B. are represented. Each symbol represents one mouse, and results are represented as a mean±SEM. Statistical test: t-test Mann-Whitney without assumption of normal distribution of data (* $p<0.05$; ** $p<0.01$; *** $p<0.001$; **** $p<0.0001$; non-significant comparisons are not shown). Data representative of three independent experiments.

After testing an early time point of infection, the same experiment was completed to investigate immune cell infiltration into the lung 6 days post-infection (Figure 5.4a). The relative proportion of inflammatory monocytes in the lungs in $Alpk1^{-/-}$ mice remained higher than in controls, and a stronger infiltration of pDCs was also observed at this point of infection. Interestingly, there were also more CD4+ T-cells in the lungs of $Alpk1^{-/-}$ mice than in controls. However, PDCA-1 expression was only observed to be higher in the recruited eosinophils in the $Alpk1^{-/-}$, while SCA-1 expression (another marker of cellular activation expressed in response to IFN) was similar across the lymphocyte population in both genotypes (Figure 5.4b). Similar to before, there was little difference in activation levels of different immune cell populations between controls and $Alpk1^{-/-}$ mice. While the results of early points in infection were more variable, a test of immune cell infiltration at day 7 post-infection also showed an increase in pDC recruitment, thus confirming the observed result at day 6.
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5.2.2 Lung viral burden during infection in \textit{Alpk1}^+ mice

In order to ensure that the observed phenotypes were not due to differences in viral burden, the X31 virus matrix RNA was quantified in the whole lung of BL/6 \textit{Alpk1}^+ mice. The results represented are from one performed experiment for this timepoint in infection.

Figure 5.4 At day 6 p.i., an increase in pDC, inflammatory monocyte and CD4+ T-cell recruitment is observed in \textit{Alpk1}^+ mice, but none of these cell types show an increase in activation markers PDCA-1 or SCA-1. Mice were infected with $10^3$ TCID$_{50}$ X31 per mouse. At day 6 p.i. the whole lung after BAL flushing was analysed by flow cytometry. Immune cell proportions A. and PDCA-1 and SCA-1 expressions on these cells B. are represented. Statistical test: Mann-Whitney t-test without assumption of normal distribution of data (* p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are not shown.). The results represented are from one performed experiment for this timepoint in infection.
and Alpk1+ mice in the early stages of infection (Figure 5.5). At days 2 and 3 p.i. there was no observable difference in the quantity of viral matrix RNA between WT and Alpk1+/mice. Similar pattern was observed for Ifn-β1 mRNA expression as well, confirming all the previous mRNA quantification results presented in this thesis.

Figure 5.5 mRNA expression of Ifn-β1 and viral RNA matrix levels in the whole lung are similar between WT and Alpk1+ mice at day 2 and 3 post-infection. Mice were infected with 10^10^ TCID50 X31 and at indicated times post-infection whole lung was harvested and processed. mRNA of Ifn-β1 and viral matrix RNA quantified by QPCR. Results from day 2 and day 3 post-infection are from two independent experiments. Each symbol is one mouse and results are represented as mean±SEM. Statistical test: Mann-Whitney t-test (significance p<0.05 not detected). Data is representative of one pilot experiment.

5.2.3 ALPK1-dependent in vitro BMDM responses to stimuli

Next, the responses to stimuli in vitro were compared between WT BL/6 and Alpk1+/ in bone marrow-derived macrophages (Figure 5.6). Responses were assessed by quantifying IFN-α/β and IL-6 in the supernatant of stimulated cells as described in the previous chapters. In response to TLR3 stimulation with poly(I:C) there was no significant difference in IFN responses, but IL-6 secretion by Alpk1+/ BMDMs was significantly reduced compared to WT-cells (Figure 5.6a). Inversely, TLR4 stimulation with LPS showed increased responses in cells lacking Alpk1, with higher secretion of both IFN-β and IL-6. Alpk1 seems to affect the responses to
infection to X31 virus *in vitro*, since IFN-α, IFN-β and IL-6 levels were significantly higher in *Alpk1<sup>−/−</sup>* BMDMs than in controls. This suggested that Alpk1 could have an impact on IRF-3 dependent IFN-β production and on NFκB activation overall. Transfection of STING activator 2′3′ cGAMP, as well as RIG-I stimulant 5’ppp dsRNA was assessed in different concentrations of these stimuli in both genotypes (Figure 5.6b). Surprisingly, no difference in IFN-α, IFN-β or IL-6 production was observed in BMDMs lacking Alpk1 compared to controls.

Figure 5.6 Secretion of IFN-α/β and IL-6 is significantly increased in LPS stimulation and X31 infection of *Alpk1<sup>−/−</sup>* BMDMs compared to WT controls in vitro. BMDMs were stimulated in vitro with as previously described and IFN-α/β and IL-6 protein concentrations assessed in the collected supernatants 24h post-stimulation.
by ELISA. A. TLR3 stimulation with poly(I:C), TLR4 activation by LPS and influenza infection (for dosages of particular stimuli, unless indicated, refer to Material and Methods). B. Responses of BMDMs to transfection of cGAS/STING stimulus 2’3’ cGAMP or RIG-I stimulus 5’ppp dsRNA, of indicated concentrations. Statistical testing 2-way ANOVA (* p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are not shown.). Results are represented as mean±SEM. Dashed lines represent lower detection limit of the corresponding ELISA assay where appropriate. The represented data is from two independent experiments and representative of a total of ten independent assays.

Similar to the previous chapters of this thesis, mRNA expression levels of different targets during stimulation were also tested in Alpk1<sup>−/−</sup> BMDMs <em>in vitro</em> (Figure 5.7). Both in TLR4 and TLR9 stimulations, as well as in influenza infection (Figure 5.7a) and STING or RIG-I specific stimulations (Figure 5.7b), there was no difference in expression of any of the targets investigated. Namely, Ifn-β1, Il-6 and Stat1 expression were similar between the two genotypes 6h post-stimulation, regardless of the stimulus used. This result was indeed in line with the observed similar mRNA expression levels between congenic 129.C3BR17 and 129S6 BMDMs, as well as (in some instances) between BL/6 and 129S6 cells. The lack of discernible differences in mRNA expression could indicate that the studied locus and the Alpk1 gene product affect cytokine production post-transcriptionally. These results will be further discussed in the Discussion to this chapter and this thesis.
Figure 5.7 mRNA expressions levels of *Ifn-β1*, *Il-6* and *Stat1* are not affected by the absence of Alpk1 in the BL/6 genome, in different stimulation settings as well as influenza infection in vitro. BMDMs of BL/6 WT and *Alpk1*−/− were exposed to **A**. LPS (TLR4), CpG-A (TLR9), X31 virus or **B**. 2’3’ cGAMP (cGAS/STING), 5’ppp dsRNA (RIG-I) for 6h. Cells were then processed and mRNA quantified by QPCR. The y-axis values represent fold enrichment of the target compared to the housekeeping gene HPRT. Per experiment **A**. or **B**, each symbol per genotype represents a BMDM culture from a single mouse (biological replicates). Statistical comparisons were performed using a 2-way ANOVA (* p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001;
non-significant comparisons are not shown.). The represented data is from three separate experiments, and representative of 10 assays.

5.2.4 In vitro pDC cytokine secretion during infection and stimulations in Alpk1−/− background

In Chapter 3 of this thesis, a reduction in IFN-α/β production in 129.C3BR17 pDC-enriched cultures was observed compared to 129S6 controls. Given that the Alpk1−/− BMDMs showed cytokine production patterns similar to those of 129S6 cells in vitro, responses of pDC-enriched cultures to stimulation were tested as well. In response to TLR7-specific agonist poly:U, Alpk1-deficient cultures showed a significant increase in the production of IFN-α and IL-28, with the same trend observed for IFN-β (Figure 5.8a). A higher IFN-β and IL-28 response was also recorded in Alpk1−/− cells in response to the typical TLR9 stimuli CpG-A and CpG-B. The most striking differences in IFN production were found upon infection of pDC-enriched cultures with different influenza viruses (Figure 5.8b). Both in infection with X31 (MDCK-derived) and PR8, the pDCs lacking Alpk1 had very strongly increased IFN-α/β production compared to WT controls. IL-28 production was also significantly increased in Alpk1-deficient cultures. While this result has shown that Alpk1 might have a role to play in in vitro stimulation conditions, the lack of an in vivo phenotype remained. Also, at this point it was not possible to determine whether the effects of Alpk1 were upstream or downstream of the IFNAR receptor and thus of the IFN-α positive amplification loop. However, the impact of newly synthetised proteins upon stimulations with TLR agonists or influenza virus could be addressed in BMDMs by cycloheximide treatment.
Figure 5.8 *Alpk1* deficiency in pDC-enriched cultures results in strong increases in IFN-α/β and IL-28 production in response to TLR7/9 stimulation and influenza infection. pDC-enriched cultures were generated from the bone marrow of BL/6 and *Alpk1*−/− mice, as previously described. Stimulated cultures were MACS-selected for B220-positivity. The cultures were exposed to A. TLR7 agonist poly:U or TLR9 agonists CpG-A/B or B. X31 virus (MDCK or (E)-egg derived) or PR8 virus for 24h hours prior to collection of supernatants for ELISA analyses. In each genotype, technical replicates were achieved by pooling bone marrow from 3 male mice and splitting the cultures into replicates post-differentiation and MACS purification. Statistical test: two-way ANOVA; significance * p<0.05; ** p<0.01; *** p<0.001; ****
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p<0.0001; non-significant comparisons are not shown. The data is representative of two independent experiments.

5.2.5 Role of newly synthetised proteins in ALPK1-driven responses in BMDMs

The innate immune response effects are a result of immediate signalling pathway activation (RLR/TLR/STING), but also of the effect of de novo synthetised proteins (IFNAR cascade for example). Previous results did not allow to conclude at which point during the innate immune response in vitro ALPK1 had a role. To get an indication on the timing of ALPK1 involvement and whether it required de novo synthetised proteins to exercise its role, BMDMs were exposed to cycloheximide, a blocker of protein synthesis, before and during in vitro stimulations. Transcription of Ifn-β1, Il-6 and Stat1 mRNA in response to stimuli in presence of cycloheximide was assessed in BMDMs from WT and Alpk1−/− mice (Figure 5.9). While overall an increase in Ifn-β1 and Il-6 expression was observed in unstimulated and stimulated cells, there was no difference between WT and Alpk1−/− BMDMs in any of the conditions. However, it is worth noting that cycloheximide treatment did in all cases increase the expression of the two targets, and that this effect was amplified in time. Stat1 expression was reduced (but not abrogated) upon cycloheximide treatment in the context of TLR3 stimulation with poly(I:C), but was otherwise independent of Alpk1 presence in the BL/6 genome. Overall, these results once again confirmed that the expressions of Ifn-β1 and Il-6 were responsive to the abrogation of de novo protein synthesis, but ALPK1 did not have an impact on this effect.
Figure 5.9 Cycloheximide treatment releases the brakes on *Ifn-β1* and *Il-6* mRNA expression in both WT and *Alpk1*−/− mice, but there is no effect of Alpk1 on the impact of newly synthetised proteins on this expression pattern. BMDMs from WT and *Alpk1*−/− mice were incubated with cycloheximide or DMSO (cycloheximide control) for 1h prior to exposure to LPS, poly(I:C) or the X31 virus for 6h in total. At 1h, 2h, 4h and 6h post-stimulation cells were harvested, processed and mRNA levels of *Ifn-β1*, *Il-6* and *Stat1* quantified by QPCR. Represented values on the y axes are fold enrichments relative to the expression of the housekeeping gene HPRT. Expressions at different time points are represented as a mean±SEM of three biological replicates. Statistical testing two-way ANOVA compared BL/6 vs *Alpk1*−/− conditions within DMSO, or within cycloheximide treatment conditions. No significance defined under p<0.05 was found. Results from one experiment only.
5.2.6 PRR-triggered activation of signalling pathways in *Alpk1<sup>−/−</sup>* BMDM

As mRNA expression in the first hours post-stimulation was similar between the two genotypes, it was necessary to check the activation of cellular pathways leading to their expression. This was done by assessing the phosphorylation levels of some of the key components of the pathways activated by stimulation. Moreover, as it became clear that a more general approach was needed to identify the possible phosphorylation targets of ALPK1, it was necessary to optimise the concentrations of stimuli used and the stimulation times for this particular experiment.

Stimulations with LPS, 2′3′ cGAMP and 5′ppp dsRNA were tested in WT and *Alpk1<sup>−/−</sup>* BMDMs at different time points (Figure 5.10). In 2′3′ cGAMP stimulation, an increase in phosphorylation of both TBK1 and p65 was observed, more intense in the *Alpk1<sup>−/−</sup>* background than in the WT-cells (Figure 5.10a). Overall, at a higher concentration of the stimulus (15 µg/ml) there was no difference in TBK1 phosphorylation observed regardless of the time point (1h or 2h), but p65 phosphorylation was increased in the *Alpk1<sup>−/−</sup>*. Possibly this indicated that the concentration of the stimulus was saturating and that the differences between the genotypes were only observable very early on. On the other hand, reducing the concentration to 5µg/ml yielded higher phosphorylation levels of TBK1 reproducibly, at both time points. Similarly, in the case of 5′ppp dsRNA, lowering the concentration of stimulus uncovered some differences in TBK1 and p65 phosphorylation (Figure 5.10a). In response to LPS stimulation (Figure 5.10b), an upregulation of phosphorylation of p65 and p38 was observed in the *Alpk1<sup>−/−</sup>* cells. TBK1 phosphorylation was only observed at short time points of stimulation. Overall, the results had pointed towards possible timepoints and stimuli concentrations to use in the future global analyses. For 2′3′ cGAMP, a concentration of 5µg/ml was used, and for 5′ppp dsRNA 50ng/ml. Also, increases in phosphorylation of the analysed proteins are indicating a possible increase in activation of NFκB-mediated pathways in *Alpk1<sup>−/−</sup>* cells.
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Figure 5.10 At intermediate-low concentrations of stimuli, subtle increases in phosphorylation of TBK1, p65 and p38 are detected in Alpk1−/− BMDMs compared to WT controls. C57BL/6 and Alpk1−/− BMDMs were A. transfected with 2’3’ cGAMP, B. 5’ppp dsRNA or C. exposed to LPS, and harvested and lysed at the indicated times post-stimulation. Total protein was extracted, dosed, and equal amounts of protein loaded onto gels, separated and transferred to nitrocellulose membranes as described in Material and Methods. Membranes were incubated with antibodies directed against phosphorylated TBK1, phosphorylated p65, phosphorylated p38 and GAPDH (details in Material and Methods). Representative of six experiments testing different stimuli concentrations and timings.

Although some phosphorylation targets of ALPK1 (eg TIFA and myosin-IIA, see Introduction) were described in other systems, no target or role of Alpk1 in viral infection was known. Since lack of Alpk1 seemingly incurs a survival disadvantage in influenza infection in vivo and increased cytokine and IFN-α/β production during TLR/RLR/STING pathway activation in vitro, an attempt was made at identifying Alpk1 phosphorylation targets by phospho-proteomics.
5.2.7 Global phospho-proteomics assays to identify Alpk1 phosphorylation targets in stimulated BMDMs

In total, two phospho-proteomics experiments were carried out as a part of this PhD project. However, only the second one will be presented in detail in this chapter, as the first assay served as a pilot experiment and was performed with no biological replicates. In both, given the number of cells and protein quantity required, the cell type of choice were bone marrow derived macrophages. The concentrations of stimuli used and the timepoints of stimulations were chosen based on WB optimisation experiments for which results are shown above.

While the details of the first phospho-proteomics assay will be reported in the Appendix (in detailed text and Figure 8.4, Figure 8.5, Figure 8.6, and Figure 8.7) the experiment will be briefly described here. The main goal of this assay was to examine different conditions of stimulation and the responses of WT and Alpk1−/− BMDMs. The assessed conditions included “mock” untreated cells (30min incubation), LPS (30min) treated cells, empty lipofectamine control transfection (2h), 2’3’ cGAMP transfection (2h) and 5’ppp dsRNA (2h) transfection. These stimuli were each compared between BL/6 and Alpk1−/− cells, in a single replicate per condition. LPS stimulation induced overwhelmingly large changes in global phospho-proteome compared to untreated cells, while transfected agonists showed little difference to the negative control for transfection (empty lipofectamine). However, when the BL/6 and Alpk1−/− BMDMs were compared between them, only subtle differences in protein phosphorylation were detected, especially in the case of LPS stimulation. This prompted a change in the experiment design for the second experiment, where only transfection stimulation conditions were maintained to be tested and the stimulation time reduced to 1h.

For the second phospho-proteomics experiment, three conditions of stimulation were tested in BL/6 and Alpk1−/− BMDMs: empty lipofectamine transfection, 2’3’ cGAMP transfection and 5’ppp dsRNA transfection. Each of the stimulations was maintained for 1h before processing cells for analysis. Moreover, five biological replicates per genotype per condition were introduced for this assay.

Principal component analysis was performed on the processed data to identify the main drivers for variation in phosphorylation across conditions and replicates (Figure 5.11a). Based on Component 1 (over 80% of total variance), the
lipofectamine-control samples of both genotypes clustered away from the treated samples which were not notably different between them. While the impact of the treatment is visible, almost no variance according to the top two components was detected between genotypes. No genotype-dependent variance was detected upon comparing Components 2 and 3 (Figure 5.11a), but along Component 3 all treatment conditions clustered away from each other. Ultimately, taking into account variance based on Component 4, the genotype replicates could be segregated to some degree in the lipofectamine-treated samples but not in the stimulated ones. Thus, at a global phospho-proteome level, ALPK1 does not exert strong influence.
Figure 5.11 Principal component analysis based on reporter ion intensities data from lipofectamine, 2’3’ cGAMP and 5’ppp dsRNA treated WT and Alpk1−/− BMDMs reveals more variation between treatments than between genotypes within the same treatment. BMDMs were seeded as previously described and stimulated for 1h with empty lipofectamine, lipofectamine+2’3’ cGAMP or lipofectamine+5’ppp dsRNA. Five biological replicates were used per genotype. Principal component analysis of all the entire phospho-proteomics dataset of both genotypes was performed. The analysis was completed using normalised ion intensities from
MaxQuant and Perseus software, and PCA analysis and figure generation completed in R. **A.** PCA for three first components Squares: WT samples, triangles: Alpk1\(^{+/-}\); blue: lipofectamine control; green: 2’3’ cGAMP stimulation, salmon: 5’ppp dsRNA stimulation. **B.** Percentage of variance explained by the different components. NB: to avoid introducing a bias because lipofectamine control samples were run separately, a normalisation for median ion intensity and labelling efficiency has been applied to this dataset before the represented analyses. Data from one experiment.

To observe the effects of ALPK1, analyses that identify local perturbations of the phospho-proteome were performed. To this end, the unequal variances two-sample t-test called Welch was used to compare means of reporter ion intensities between WT vs Alpk1\(^{+/-}\) BMDMs. The Welch test results can be represented in form of volcano plots (Figure 5.12). The fold-change in mean reporter intensity between genotypes is represented on the x axis as \(\log_2(C57BL/6 - Alpk1^{+/-})\). On the y axis, the log-transformed p-value of the Welch test for each phospho-peptide is represented, and the red line indicates the threshold of statistical significance (y=\(-\log_{10}(0.05)=1.3\)).

![Volcano plots of all phospho-residues detected by MaxQuant analysis of phospho-proteomics data, following a Welch t-test of difference of means BL/6- \(Alpk1^{+/-}\). Normalised mean ion intensities across 5 biological replicates in Alpk1\(^{+/-}\) and BL/6 BMDMs were compared by a Welch t-test. The difference, represented as \(\log_2(BL6 - Alpk1^{+/-})\) was plotted against the p-value score of the test represented as -\(\log_{10}(p\text{-value})\). The volcano plots were plotted in R using data from Perseus software. Each dot is an identified phospho-site regardless of its score or detection history. The red line indicates statistical significance at -\(\log_{10}(0.05)=1.3\). The two residues of WWC2 are represented with the residue nature and position and the gene name. Data from one experiment.](image)

WWC2 was the only protein that was common to the two stimulation conditions, with noticeable phosphorylation differences on two residues, Ser1017 and Ser1037, represented as full dots in Figure 5.12. The phosphorylation patterns can be clearly visible in the profile plots for all three conditions. Ser1017 appears
phosphorylated in a very reproducible pattern in all three stimulation conditions (though the significance of the difference is lower in the case of lipofectamine), whereas Ser1037 phosphorylation is induced by stimulation in both 2’3’ cGAMP and 5’ppp dsRNA. Both of these residues have been detected previously with high throughput methods (Perseus® data information based on phosphosite.org database, not shown). Given that the phosphorylation patterns of the two residues are similar between control and stimulated conditions, it is possible that this lack of WWC2 phosphorylation in Alpk1−/− BMDMs is a baseline state. Ultimately, this experiment does not allow to conclude on the overall expression of WWC2 in BMDMs. It is possible that the lack of phosphorylation observed in the Alpk1−/− cells is in fact due to an overall reduction in protein levels.

Moreover, the volcano plot confirmed that there are only few phosphorylation sites that are more than 1.5-fold less phosphorylated in the Alpk1−/− BMDMs (corresponding to x=0.585). Of a total 11807 phospho-peptides detected, only 10% or less showed significantly different mean phosphorylation between the two genotypes: 1037 in lipofectamine control, 771 in 2’3’ cGAMP, and 540 in 5’ppp dsRNA stimulation. Of those, the phospho-residues showing 1.5x less phosphorylation in Alpk1−/− cells in all three stimulations are represented in Table 5.1 (for lipofectamine only the highest differentially phosphorylated residues are represented).
Table 5.1 Phospho-residues significantly less phosphorylated in $\text{Alpk1}^{-/-}$ BMDMs compared to WT, in lipofectamine, 2’3’ cGAMP or 5’ppp dsRNA stimulations. The gene names and names of leading proteins (according to Uniprot in Perseus® software), as well as the nature and position of the identified phosphorylated residues are represented. S- serine, T- threonine, Y – tyrosine. All of the represented residues had a significant score in the Welch test comparing the means of $\text{Alpk1}^{-/-}$ and BL/6 BMDMs phosphorylation scores, and had 1.5-fold or lower phosphorylation in the $\text{Alpk1}^{-/-}$ background. In the case of lipofectamine, where 50 residues were identified according to these criteria, only the first 15 are represented. The known site column indicates whether this phospho-residue has been identified previously, in high-throughput studies or other. NB: only the phosphoresidues belonging to identified proteins were represented in this table. Data from one experiment.

<table>
<thead>
<tr>
<th>Lipofectamine</th>
<th>2’3’ cGAMP</th>
<th>5’ppp dsRNA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gene name</strong></td>
<td><strong>Protein name</strong></td>
<td><strong>Phospho-residue</strong></td>
</tr>
<tr>
<td>Raly</td>
<td>RNA-binding protein Raly</td>
<td>S</td>
</tr>
<tr>
<td>Cir1</td>
<td>Corepressor interacting with RBPJ 1</td>
<td>S</td>
</tr>
<tr>
<td>Fen1</td>
<td>Flap endonuclease 1</td>
<td>S</td>
</tr>
<tr>
<td>Smf7</td>
<td>Serine/arginine-rich splicing factor 7</td>
<td>S</td>
</tr>
<tr>
<td>Cenpu</td>
<td>Centromere protein U</td>
<td>S</td>
</tr>
<tr>
<td>Cenpu</td>
<td>Centromere protein U</td>
<td>S</td>
</tr>
<tr>
<td>Srm2</td>
<td>Serine/arginine repetitive matrix protein 2</td>
<td>S</td>
</tr>
<tr>
<td>Wwc2</td>
<td>Protein WWC2</td>
<td>S</td>
</tr>
<tr>
<td>Wwc2</td>
<td>Protein WWC2</td>
<td>S</td>
</tr>
<tr>
<td>Cir1</td>
<td>Corepressor interacting with RBPJ 1</td>
<td>S</td>
</tr>
<tr>
<td>Ndrg1</td>
<td>Protein NDRG1</td>
<td>T</td>
</tr>
<tr>
<td>Macf1</td>
<td>Microtubule-actin cross-linking factor 1</td>
<td>S</td>
</tr>
<tr>
<td>Hdac2</td>
<td>Histone deacetylase 2</td>
<td>S</td>
</tr>
<tr>
<td>Pdcd4</td>
<td>Programmed cell death protein 4</td>
<td>S</td>
</tr>
<tr>
<td>Srm2</td>
<td>Serine/arginine repetitive matrix protein 2</td>
<td>T</td>
</tr>
<tr>
<td>Wwc2</td>
<td>Protein WWC2</td>
<td>S</td>
</tr>
<tr>
<td>Rabep1</td>
<td>Rab GTPase-binding effector protein 1</td>
<td>S</td>
</tr>
<tr>
<td>Wwc2</td>
<td>Protein WWC2</td>
<td>S</td>
</tr>
<tr>
<td>Pdcd4</td>
<td>Programmed cell death protein 4</td>
<td>S</td>
</tr>
<tr>
<td>Axl2</td>
<td>Putative Polycomb group protein ASXL2</td>
<td>S</td>
</tr>
<tr>
<td>Sort1</td>
<td>Sortilin</td>
<td>S</td>
</tr>
<tr>
<td>Kdtd12</td>
<td>BTB/POZ domain-containing protein KCTD12</td>
<td>S</td>
</tr>
<tr>
<td>Saff</td>
<td>Scaffold attachment factor B1</td>
<td>S</td>
</tr>
<tr>
<td>Wwc2</td>
<td>Protein WWC2</td>
<td>S</td>
</tr>
<tr>
<td>Wwc2</td>
<td>Protein WWC2</td>
<td>S</td>
</tr>
<tr>
<td>Kdtd12</td>
<td>BTB/POZ domain-containing protein KCTD12</td>
<td>S</td>
</tr>
<tr>
<td>Top112</td>
<td>T-complex protein T1-like protein 2</td>
<td>S</td>
</tr>
<tr>
<td>Pdcd4</td>
<td>Programmed cell death protein 4</td>
<td>S</td>
</tr>
<tr>
<td>Kdtd12</td>
<td>BTB/POZ domain-containing protein KCTD12</td>
<td>Y</td>
</tr>
<tr>
<td>Nucks1</td>
<td>Nuclear ubiquitous casein and cyclin-dependent kinase substrate 1</td>
<td>S</td>
</tr>
<tr>
<td>Nucks1</td>
<td>Nuclear ubiquitous casein and cyclin-dependent kinase substrate 1</td>
<td>T</td>
</tr>
</tbody>
</table>

To address the possibility that the reduced WWC2 phosphorylation in the $\text{Alpk1}^{-/-}$ background was due to reduced protein quantity overall, the total proteome left after purification and phospho-peptide enrichment was analysed for the first phospho-proteomics experiment (results not shown in this thesis). However, WWC2 protein was not detected in any of the samples. This suggests either that WWC2 expression is very low in general, or that almost the totality of the protein is being phosphorylated upon stimulation in both genotypes, leaving little to none to detect in the leftover proteome. However, in spite of the total protein quantity results,
reproducible reduction in phosphorylation of WWC2 was a novel result. Its implications are addressed further in this thesis with validation experiments and are discussed more in detail in the Discussion part of this chapter and further.

For a more detailed overview of the pathways enriched in this dataset, the Reactome knowledgebase was used (Fabregat et al., 2018). Only the proteins comprising phospho-peptides with a significant Welch test p-value were analysed (in Figure 5.12 all residues above the y=1.3 line). The results represented in this and the subsequent figure show p-values attributed to each of the pathways, but not the adjusted p values (FDRs), since only one pathway showed a significant padj (FDR). This result is discussed in detail further.

Very few pathways were found to have a significant p-value, and only one showed a significant adjusted p-value (FDR). Moreover, the pathway “entity ratios” (ratio of the number of proteins assigned to a pathway vs. the total number of proteins in that pathway within the Reactome database) were extremely low in all conditions. This indicated a very low representation of pathways by their components from the dataset. Of the pathways with the highest p-values, almost all in the lipofectamine control involve mRNA synthesis and stability (Figure 5.13a). The “mRNA splicing” and “Metabolism of RNA” showed amongst the highest entity ratios (respectively around 2% and 6%). In 2’3’cGAMP stimulation (Figure 5.13b), the proteins with a lack of phosphorylation in Alpk1−/− cells were attributed to mRNA elongation and translation initiation pathways. The 5’ppp dsRNA stimulation unveiled enrichment in, amongst others, mTORC and SOS-mediated signalling and translation initiation pathways, but only the “HDM demethylate histones” pathway was found to be significantly enriched (FDR) (Figure 5.13c). Therefore, it seems like in the Alpk1−/− BMDMs, the “HDM demethylate histones” pathway components are less phosphorylated than in the BL/6 controls. The entities ratios for both 2’3’ cGAMP and 5’ppp dsRNA stimulations were around or below 1%, which indicated poor representation.
Figure 5.13 Reactome pathway database shows dysregulation in pathways related to mRNA stability and processing in Alpk1*-. The bar plots shown were generated following the Reactome database statistical test for enrichment of signalling pathways in the protein list (pathway “over-representation”), which indicates if the submitted dataset contains significantly more proteins assigned to a given pathway than would be the case by chance. The ten pathways with the lowest p-values, each containing proteins that show loss of phosphorylation in Alpk1*+ (Welch difference in means is >0) are represented for the three stimuli A. lipofectamine, B. 2’3’ cGAMP
and C. 5’ppp dsRNA. The number of dataset proteins (entities) assigned to a pathway compared to the total number of proteins (entities) in that pathway, stored in the Reactome knowledgebase, yields a proportion called the “entities ratio”. The FDR was also calculated for each pathway to correspond to the p-value, and the only pathway found with an FDR score inferior to 0.05 is marked in red: HDMs demethylate histones. The analysed data is from one phospho-proteomics experiment.

Further, Welch test-significant proteins with increased phosphorylation in \textit{Alpk1}\textsuperscript{-/-} BMDMs vs controls (negative fold-change in Figure 5.12), were also analysed using Reactome (Figure 5.14). In the lipofectamine control stimulation condition, the VEGF-dependent, autophagy and mTOR signalling pathways appeared most significant and most represented (Figure 5.14a). In 2’3’ cGAMP stimulation, mTORC1 and phosphatase pathways were detected as containing proteins with increased phosphorylation in \textit{Alpk1}\textsuperscript{-/-} cells. Ultimately, 5’ppp dsRNA induced phosphorylation in various distinct and apparently disconnected pathways in \textit{Alpk1}\textsuperscript{-/-} (Figure 5.14c).
Figure 5.14 Pathways that show increased phosphorylation in Alpk1<sup>−/−</sup> (Welch difference <0) are varied and include SUMOylation of ubiquitination proteins and mTOR signalling. Phospho-residues of the experimental dataset that showed a Welch difference score <0 were assessed for pathway data in the same way as in the previous figure. None of the pathways identified by this means showed a
significant FDR score. The analysed data is from one phospho-proteomics experiment.

5.2.8 RNA-seq of WT and Alpk1<sup>−/−</sup> BMDMs in different stimulations

Results in this chapter pointed towards WWC2 as a candidate phosphorylation target of ALPK1. Validation assays to confirm these findings could not be performed due to the unavailability of a corresponding phospho-WWC2 antibody. The phospho-proteomics assay showed a lack of phosphorylation on Ser1017 and Ser1037 residues in Alpk1<sup>−/−</sup> in all conditions (including the lipofectamine negative control), suggesting that the basal expression of WWC2 is possibly different between the two genotypes. Further, the role of Alpk1 had only been reported in bacterial infection assays that do not correspond to our influenza infection model. Given these circumstances, we decided to use a non-targeted RNA-seq approach to assay the impact of Alpk1 in BMDMs upon stimulation.

In the RNA-seq experiment, a total of five conditions per genotype was probed: mock untreated control, X31 infection (10<sup>6</sup> TCID<sub>50</sub>/ml), empty lipofectamine (transfection control), 2’3’ cGAMP transfection and 5’ppp dsRNA transfection. Per genotype, three biological replicates were included. The length of each stimulation was 6h. The RNA-seq reads were aligned to the <i>M. musculus</i> genome known genes (more detail in Material and Methods).

To identify the main drivers for transcriptome variation, the RNA-seq results were interrogated using Principal Component Analysis (Figure 5.15). Almost 80% of total variability could be explained by one component, with all others determining 5% or less of total variance. Along Component 1, the transfected conditions (lipofectamine control, 2’3’ cGAMP and 5’ppp dsRNA) were segregated from the others (mock/X31). However, little difference was detected within the mock and X31 clusters, whereas the lipofectamine negative control segregated away from the transfected stimuli. Moreover, genotype-dependent variability seemed negligible in all conditions, with all replicates of both genotypes appearing grouped in treatment-determined clusters.
Figure 5.15 Principal component analysis of the RNA-seq dataset shows little impact of genotype on variability, but good segregation by treatment, with X31 infection showing virtually no difference to its negative control. BMDMs were seeded as previously described, at $4 \times 10^5$ cells/condition and three biological replicates per genotype, and infected with X31 $10^5$ TCID$_{50}$/ml (plus mock negative control) or transfected with empty lipofectamine, 2′3′ cGAMP, or 5′ppp dsRNA for 6h. Cells were harvested and processed for RNAseq analysis. All quality control checks were passed (data not shown). A principal component analysis was carried out on the entirety of the dataset obtained by RNA-seq. The proportion of variance explained by each component is represented in the lower graph. In the top two graphs, each coloured dot is a representation of either treatment or genotype, as indicated by the legend. The results represented here are from the only RNA-seq experiment that was carried out in this thesis.

In order to compare the expression of targets between BL/6 and $Alpk1^+$ BMDMs, the DESeq2 method (Love et al., 2014) was used. The results were
visualised in the form of heatmaps (Figure 5.16) using DESeq2 and variance stabilising transformation (VST, see Material and Methods). In Figure 5.16a, only the significantly differentially expressed genes between BL/6 and Alpk1−/− backgrounds from the statistical test are represented. It is worth noting that for these heatmaps the column clustering was enforced in order to keep the genotype replicates together for a clearer comparison. The general lack of effect of genotype on gene expression variation remained visible, confirming the findings of the PCA plots where no segregation between genotypes was observed. In addition, it is clear from this heatmap that the X31 infection did not induce significant changes in gene expression compared to the negative control. Meanwhile, the transfection of two agonists seemed to induce slight changes compared to their transfection control (lipofectamine).

Further, we assessed the expression in the two genotypes of significantly differentially expressed genes induced by stimulation. In short, significantly differentially expressed genes - within each genotype - between X31 infected and mock BMDMs, and between 2′3′ cGAMP/5′ppp dsRNA and lipofectamine controls were first detected. Therefore, a total of six comparisons was performed (three for BL/6 and three for Alpk1−/− BMDMs). Then, of the union of all the significant genes detected across the six comparisons, the 200 genes with the highest log2(fold change) in expression were selected for each of the comparisons. Further, a union of those genes was visualised in the heatmap as a function of DeSeq2 VST. A total of 727 genes is represented in Figure 5.16b. In this way, the effects of the treatment were primarily addressed, for each genotype separately. However, there was no notable difference in gene expression in infection compared to mock especially in the case of viral infection. Treatment of BMDMs with 2′3′ cGAMP or 5′ppp dsRNA induced very few noticeable changes compared to their corresponding control, empty lipofectamine transfection. This was the case for both BL/6 and Alpk1−/− BMDMs. Notably, the patterns of gene expression were well segregated between treatments.
that did or did not include a lipofectamine vehicle, but no major effect of treatment on any side was noticed. This finding confirmed the PCA results presented earlier.

Figure 5.16 Little inter-genotype difference is detected in the RNA-seq significant mRNA dataset, and the effect of treatment per genotype-is only marginal; stimulation conditions seem to be very similar between them. Top heatmap: analysis of differential gene expression was completed using the DeSeq2 package.
Expression of each gene identified in the dataset was compared between BL/6 and Alpk1\(^{-/-}\) for each control and treatment condition. The significantly (padj $\leq 0.05$) differentially expressed genes are represented in a heatmap (unsupervised clustering) as a function of VST (DESeq2). The list of genes is to the right of the heatmap and their full names can be found in the Abbreviations part of this thesis. Bottom heatmap: analysis of differential gene expression was completed using the DeSeq2 package to compare expression of genes between stimulated and unstimulated conditions separately for each genotype. Namely, the comparisons were as follows: BL/6 (mock vs X31), Alpk1\(^{-/-}\) (mock vs X31), BL/6 (lipofectamine vs 2’3’ cGAMP), Alpk1\(^{-/-}\) (lipofectamine vs 2’3’ cGAMP), BL/6(lipofectamine vs 5’ppp dsRNA), and Alpk1\(^{-/-}\) (lipofectamine vs 5’ppp dsRNA). A union of top 200 dysregulated genes amongst those considered to be significantly differentially expressed (p$\text{adj} \leq 0.05$) in each of these comparisons, is represented. A total of 727 genes analysed this way are represented as a function of the VST score. The results represented here are from the only RNA-seq experiment that was carried out in this thesis.

Next, fold-changes of BL/6 – Alpk1\(^{-/-}\) and log-transformed p-values were represented in form of volcano plots, similar to those in the phospho-proteomics experiment. The volcano plots of mock and X31-infected conditions are represented in Figure 5.17a. As expected given the PCA results, very few genes showed significantly different expression between the two genotypes (genes indicated in red dots, above the y=1.3 dashed line). The results confirmed the genotype of Alpk1\(^{-/-}\) mice, as Alpk1 was identified as a significantly under-represented gene in the Alpk1\(^{-/-}\) background. It is worth noting here that the expression of Alpk1 was still detectable even in the KO cells. This finding was due to the lack of read alignment to exon 10 of this gene, as BL/6 Alpk1\(^{-/-}\) mice from which these cells were derived were generated by exon deletion in the gene sequence. The evidence for this, in the form of Integrative Genomics Viewer® visualisation, is to be found in the Appendix Figure 8.8. All other exons are transcribed in both WT and Alpk1\(^{-/-}\) BMDMs, with reads aligning to them, thus explaining the background expression still detected in Alpk1\(^{-/-}\) cells. It is therefore possible that binding or scaffolding properties of ALPK1 are intact even in Alpk1\(^{-/-}\) mice and cells (more detail in Discussion). Alpk1 induction of transcription (position of red dot relative to x axis) was similar in mock and X31-infected conditions, possibly indicating that ALPK1 does not impact its own expression during X31 virus recognition. A new gene with a significant expression difference in this analysis was Wdfy1, known to be involved in TLR3/4 signaling and moreover, in negatively regulating Ifn gene expression (Hu et al., 2015), (Ning et al., 2019). In mock and X31-infected BMDMs alike, the expression of Wdfy1 was higher.
in the Alpk1−/− background, which, given its described roles, contradict the previously observed increase in IFN-α/β expression in absence of Alpk1. Furthermore, Wwc2 gene expression was significantly lower in Alpk1−/− than in BL/6 BMDMs.

Given the little difference in mock and infected BMDMs, the dataset was interrogated for the expression of viral mRNAs and the results compared between mock and X31-infected cells (Figure 5.17b). Arguably, the stimulation (6h) would be sufficiently long to allow for viral mRNA transcription and viral replication. Since the X31 virus strain used here was propagated in mice and in MDCK cells prior to this stimulation, it is imaginable that it accumulated considerable mutations compared to the publicly available human H3N2 strain sequence used for this alignment. Nevertheless, the sequence alignment detected each of the eight genome segments in the viral genome in the case of infected cells, and none in the mock conditions. Moreover, the count number of detected aligned mRNA was similar between BL/6 and Alpk1−/− BMDMs, indicating similar rates of viral replication.
Figure 5.17 Although the X31 infection shows viral mRNA transcription activity equal between genotypes, only a small portion of mRNA targets is significantly dysregulated between Alpk1−/− and BL/6 BMDMs, with only one, mt-Co2, specific to infection. A. Expression of each mRNA identified in the dataset was compared by a t-test between BL/6 and Alpk1−/− BMDMs. The value of the fold change (BL/6 – Alpk1−/−) is represented as a log2 value on the x-axis, and the significance of the performed test is represented as a -log10(p-value) on the y-axis. Each mRNA was represented as a dot and colour coded: the non-significant mRNAs as gray dots, non-significant mRNAs that showed more than 1.5x dysregulation between genotypes
(corresponding to 0.585 on the x axis) as green dots, and significantly dysregulated mRNAs with a dysregulation score of 1.5 and above as red dots (and named). Mock negative control and X31-infected cells are represented in these graphs. B. The same dataset was interrogated for H3N2 mRNA expression of different genomic segments by aligning the reads from the dataset to the human H3N2 Hong Kong available sequence. Results are shown per genotype and replicate as a mean ± SEM for each gene/viral genome segment. The results represented here are from the only RNA-seq experiment that was carried out in this thesis.

The same analysis was carried out on the transfected conditions, with lipofectamine negative control, 2′3′ cGAMP and 5′ppp dsRNA (Figure 5.18). Overall, the transfection effect appears to trump stimulation, as most of the genes that are significantly differentially expressed between the genotypes are present in all three lipofectamine-dependent conditions. The Pydc3 mRNA, detected in the lipofectamine and agonist transfections alike, was significantly less expressed in the Alpk1−/− background. The corresponding protein, PYDC3, was shown in one study to be involved in the prostaglandin-driven inflammasome activation and IL-1β secretion (Vijay et al., 2017). Moreover, the authors of this study have shown that Pydc3 transcription is IFNAR-dependent in BMDMs and in vivo. The only significantly dysregulated gene detected only in a stimulation condition, 2′3′ cGAMP, is Hmgn2, encoding a high mobility group nucleosomal binding domain 2 protein, with a role in α5β1 integrin expression in A549 cells (Wang et al., 2016b). On the other hand, the pattern of Wwc2 gene expression remained the same as in the mock and X31-infected cells, indicating a baseline, genotype-dependent and treatment-independent lower expression of Wwc2 in the Alpk1−/− BMDMs. Overall, the results of the RNA-seq experiment pointed towards individual novel targets to investigate, but did not show very large differences induced by the lack of Alpk1. Some interpretations of these results are offered in the Discussion part of this chapter.
Figure 5.18 In transfection conditions, the observed inter-genotype differences seem to be baseline-detected and not stimulation-induced, and only low dysregulation is observed between genotypes. Volcano plots of the remaining three stimulation conditions (empty lipofectamine, lipofectamine+2′3′ cGAMP, lipofectamine+5′ppp dsRNA) were visualised after a t-test as previously described. mRNAs are represented as colour-coded dots: the non-significant mRNAs in gray, non-significant mRNAs with >1.5x dysregulation between genotypes (corresponding to 0.585 on the x axis) in green, and significant mRNAs with >1.5x dysregulation in red (with gene names). Welch t-test was carried out as BL/6 – Alpk1−/− difference, so positive values on the x-axis indicate an induction in expression in the BL/6 background as opposed to Alpk1−/−. The results represented here are from the only RNA-seq experiment that was carried out in this thesis.
5.3 Discussion

5.3.1 *Alpk1* deficiency effects *in vivo*

Results in this chapter indicate that *Alpk1* reduces mouse susceptibility to influenza *in vivo*, as the *Alpk1*−/− mice show increased weight loss and mortality during infection compared to BL/6 controls. However, during the testing of different viral doses, weight loss and mortality results depended on the viral dose used. The viral burden of the two mouse strains being similar, it indicated a difference between the two genotypes in pathogenic rather than antiviral pathways (more details in overall thesis Discussion chapter).

Analyses of the BAL fluid IFN-α/β and cytokines showed no difference between BL/6 and *Alpk1*−/− mice at any of the timepoints in infection. While infection doses used for experiments in sections 1.2.1 and 1.2.2 of this chapter were lower than the one used to demonstrate increased *Alpk1*−/− mice susceptibility, increasing the viral dose to $35 \times 10^3$ TCID$_{50}$ highlighted no difference in cytokine production early on in infection. While this result indicates that Alpk1 might not be regulating IFN-α/β *in vivo*, expression of other cytokines should be addressed in the future (IL-1β, MIP-1α, MIP-1β etc). Moreover, although a reproducibly increased presence of pDCs in the lung at late stages of infection was detected in *Alpk1*−/− mice, no corresponding increase of IFN-α/β was observed. The IFN-driven activation levels of immune cells, mirrored by PDCA-1 and SCA-1 expression, were also relatively similar between the genotypes, thus leaving the susceptibility phenotype of *Alpk1*−/− mice unexplained.

5.3.2 *Alpk1* deficiency effects *in vitro*

While considerable variation was observed during *in vitro* assays of BMDMs, the represented results are indicative of a pattern of cytokine expression in BM-derived cells *in vitro*. Increased IFN-α/β and IL-6 secretion upon X31 infection or LPS challenge indicated a shared IRF3 and NFκB-driven pathway of target production. Similar patterns, although less extensive, were observed in the RIG-I agonist 5’ppp dsRNA stimulation and STING stimulation with 2′3′ cGAMP.

More pronounced differences in cytokine production upon stimulation were observed in pDCs derived from WT and *Alpk1*-deficient mice. Namely, in absence of *Alpk1*, a two to three-fold increase in IFN-α/β production was observed as compared
to the WT background. However, in a pilot experiment analysing the percentage of pDCs (defined as PDCA-1+ Siglec-H+ in B220-MACS-purified cultures), it was found that the purity of the Alpk1-deficient cultures was higher, though not significantly (Supplementary Figure 8.3). While it is possible that this purity difference is influencing the observed differences in IFN-α/β levels between the two genotypes, further confirmation of the pDC percentage result will be necessary in the future.

Phospho-proteomics data identified ALPK1-dependent phosphorylation of Ser1017 and Ser1037 residues in WWC2 protein as the most significant changes between BL/6 and Alpk1−/− cells. However, very few significant changes were observed overall. The Reactome database that was used to assign the significantly dysregulated proteins to known signaling cascades functions by principally analysing human data. Therefore, the submitted mouse data was first referred to homologous proteins in the human genome, then assigned to pathways according to the software’s algorithm. Therefore, the identified pathways may not mirror the situation in the mouse system faithfully. Overall, the association of significantly dysregulated phosphorylated proteins to pathways was modest. The only significantly recognised pathway (after multiple testing corrections) appeared to contain proteins less phosphorylated in Alpk1−/− BMDMs during 5′ppp dsRNA stimulation: the histone demethylation pathway. The identified proteins belonging to this pathway that were found in the dataset are encoded by genes Kdm4c, Phf2, Kdm5c, Kdm2b, Kdm4b, Arid5b, and Phf8. All of these factors participate in removing Lysine-bound methylation marks on different histone proteins, thus releasing epigenetic brakes on gene expression. While these demethylases have been implicated in other processes such as Wnt pathway and cancer progression, a member of the same family not found in this dataset, KDM5A, was shown to negatively regulate NFκB activity by interfering with p65 methylation (Zhao et al., 2016), (Lu et al., 2010). However, his finding is not very representative of the entire pathway, as less than 0.3% of all pathway components were identified in this dataset when submitted to the Reactome database.

Given somewhat confounding results in the immune cells, and the fact that ALPK1 was linked to lipid raft transport and polarization of epithelial cells (Heine et al., 2005), the responses of Alpk1−/− MTECs in vitro were assessed as well (data not shown). Both at mRNA and protein secretion level, IFN-α/β and IL-28 production were found to be similar between BL/6 and Alpk1−/− MTECs.
The parity of mRNA levels between BL/6 and \textit{Alpk1}^- BMDMs upon the same kinds of stimulation was contradictory to the increase in phosphorylation of p65 and TBK1 observed by WB assays. However, the analysis of the global transcriptome confirmed these findings and showed very few differences between BL/6 and \textit{Alpk1}^- BMDMs during stimulation (and in unstimulated conditions). It seems that most of the dysregulated transcripts between WT and \textit{Alpk1}^- BMDMs are already differentially expressed in the baseline conditions and that there is no induction of their expression upon stimulation or infection. It was interesting to note that the expression of mRNA \textit{Wwc2} was lower in absence of \textit{Alpk1}, as it was previously reported in this thesis that WWC2 phosphorylation is reduced in \textit{Alpk1}^- BMDMs. While this result was not informative of the overall expression of WWC2 protein, it was interesting to observe that ALPK1 effects are not limited only to direct phosphorylation to WWC2 but also to indirect control of its transcription. Overall, these results could therefore indicate that 1) the 6h timepoint was too early to detect differences or 2) the effects of ALPK1 \textit{in vitro} affect post-transcriptional (and/or post-translational) mechanisms involved in production of IFN and cytokines.

5.3.3 A published \textit{Alpk1}^- mouse colitis model and findings

\textit{Alpk1} deficiency was demonstrated in a BL/6 background \textit{Alpk1}^- \textit{Rag1}^- mouse model to increase colitis susceptibility and IL-12 production, in a phenotype reminiscent of the 129 mice (Ryzhakov et al., 2018). The authors also report expression of \textit{Alpk1} (by interrogation of the ImmGen database) in splenic macrophages and splenic and mesenteric lymph node pDCs, monocytes and DCs. They confirmed the ALPK1 impact in the hematopoietic compartment using a bone marrow chimera system where colitis susceptibility was driven by \textit{Alpk1}^- donor cells. A higher IL-12 production was also detected in \textit{Alpk1}^- BMDMs, but, importantly, the authors used GM-CSF to derive these cells \textit{in vitro}. Therefore, the observed differences in IL-12 secretion could be originating from DCs or even monocytes in culture, as it was previously shown that GM-CSF-differentiated BM progenitors yield a mixed culture where macrophages are not in majority (Helft et al., 2015).

It is worth mentioning that in the (Ryzhakov et al., 2018) study all experiments were carried out in an IL-10-deficient system (systemic blocking with the \textit{\alpha}-IL-10R antibody). In these conditions, they reported a similar inflammation phenotype.
absence of *Alpk1* in the BL/6 background as in the WT 129 mice. While blocking the IL-10 pathway is necessary along with *H. hepaticus* infection for obtaining a colitis induction mouse model, IL-10 has important systemic anti-inflammatory effects through the induction of the Jak/STAT cascade via STAT3 (Moore et al., 2001, Ouyang et al., 2011). Without IL-10 blockade, simple *H. hepaticus* infection of WT and Alpk1-deficient mice showed little to no significant difference in colitis susceptibility. In addition, this study found a positive correlation between *Alpk1* expression and pro-inflammatory cytokine production (IL-12, CXCL10, IFN-γ) in colitis patients’ ileal samples, thus directly contradicting their mouse *in vivo* findings. Therefore, the *in vivo* impact of ALPK1 on inflammation claimed by this publication is to be interpreted cautiously, as the increased inflammation could be due to the lifting of molecular brakes through abrogation of IL-10 signaling. The proposed comparison between *Alpk1*−/− and 129 mice, though they present similarities in their colitis susceptibility, therefore lacks conclusive evidence.

The ALPK1 study presented in this chapter of this thesis did not succeed in bringing forward a clear connection between ALPK1 and any characteristic immune inflammation pathway. However, it seems like the global signatures of protein production in absence of *Alpk1* are in concordance with the data from (Ryzhakov et al., 2018). However, one major finding in this thesis contradicts a side note from the Methods part of their study. They reported that the deletion of exon 10 in the *Alpk1* gene in the mouse model they used induced a frameshift mutation in the coding sequence (without offering any evidence). However, the RNA-seq data presented in this thesis convincingly and significantly shows that all other exons after exon 10 are transcribed in the *Alpk1*−/− BMDMs just as well as in the WT-cells. This is important to consider in the interpretation of the results from this thesis, but also to use as caution when interpreting the (Ryzhakov et al., 2018) data.

### 5.3.4 Overall conclusion

The most important result from this chapter included the identification of a possible novel phosphorylation substrate target of ALPK1: a protein called WWC2. It also indicated a possible role for ALPK1 in its transcription. Ser1017 and Ser1037 residues of WWC2 were significantly less phosphorylated in absence of *Alpk1*, indicating an effect of this kinase on the phosphorylation patterns of WWC2.
However, it is not possible to conclude from this experiment whether WWC2 is a direct or indirect target of ALPK1 activity. WWC2 and its possible connection to the innate immune response, as well as investigation of its transcription in an effort to further investigate the RNA-seq result are addressed in detail in the next chapter.

Chapter 6.Results 4: Investigating the putative roles of Alpk1/WWC2 interaction in innate immunity

6.1 Introduction

Although phospho-proteomics showed few differences between WT and Alpk1−/− responses, a significant lack of phosphorylation of WWC2 was detected. The phosphorylation on two residues, Ser1017 and Ser1037, was increased with stimulation, but in all cases lower in absence of Alpk1. Moreover, Wwc2 mRNA expression was also reduced in absence of Alpk1, showing a possible indirect expression regulation mechanism of the two. However, no validation of WWC2 protein expression was shown in the previous chapter.

WWC2 (WW domain-containing protein 2) is not very well studied. One study described it as a regulator of the Hippo pathway and a prognostic factor in a HEK293T human cancer cell model (Zhang et al., 2017b), but no studies demonstrating a function for WWC2 were published in mice at the time of writing this thesis. No commercially available antibodies for the identified phosphorylated residues of WWC2 were found, making a WB-based validation of the observed results difficult.

Given that this protein was not known to play a role in the mouse immune system pathways, its sequence was compared to a known member of the same protein family, WWC1. This protein (also called KIBRA), implicated in memory and Alzheimer’s disease (Zhang et al., 2014), is generally known as an upstream regulator of the Hippo signaling pathway (Wennmann et al., 2014), (Xiao et al., 2011). The Hippo pathway is a well-known kinase cascade regulating cell proliferation, differentiation and death. First discovered in Drosophila, it was since found to be extremely well conserved in mammals as well. The Hippo pathway contributes to cell death and differentiation, limiting cancer onset and spread, and to tissue
homeostasis, organ size and development in general (Yu and Guan, 2013). The main environment cues that activate Hippo pathway are nutrient starvation, or the detection of mechanical cues via GPCR signaling. Typically, Hippo pathway is activated by increased cell density. The activation of the Hippo pathway is mediated by two hallmark kinases: MST1/2, which initiates signaling, and its phosphorylation targets, LATS1/2 kinases. Once LATS1/2 are phosphorylated and activated by MST1/2, they phosphorylate the effector of the Hippo pathway, the protein YAP(TAZ). This phosphorylation keeps YAP/TAZ in the cytoplasm by initiating its association with the 14-3-3 protein, or by directing it for proteasomal degradation. Either way, the main consequence of the prevention of nuclear translocation of YAP/TAZ is the abolishment of transcription of their target genes, including Amotl2. Amotl2 is involved in the maintenance of tight junctions and epithelial cell polarity (Yu and Guan, 2013). KIBRA was found to activate LATS kinases which phosphorylate YAP, thus preventing its nuclear translocation (Zhao et al., 2010). Also, in a publication of interest for this thesis, KIBRA was found to affect epithelial cell polarity through suppression of apical exocytosis (Yoshihama et al., 2011) by inhibiting an atypical protein kinase C - aPKCζ.

Interestingly, it was recently shown that the Hippo pathway is implicated in responses to viral infection via the regulation of TBK1 and IRF3 phosphorylation (Zhang et al., 2017a). Namely, the activation of the Hippo pathway was reported to increase RNA and DNA viral sensing via RIG-I and STING pathways, both of which are studied in detail in this thesis. Zhang and colleagues have shown through Ifn-β1 luciferase assays that YAP can prevent TBK1 phosphorylation and thus IRF3 phosphorylation and activation downstream. They demonstrate that, upon Hippo pathway activation (in this case by serum starvation) during viral infection, YAP is phosphorylated, does not bind to TBK1 anymore, and Ifn-β1 responses are increased. Importantly, (Wennmann et al., 2014) have shown that the LATS1/2 binding and phosphorylation capacity of human WWC1 had been conserved in WWC2 as well. This was an encouraging finding, as it indicated that the binding partners found for WWC1 could perhaps be valid for WWC2 as well.

Therefore, in this final chapter of this thesis, I recapitulate results of some validation experiments exploring the possible connection of Alpk1 with WWC proteins and the Hippo pathway in the Alpk1−/− phenotype. I also show results of an
RNA-seq experiment performed in search of novel candidate genes and pathways that could be affected by Alpk1 activity.

6.2 Results

6.2.1 WWC proteins similarity and binding partners

In order to be able to infer putative protein binding capabilities of WWC2, the sequences of WWC2 and WWC1 mouse and human proteins were aligned to compare the Ser modified residues uncovered by the phospho-proteomics analysis. The Ct region alignments of the four proteins are represented in Figure 6.1. Since Alpk1 is an α-protein kinase, coiled-coil predicted domains in WWC2 are highlighted in green. The modified residues Thr999, Ser1017 and Ser1037 identified in the phospho-proteomics experiments in previous results chapter in mouse WWC2 are highlighted in brown and red, respectively. Thr999 was present in the first phospho-proteomics experiment but did not appear in the second assay after normalisations (possibly due to the different FDR in statistically comparing the many conditions in the second phospho-proteomics assay). Generally, WWC2 and WWC1 proteins are very well conserved in mice and humans. The conservation score between mouse and human WWC2 amino-acid sequences was 86%, whereas WWC2 and WWC1 mouse similarity was 48%. The coiled-coil domain adjacent to the modified residues seems very well conserved across species and WWC proteins. Most importantly, all three residues identified in the earlier experiment appear in the human and mouse WWC2 and WWC1 sequences, in conserved peptide surrounding sequences. The aPKC binding site in human KIBRA (represented in the black rectangle) is overall well conserved between WWC1 and WWC2 sequences, and identical between corresponding mouse and human proteins. Furthermore, one of the identified modified residues, Ser1037, appears to be in the middle of the aPKC binding site. Given all the previously published data on WWC1 role in the Hippo pathway and its binding to aPKCs in epithelial cells, this was a confirmation encouraging further validation experiments.
Chapter 6. Results

Figure 6.1 Ct domain alignments of human and mouse WWC2 and KIBRA (WWC1) show a conservation of the identified phospho-residues. UNIPROT BLAST ClustalOmega alignment was performed on the four protein sequences – in the case of WWC1, isoform 1 was used for the alignment. Green highlights indicate regions of putative coiled-coil domains in the WWC2 sequence. Black rectangle indicated the position of the aPKC binding sequence in human WWC1/WWC2 according to (Wennmann et al., 2014). Brown highlight indicates the previously detected modified Thr999 residue, and the red highlights mark Ser1017 and Ser1037 identified in the latest phospho-proteomics experiment.

In the absence of a commercially available phospho-WWC2 antibody, an attempt was made at investigating whether WWC2 can bind aPKCζ in BMDMs by co-immunoprecipitation. For this experiment, BMDMs were stimulated using 2’3’cGAMP to activate the STING cascade, or 5’ppp dsRNA, the specific agonist of the RIG-I receptor. Once again, empty lipofectamine was used as a transfection control.

A polyclonal aPKCζ antibody was used to capture the total amount of this protein in the cells, and bound proteins were immunoprecipitated alongside it. IPs and total lysates were analysed for WWC2 expression (for binding analysis) and for aPKCζ expression (as a control). Results are shown in Figure 6.2 and are representative of two independent experiments. Using aPKCζ for immunoprecipitation did not show WWC2 as a binding partner (left hand-side gel, IP section) in any of the tested conditions. The presence of WWC2 in total cell lysates was tested in parallel and it revealed distinct bands of size corresponding to that of WWC2 (134kDa – left hand gel, right section). Moreover, a protein band corresponding to the expected size of...
aPKCζ (68kDa) was detected both in the IP and total lysate samples, though with weak intensity in the IPs. The specificity of both the α-WWC2 and α-aPKCζ antibodies was noticeably low, as many other bands (especially in the case of aPKCζ) were recognised by these antibodies. Therefore, it is unclear whether the IP assay was successful and/or whether there is genuinely no binding of the two proteins in the studied conditions.

![Immunoprecipitation assay results](image)

**Figure 6.2 Immunoprecipitation assays show no binding of WWC2 and aPKCζ in the analysed conditions in BMDMs.** 2*10^6 BMDMs were seeded per condition and per genotype and incubated overnight in 1% FCS media. They were then transfected with empty lipofectamine, 2’3’ cGAMP or 5’ppp dsRNA for 1h long-incubations to mimic the phospho-proteomics stimulation conditions. Post-stimulation, cells were processed as described in Material and Methods, by using an aPKCζ polyclonal antibody to extract and purify this protein along with its binding partners. The total lysate prior to immunoprecipitation, as well as the immunoprecipitates, were run on NU-PAGE SDS gels and the membranes probed for WWC2 detection and a-PKCζ presence as a control. A negative control for IP was the pure lysis buffer incubated with aPKCζ antibody used for purification. Magenta arrow indicates the presumed WWC2 protein band, and the green arrow the aPKCζ one. Results representative of two experiments.

6.2.2 Analysis of possible Hippo pathway activation in BMDMs

Given the literature about WWC1, WWC2 and the Hippo pathway activation, the effects of cell density on the expression of main target genes and proteins was analysed next. Cell density is known to activate Hippo pathway, whereby cells in immediate contact initiate this signaling cascade to stop proliferation (Yu and Guan, 2013). To replicate this, BMDMs were seeded at 1.2*10^6 cells/well, 4*10^5 cells/well or 2*10^5 per well, and stimulated with 2’3’ cGAMP, 5’ppp dsRNA or empty
lipofectamine control. For comparison, the usual cell density for cell stimulation for QPCR is $4 \times 10^5$ cells/well in a 24w plate, and for ELISA $2 \times 10^5$ cells/well in a 96w plate. Therefore, to analyse the effects of cell density, all cells were plated in 24w plates, lysed for QPCR, and their supernatants collected for ELISA analyses. In the case of protein synthesis, and possibly because the supernatants were taken in a bigger volume than for the optimized conditions, no difference in IFN-$\alpha/\beta$ protein levels between genotypes were recorded in either stimulations (Figure 3.5a). However, a step-wise reduction in protein levels of IFN-$\alpha$ and IFN-$\beta$ was observed in the more sparsely plated cells compared to the densely plated ones. As such, this result could indicate that cell density could indeed affect the IFN-$\alpha/\beta$ synthesis and export efficiency in BMDMs, but independently of Alpk1 presence. Similar patterns were observed at the transcription level (Figure 3.5b). Ifn-$\beta 1$ and Il-6 transcription was similar between genotypes once again, but responded well to cell density. In sparsely plated cells the overall activation of transcription of both Ifn-$\beta 1$ and Il-6 was extremely low, similar to the negative control. Interestingly, both in the case of protein and mRNA levels, the STING signaling pathway activated with 2’3’ cGAMP was more responsive to cell density than was the case with the RIG-I pathway in 5’ppp dsRNA stimulation. It is important to note here that the results represented here are from a pilot experiment and that their interpretation is thus limited.

The transcription of Amotl2 was also addressed in this experiment (Figure 3.5b), alongside those of Ifn-$\beta 1$, Il-6 and Stat1. As Hippo pathway activation negatively regulates YAP activity as a transcription factor, it was encouraging to see that in STING stimulation Amotl2 expression was increased at $4 \times 10^5$ cells/well compared to $1.2 \times 10^6$ cells/well. It is worth remembering here that the $4 \times 10^5$ cells/well density was the one used for all QPCR experiments represented in this thesis, so it is conceivable that Hippo pathway signaling was somewhat active throughout all these assays. However, as for the other targets, there was no difference recorded between the two genotypes in mRNA production. This experiment was only carried out once, as a pilot assay, and it is possible that some variation might be observed in the future repeats.
Figure 6.3 While there is a stimulating effect of Hippo pathway with cell density on IFN-α/β and IL-6 expression, no difference in expression was Alpk1-dependent. BMDMs were seeded at indicated numbers in 24w plates for stimulation. They were stimulated by transfecting empty lipofectamine of lipofectamine+2’3’ cGAMP or 5’ppp dsRNA. A. IFN-α and IFN-β protein quantity was assessed in the supernatant of stimulated cells 24h post-stimulation. B. $\text{Ifn-}\beta$1, $\text{Il-}6$, $\text{Stat1}$ and $\text{Amotl2}$ mRNA was quantified in cells after 6h of stimulation as indicated. Comparison of protein or mRNA levels between genotypes was assessed for significance by a two-way ANOVA. Each symbol is a biological replicate, and results are represented as a mean ± SEM value. Results representative of one pilot experiment.

Further, $\text{Amotl2}$ transcription was addressed in the context of X31 infection and LPS and poly(I:C) stimulations in presence or absence of cycloheximide. $\text{Amotl2}$ expression was analysed in these conditions in order to verify the impact of newly synthetised proteins on the readout target of Hippo pathway activity (if there was
any). Results in Figure 3.6 show no visible induction of Amotl2 expression upon any stimulation tested, and little to no impact of Alpk1. However, a reproducible pattern, mostly observed in Alpk1−/− BMDMs, but also in WT s, was a peak of expression of Amotl2 2hrs post-stimulation in presence of cycloheximide. This was followed by a sharp decline in mRNA synthesis of Amotl2 in both Alpk1−/− and BL/6 cells from 4h post-stimulation onwards. In stimulation of STING and RIG-I pathways with 2’3’ cGAMP and 5’ppp dsRNA stimuli, respectively, there was no effect on Amotl2 expression after 6h of incubation. Overall, these results indicate that Amotl2 expression is possibly kept low by a constantly replenished (synthetised) protein in the background. This is visible because in the 2-3 hours post-cycloheximide exposure (corresponding to 1-2h post-stimulation), the expression of Amotl2 is transiently increased in both unstimulated and stimulated cells. However, no stimulus amongst those tested could induce its expression in a significant way.
Figure 6.4 *Amotl2* expression (as a possible readout of the Hippo pathway activation) is not *Alpk1*-dependent, but is affected by cycloheximide treatment in different stimulation conditions. BMDMs were pre-incubated with cycloheximide or DMSO for 1h, then stimulated with the indicated stimuli (X31 $10^6$ TCID$_{50}$/ml) for the indicated amounts of time before harvesting and quantification of mRNA by QPCR. NB: the top right graph indicates a 6h-long stimulation as previously described. Results represent mean ± SEM values of three biological replicates and * indicates p<0.05 in a two-way ANOVA test between BL/6 and *Alpk1*<sup>−/−</sup> genotypes. Results from one pilot experiment.

6.2.3 *Wwc2* expression study in different stimulations

Since the RNA-seq experiment from the previous chapter had shown an unexpected negative impact of ALPK1 loss on *Wwc2* transcription, the expression of *Wwc2* was checked in different conditions in both genotypes to explore this result...
further. Therefore, Wwc2 mRNA was quantified upon presumed activation of the Hippo pathway by cell density changes. This was done for 2’3’ cGAMP and 5’ppp dsRNA stimulations, but also for CpG-A induced stimulation of TLR9 (Figure 6.5a). While cell density generally does not appear to regulate Wwc2 transcription, a pattern of lower Wwc2 in Alpk1+/− than in WT-cells confirms the RNA-seq findings. Ultimately, it does not appear that Wwc2 expression is induced upon any of the stimulations studied. To investigate whether Wwc2 expression depends on newly synthetised proteins, its transcription was measured in cells exposed to cycloheximide prior to different stimulations (Figure 6.5b). Once again, in baseline conditions, as well as in stimulations with LPS or poly(I:C) or influenza virus infection, Wwc2 expression in Alpk1+/− BMDMs was lower than in the BL/6 ones, confirming the RNA-seq findings. Interestingly, in influenza infection there seemed to be no effect of newly synthetised proteins on Wwc2 expression in Alpk1+/−, but in WT BMDMs a significant induction of Wwc2 mRNA expression was observed. However, this induction was not higher than in the cycloheximide-treated negative controls, meaning that there is little to no induction of Wwc2 expression upon influenza infection in any case. Upon LPS and poly(I:C) stimulation the two genotypes showed similar patterns of Wwc2 expression with cycloheximide treatment. Overall, this result confirmed the RNA-seq findings and pointed to a marginal impact of newly synthetised proteins, but not stimulation, on the induction of Wwc2 expression. Moreover, the significant difference in Wwc2 mRNA 6h post-X31 infection, but lacking a significant increase compared to the mock-treated cells, confirmed the RNA-seq findings as well.
Figure 6.5 Expression of Wwc2 mRNA in Alpk1\(^{-/-}\) BMDMs is lower in baseline and some stimulated conditions than in BL/6 controls, an effect maintained in the presence of cycloheximide during X31 infection. BMDMs were differentiated as previously described and seeded, unless otherwise indicated, at 4\(\times\)10\(^5\) cells/well in 24w plates for stimulation. Wwc2 mRNA expression was assessed by QPCR as previously described. A. Cells were transfected with empty lipofectamine, 2’3’ cGAMP or 5’ppp dsRNA or stimulated with CpG-A for 6h before quantifying Wwc2 mRNA levels. B. 4\(\times\)10\(^5\) BMDMs per condition were pre-incubated with cycloheximide or DMSO 1h before and during stimulation (infection with X31 10\(^6\) TCID\(_{50}\)/ml, LPS or poly(I:C) incubation). Cells were harvested at the indicated time points during stimulation for mRNA quantification. Results are represented as a mean ± SEM of three biological replicates per genotype. Each symbol is a biological replicate. Statistical testing two-way ANOVA compared BL/6 vs Alpk1\(^{-/-}\) conditions within DMSO, or within cycloheximide treatment conditions (* p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001; non-significant comparisons are omitted for clarity). Represented data from A. and B. are from two different experiments.
6.3 Discussion

In this final chapter, some hypotheses on the role of Alpk1 in stimulated BMDMs were investigated based on the results obtained using phospho-proteomics assays. The implications of these results in the light of the other chapter results in this thesis will be discussed in the final Discussion section.

6.3.1 The WWC-aPKCζ connection

The most noticeable result of the phospho-proteomics assay was the detection of loss of phosphorylation of WWC2 on two separate residues in a reproducible manner. Given that this protein is relatively unknown, its AA sequence comparison with KIBRA (WWC1) was encouraging for the IP validation attempts. However, the lack of detectable interaction between aPKCζ and WWC2 observed in the IP assay could be interpreted in different ways. The first one, that cannot be overlooked at this time, is that the antibody specificity for both WWC2 and aPKCζ was poor (many other bands detected), rendering the assay unsuccessful. Another probable interpretation is that WWC2 is not a binding partner for aPKCζ in these conditions. Given that the putative binding sequence is present, it is possible that the binding itself is not happening due to post-translational modifications around the site, or perhaps competitive binding to other proteins of the same family (such as aPKCλ/τ which were not analysed in this thesis). The other possibility is that the aPKC binding site proposed for KIBRA by (Wennmann et al., 2014), (Yoshihama et al., 2011) and (Buther et al., 2004) can be disrupted by the few mutations between WWC1 and WWC2, even though the sequences are well conserved. In fact, (Yoshihama et al., 2011) and (Buther et al., 2004) also identified that KIBRA is a phosphorylation target of aPKC, but it is unclear whether this activity is preserved for WWC2, or if it could potentially affect the binding as well.

6.3.2 Effects of ALPK1 and WWC2 interaction on hypothetical Hippo signaling in innate immunity

It is interesting to speculate about a possible ALPK1-Hippo pathway interaction through WWC2 in innate immune activation. While KIBRA is known to be a phosphorylation target of hallmark Hippo kinase LATS2 in *D.melanogaster*, the
consequence of which is the activation of the Hippo pathway and the suppression of YAP activity (Xiao et al., 2011), (Genevet et al., 2010), (Baumgartner et al., 2010), the effects of WWC2 are less well understood.

YAP was recently identified as an antagonist of the TBK1-mediated cytosolic nucleic acid sensing pathway during RIG-I or STING activation, preventing IRF3 phosphorylation and nuclear translocation (Zhang et al., 2017a), and as a target of IKKe for proteasomal degradation (Wang et al., 2017). The Hippo pathway was therefore proposed to enhance nucleic acid sensing in the cytoplasm by blocking YAP. WWC2 was identified as an upstream regulator of the Hippo pathway by virtue of its activation of the LATS2 kinase, which resulted in phosphorylation of YAP, the pathway effector (Zhang et al., 2017b). YAP phosphorylation, in turn, prevents its nuclear translocation and marks it for proteasomal degradation. The possible connection with Alpk1 could involve a negative regulation of WWC2 by Alpk1-driven phosphorylation (for example, by earmarking it for degradation). In the absence of Alpk1, there could therefore be an efficient inhibition of YAP by phosphorylation, allowing for IRF3 phosphorylation and nuclear translocation, and therefore an added source of transcription downstream of TBK1 (such as cytokines and possibly IFN-α/β). However, the RNA-seq data from the previous chapter is in direct opposition to this, as Alpk1 seemed to positively regulate Wwc2 expression, and it is impossible to know from the data in this thesis whether the protein levels of WWC2 are affected by Alpk1 absence. At least, given the issue with Alpk1 knock-out that we used in this thesis, it can be concluded with certainty that the kinase domain of Alpk1 affects Wwc2 gene expression downstream via an unknown mechanism. Another caveat to this hypothesis is that no difference in Amotl2 transcription was observed between the two genotypes upon modulation of cell density, and there was no observable difference in cytokine or IFN transcription as a result.

Given that the IP experiment from this chapter indicated that the levels of WWC2 are possibly similar across genotypes and conditions (in spite of low specificity of the antibody), it is possible that the reduction of Wwc2 transcription that was observed in the RNA-seq experiment is not relevant in the ultimate mechanism of interaction with Alpk1. However, it is possibly indicating a pathway upstream of Wwc2 transcription that could be affected by Alpk1. More validation experiments, including WWC2 protein quantification via MS and WB and other ways of Hippo pathway activation (for example by FCS starvation) can be explored in the future to
try and address the possible connections between these factors. FCS starvation would be particularly interesting to address as an effect on Hippo activation, as WB and phospho-proteomics assays in this thesis were carried out in presence of 1% FCS only (complete media is 10%). This was done in order to reduce background phosphorylation levels, but given the WWC2 possible implications, it could mean that the activation of the Hippo pathway was inadvertently brought about.

6.3.3 Concluding remarks

Generally speaking, whatever the effects of Alpk1 on the stimulation of BMDMs in different conditions, they seem to be very discrete and difficult to pinpoint. WWC2 still remains a candidate protein of interest as a phosphorylation target of Alpk1, but this hypothesis needs to be addressed by in vitro binding and phosphorylation assays in the future. A general Discussion, taking into account results from previous chapters of this thesis, will address these questions more in depth.

Chapter 7. Discussion

The main goal of this work has been to contribute to the identification of the genetic causes of high IFN production in the influenza susceptible 129 mouse strain. This project was done with the idea that the findings could be applied not only to influenza susceptibility but also to other diseases where high IFN production is a burden to the host.

The phenotype of increased influenza morbidity and mortality of the 129 mice is reliably confirmed here in the 129S6 sub-strain compared to the BL/6 controls. Further, it is reported that introducing a single Chr3 locus, R17, of BL/6 origin, into the 129S6 genome (in the 129.C3BR17 congenic mouse strain) contributes to the reduction of IFN-α/β and cytokine production and to the improved survival of the infection compared to WT 129S6 mice. The reproducibility of this result was robust in vivo but less so in vitro. The R17 locus gene with the most missense mutations in the 129 sequence, Alpk1, was further explored for its role in mouse influenza susceptibility and cytokine production. While the role of Alpk1 in vivo was less obvious, in vitro loss of Alpk1 caused higher IFN-α/β and cytokine production. A
putative target for the kinase activity of ALPK1, the protein WWC2 has been identified in a phospho-proteomics assay but insofar not validated. Phosphorylation on two separate residues of WWC2 was reduced in absence of ALPK1 kinase activity. While the reported results of each chapter in this thesis were discussed separately, in this final Discussion the findings are interpreted together, in light of each other.

Globally, the data in this thesis pointed towards R17 as a candidate locus that contributes to high IFN and cytokine production in influenza susceptible 129 mice. Whether this is the result of the activity of a single gene or multiple ones within the locus remains unclear. ALPK1 and TIFA have been shown to interact in other systems, so it is possible the same interaction is at play in the tested IAV infection and stimulations represented in this thesis. Given the fact that both the susceptibility and the IFN-α/β production of the 129.C3BR17 mice remain at a level intermediate between the BL/6 and 129 extremes, another factor in the 129 genome could be contributing to the phenotype-In addition. This is in concordance with our initial hypothesis that multiple genes could be encoding host-specific influenza susceptibility due to high IFN-α/β.

### 7.1 Alpk1 effect on pathways leading to IFN/cytokine production

The interpretation of the findings on the role of ALPK1 in this model has an important consideration. The knock-out of Alpk1 was obtained by targeted deletion of exon 10 (Ryzhakov et al., 2018), encoding a part of the Ct kinase domain of the protein. Meanwhile, the Nt part of ALPK1 is still transcribed in the Alpk1−/− cells, as verified in the RNA-seq dataset. The Nt domain of ALPK1 was shown to bind its phosphorylation target myosin IIA (Lee et al., 2016), and to HBP derivative from the bacterial wall that serves as a PAMP for recognition (Zhou et al., 2018). While in the absence of a functional α-ALPK1 antibody no assumption about protein expression can be made with certainty, both of the aforementioned studies clearly showed that the Nt domain of ALPK1 could bind its targets independently of the Ct portion. Therefore, it cannot be excluded that, in Alpk1−/− mice, the ALPK1 Nt exerts its scaffolding properties with binding partner proteins and affects signaling downstream similarly to WT conditions. This considerably complicates the interpretation of the
Alpk1<sup>+/m</sup> results, but this will nevertheless be attempted in this part of the discussion. A fully functional ALPK1 scaffolding activity could at least partly explain the observed modest differences between Alpk1<sup>+/m</sup> and WT backgrounds. However, it also means that any observed phenotypic difference in the Alpk1<sup>+/m</sup> mice is exclusively due to the Ct kinase domain activity, regardless of binding or scaffolding properties.

From the results reported in this thesis, lack of Alpk1 Ct domain kinase activity seems to increase IL-6 protein secretion in stimulations of TLR3/4 and RIG-I cascades in BMDMs. Moreover, Ifn-β1 production was also reproducibly higher in Alpk1<sup>+/m</sup> background during X31 infection, i.e. during RIG-I pathway activation. The regulators shared by the sub-branches corresponding these pathways to yield IFN or IL-6 production could be IKK proteins or TBK1, but it remains unclear by what mechanism ALPK1 controls their activity. The increase in IFN-α/β production in TLR7-stimulated or infected pDCs also points towards an IKK-dependent mechanism controlling IRF7 activation. It is also possible that ALPK1 and TIFA indeed interact in these pathways as well, activating TRAF6 phosphorylation downstream, as was shown in previous work (Milivojevic et al., 2017). However, neither TIFA nor TRAF6 appeared in the phospho-proteomics datasets (in WT or Alpk1<sup>+/m</sup> BMDMs). While it seems unlikely from this data that Alpk1 modulates ISG mRNA expression, it cannot be excluded that it also has an effect in the IFNAR pathway as no IFNAR-deficient mouse or cells were tested in the Alpk1<sup>+/m</sup> background.

However, all of these results indicate protein level differences, whereas mRNA expression of the same targets (and of Stat1) was found to be independent of ALPK1 kinase activity. This was in concordance with other mRNA data reported in this thesis, namely in comparing BL/6 controls with 129S6 and 129.C3BR17 cells. This common line of results could suggest an effect by an unidentified factor independent of ALPK1, acting on protein translation or secretion. In fact, ALPK1 has been reported to stimulate TNF-α secretion in gout by phosphorylating myosin IIA (Lee et al., 2016), and to increase vesicle transport in epithelial cells (Heine et al., 2005). It is therefore possible that a loss of ALPK1 is affecting protein translation or trafficking. In order to address this hypothesis, it would be interesting to test for IFN-α/β or cytokine levels in the stimulated cells by WB assays or by intracellular staining for flow cytometry. The results of these experiments could allow the comparison of
intracellular vs extracellular levels of these factors. *Ifn-β1* mRNA stability was previously shown to be increased upon cycloheximide treatment (reviewed in (Savan, 2014)). While this was in line with the findings of this thesis (independently of genotype), the factor affecting it remains unelucidated, and, judging by the results of this work, seems independent of ALPK1. Ultimately, it is also possible that BMDMs were not the best model for a study of phospho-protein regulation in this model, and that an assay on X31-infected or poly:U stimulated pDCs would be more informative.

7.2 ALPK1 roles in different mouse models in IFN-α/β responses

7.2.1 The IFN-influenza susceptibility correlation in mouse models

This project set out to elucidate the origins of high IFN production because it was shown to positively correlate with influenza susceptibility in a mouse model (Davidson et al., 2014). In humans, the same effect has not yet been demonstrated in the context of influenza infection. Generally, the host-determined increased susceptibility to influenza in humans was linked to dampened immune responses or a cytokine storm (Ciancanelli et al., 2016, Fukuyama and Kawaoka, 2011, Peiris et al., 2010). Increase in IFN production has been linked with the onset of autoimmune diseases like systemic lupus erythematosus or with allergies such as asthma. Therefore, the results presented in this thesis could potentially be applied to other disease models.

In fact, the positive correlation between high *in vivo* IFN and IAV susceptibility, while valid in the 129 mice and in the congenic mouse model, seem to be limited to mouse strains other than BL/6 (129s, CBA/J or DBA/2 mice for example). Conversely, the 129.C3BR17 mice, 129S6 of background save for the R17 locus of BL/6 origin, showed reduced IFN production and lowered susceptibility compared to the 129 controls.

The *Alpk1<sup>−/−</sup>* mice, themselves of the BL/6 background, showed more variable susceptibility to influenza. Namely, the weight loss and survival experiment result represented in this thesis originated from *Alpk1<sup>−/−</sup>* mice that were imported into our Institute from the team of F. Powrie in Oxford. Since then, the same virus dose given on at least three separate occasions to the BL/6 and *Alpk1<sup>−/−</sup>* mice produced variable results, with albeit more toxicity for BL/6 controls. Since then, our team has identified through different experimentators that the dose initially used for this experiment
caused increased mortality in BL/6 controls. When this dose ($35 \times 10^3$ TCID$_{50}$/mouse) was reduced to $10 \times 10^3$ TCID$_{50}$/mouse, the relative reduced susceptibility of BL/6 mice was restored, but the susceptibility of the $Alpk1^{-/-}$ mice from then onwards resembled that of the BL/6 controls. This was regardless of modulation of viral dose and in spite of many attempts at weight loss and survival experiments. Moreover, the BAL experiments carried out at $10 \times 10^3$ TCID$_{50}$/mouse viral dose yielded little to no difference in IFN$\alpha/\beta$ and cytokine expression between BL/6 and $Alpk1^{-/-}$ mice. However, \textit{in vitro}, $Alpk1^{-/-}$ cells were higher IFN producers that the WT controls. These results could indicate that the causes behind the \textit{in vivo} influenza susceptibility in 129 and $Alpk1^{-/-}$ (BL/6) mice could be different in nature, or that systemic factors of the host are in play to regulate IFN production \textit{in vivo} in $Alpk1^{-/-}$ mice. As previously mentioned, ALPK1 was identified as a novel receptor for ADP-heptose present on Gram-negative bacteria, activating a signaling cascade resulting in IFN-$\gamma$ and/or pro-inflammatory cytokine production (Garcia-Weber et al., 2018), (Zhou et al., 2018). It has been proposed that ALPK1 could, through ADP-heptose recognition in their Nt domain, participate in the maintenance of the gut microbiota homeostasis. It is possible that the imported mice contained a microbiome slightly different to that of the mice bred at the Francis Crick Institute, affecting ADP-heptose binding to ALPK1. This in turn could have affected mouse susceptibility and IFN and cytokine production downstream.

Instead of being IFN-driven, the $Alpk1^{-/-}$ mouse susceptibility could otherwise be a result of increased inflammation, as suggested by the \textit{in vitro} high production of IL-6 by $Alpk1^{-/-}$ BMDMs. This hypothesis would be in concordance with the observed survival phenotypes of C57BL/6$^{Ifnar1^{-/-}}$ and 129S7$^{Ifnar1^{-/-}}$ mice, namely that their survival differences were largely independent of the IFNAR cascade (see Chapter 3 Discussion). Taken together with the findings in the 129.C3BR17 mice (where inflammation was still high regardless of the lowering of IFN-$\alpha/\beta$ levels) and in the C57BL/6$^{Alpk1^{-/-}}$ strain, these data suggest a bigger role for high cytokine production in influenza susceptibility in 129 mice than previously assumed. It would therefore be interesting to investigate the influenza susceptibility as a function of pro-inflammatory cytokine production in the congenic and $Alpk1^{-/-}$ backgrounds (possibly by blocking or dampening the production of IL-6, TNF-$\alpha$, IL-1$\beta$ or others).
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To probe for cytokine production in the $Alpk1^{+/-}$ background in future experiments, pro-inflammatory cytokines levels could be evaluated in the BAL at different points of infection. Moreover, a demonstrated cause of morbidity in 129 mice, namely the interaction between TRAIL and DR5, is a direct consequence of intensified IFN production since both these molecules are ISGs (Davidson et al., 2014). It would be therefore interesting to examine the lung epithelium of $Alpk1^{+/-}$ infected mice for signs of apoptosis and overall verify the IFNAR expression \textit{in vivo} in the lung. It is worth mentioning here that probing MTECs for responses to X31 and PR8 infections \textit{in vitro} did not show significant dependence on ALPK1 function.

7.2.2 The 129 allele of Alpk1 and its impact on IFN production

The 129 $Alpk1$ allele contains 17 non-synonymous exon mutations compared to the BL/6 sequence, the most of all genes within the R17 locus. Isolating $Alpk1$ for analysis of contribution to high IFN production yielded conflicting results in this thesis.

It has been previously demonstrated that, in \textit{H. hepaticus}-driven colitis, Alpk1-knockout BL/6 mice phenotype mimicked that of the 129 WT controls (Ryzhakov et al., 2018). The authors therefore suggested that the $Alpk1$ 129 allele encoded a non-functional protein. While this conclusion was motivated by their observations (in spite of the caveats of their colitis \textit{in vivo} system, as detailed in the Introduction of Chapter 4), it may not be entirely applicable to the findings in this thesis, and it is generally a slight over-interpretation. Alpk1 specific-knockout mice are entirely of BL/6 genomics background. Therefore, concluding that ALPK1 was non-functional in 129 mice would neglect the impact of the rest of the mouse genome on this phenotype. In fact, the working hypothesis of this thesis that led to the ALPK1 analysis was that the 129 phenotype of high IFN production is most probably a multi-genic trait. The data presented in this thesis supports this assumption.

Indeed, in this thesis a reduction in IFN-$\alpha/\beta$ and cytokine production, as well as IAV morbidity and mortality was observed \textit{in vivo} and in the pDCs of the 129.C3BR17 congenic mice where the R17 locus comprising the $Alpk1$ gene was of BL/6 origin. Based on the reported data, is possible that the R17 locus genotype affects TRAF6 and/or TBK1-mediated IFN transcription. The R17 locus comprises other genes as well, most notably $Tifa$. In spite of not comprising differences in the coding sequence between BL/6 and 129 backgrounds, TIFA is a binding partner to ALPK1 with effects
on TRAF6-mediated pathways (Milivojevic et al., 2017). Given that purely the binding of TIFA to ALPK1 was shown to be sufficient for the induction of TIFA/TRAF6 complexes and TRAF6 phosphorylation, there is a possibility that this binding happens via the ALPK1 Nt domain. It could be speculated that in BL/6 mice this binding could be increased or decreased compared to the 129 background, given that there are non-synonymous mutations of unknown effect in the ALPK1 Nt region sequence between the two genotypes. As the RNA-seq data indicate, the Nt domain could be still produced in the Alpk1<sup>−/−</sup> BL/6 background, which could in turn mean that the binding is happening as normal. It is therefore difficult to conclude on the similarities of the BL/6 ALPK12 Ct/- and 129 systems in these circumstances, as there are too many unknowns and assumptions.

Based on the findings of this thesis, the 129 phenotype of high IFN production is a multi-genic phenotype. It is regulated in part by one or more factors from within the R17 locus. The effects of these factors seem limited to post-transcriptional regulation of IFN in macrophages, as mRNA levels were found to be similar independently of the R17 locus phenotype. This effect is also dependent on a factor present in the cell in steady-state, as abrogation of newly synthetised proteins did not affect mRNA transcription of Ifn-β1, Il-6 or Stat1. It is possible that the factor(s) from the R17 locus, and/or the missing factors affecting IFN production in the 129 mice, act upstream of the IFNAR cascade.

However, the phospho-proteomics result pointed to WWC2 protein as lacking phosphorylation on two separate residues in absence of ALPK1 kinase activity. On the other hand, the RNA-seq experiment findings pointed towards a possible ALPK1-driven regulation of Wwc2 mRNA expression altogether. Given these findings, WWC2 was studied more in detail to try and investigate its possible role in IFN production.

### 7.3 ALPK1 and WWC2 putative role in innate immune responses

In the <i>in vitro</i> BMDM model studied in this work, two different experiments indicated a connection between ALPK1 and Wwc2. Firstly, ALPK1 kinase activity was shown to correlate with the phosphorylation of Ser1017 and Ser1037 residues on WWC2. Additionally, ALPK1 kinase activity loss negatively affected Wwc2 mRNA
transcription in stimulation and X31 infection, with a reproducible and significant reduction observed in Alpk1−/− BMDMs.

While these results were observed in RIG-I stimulation with 5′ppp dsRNA, and in STING stimulation with 2′3′ cGAMP, the same effects on WWC2 protein and mRNA were observed in the control conditions (empty lipofectamine and mock, respectively). This indicates that the effects of ALPK1 on WWC2 are intrinsic and baseline, weakly affected by stimulation of TLR/RLR pathways and unaffected by newly synthetised proteins. While WWC2 could be connected to the Hippo pathway by virtue of its homology with KIBRA (see last Results chapter), it seems from the results in this work that ALPK1 or, at least its kinase activity, has no effect on the Hippo pathway activation. It is therefore difficult to implicate ALPK1 as a kinase in the Hippo pathway itself. A possibility remains that ALPK1 could play a scaffolding role via its Nt domain binding but this is purely speculative. However, it seems like ALPK1 could have a direct or indirect effect on WWC2 phosphorylation. ALPK1 kinase domain functionality could be regulating the expression of WWC2 altogether (given the RNA-seq data) or its phosphorylation, via its kinase domain. WWC2 regions containing the modified residues include α-helices, and the protein itself is a coiled-coil domain rich protein. This would place it well amongst the putative targets of the α-kinase family, of which ALPK1 is a member. The assumed hypothetical interaction with aPKCζ (or λ/i) remains to be addressed with more detailed IP experiments, but the preliminary experiments seem to indicate that its impact is limited.

7.4 Future work

To avoid the caveats associated with using the Alpk1−/− mice reported in this thesis, a useful tool would be to rely on an in vitro cell model to eliminate Alpk1 quickly and reliably in its entirety. Two attempts were made at creating immortalized cells using the Hoxb8-estradiol dependent system of bone marrow progenitors reported in other work (Rosas et al., 2011, Wang et al., 2006), with no success so far. Such an in vitro model could be of great use in the future studies of the ALPK1-related mechanisms affecting IFN and cytokine production. The macrophages originating from these immortalized progenitors are extremely similar to their BMDM counterparts, convenient to propagate and expand ad libitum in vitro and involve the
use of M-CSF for differentiation. An elegant assay could be imagined where BMDMs generated in such a way from the BL/6 and Alpk1−/− background could be compared with an Alpk1 siRNA blockade in a BL/6 line. This would allow to compare the effects of missing only the kinase domain of ALPK1 with missing the entire mRNA. What’s more, these cells could be used for validation phospho-proteomics assays, with different time points used to study the global protein phosphorylation during stimulation. Also, Wwc2 could easily be eliminated in these cells to study its putative interaction with ALPK1. Same could be done with another proven ALPK1 partner, TIFA, which could be taking part in regulating the amplitude of IFN and cytokine responses. Ultimately, the biggest use of this kind of in vitro system would be to circumvent the very limiting lack of suitable monoclonal antibodies for recognition of ALPK1 and WW2. By tagging these proteins and using the tags for immunoprecipitation or labelling for imaging, a lot can be learned of the possible roles of both proteins separately or their interaction.

Generally, it would be more prudent to approach the study of the role of ALPK1 from the in vitro side, as this thesis has shown a discrepancy between the in vivo and in vitro effects of a loss of Alpk1. In vivo studies in mice are necessary to prove any kind of in vitro finding concerning systemic responses such as IFN, but they do also bring additional complexity into the study of the role of ALPK1.

7.5 Conclusions and outlook

Influenza remains a public health burden, constant pandemic threat, and a fast-evolving pathogen which is difficult to eliminate by host-independent treatment. Host responses to influenza in both humans and mice have been linked to disease outcome, and their major mediators, type-I IFNs, are known contributors to the severity and the efficiency of the immune response.

The results presented in this work have helped contribute, albeit to a small extent, towards identifying novel candidates in the regulation of IFN expression in mice. In the 129 mouse model of influenza disease, the extent of IFN production can make the difference between overcoming or succumbing to the infection. It seems like a candidate gene locus on Chromosome 3, namely R17, contributes to the modulation of IFN-α and IFN-β production in vivo and in vitro. The genes within this locus have insofar been linked to colitis disease and epithelial cell polarisation, but
not with IAV infection, so the work in this thesis represents a step in a new direction for their study.

Alpk1, an R17 locus gene, represents a plausible candidate contributor to the extent of IFN responses in vitro. It can affect the outcome of infection in mice, but the mechanisms behind this remain unclear. ALPK1 has been connected to gout susceptibility, cancer prognosis, and bacterial colitis in humans and mice. This work has laid the ground for further in-depth studies of ALPK1 and its putative phosphorylation target WWC2 and their roles in type-I IFN production in mice and humans. If successful, ALPK1 could mark the identification of a novel pathway implicated in IAV disease recognition in mice, and possibly humans.
Chapter 8. Appendix

8.1 Flow cytometry gating strategy for myeloid cells: neutrophils, eosinophils, alveolar macrophages, pDCs and cDCs

Figure 8.1 Flow cytometry gating strategy using surface markers. Whole lungs from BL/6 and Alpk1−/− mice after infection were prepared as described in Material and Methods section and cells stained for flow cytometry for surface markers. First,
the doublets were eliminated by FSC and SSC criteria, lymphocytes identified by size and live cells identified using the Zombie Live/Dead stain. Neutrophils were identified using Ly6G marker and isolated, and all Ly6G-negative cells further split into Siglec-F-positive (CD11b-positive eosinophils and CD11c-positive alveolar macrophages) and Siglec-F negative cells. From the latter population, pDCs were identified as Siglec-H-positive cells and confirmed by PDCA-1 positivity. Siglec-H negative populations were further split into MHCII-positive and -negative cells. In the MHCII-positive population, Ly6C-negative, CD11b and CD11c-positive cells were identified as conventional dendritic cells. Meanwhile, MHCII-negative cell population was tested for Ly6C expression and all Ly6C-high cells identified as inflammatory monocytes. This gating is representative of all in vivo lung flow cytometry experiments performed in this work.

8.2 Flow cytometry gating strategy for lymphoid cells: NK cells, CD4 T-cells, CD8 T-cells and B-cells

Figure 8.2 Flow cytometry gating strategy for lymphoid cells. Whole lungs from BL/6 and Alpk1<sup>−/−</sup> mice-post-infection were prepared and stained as described in
Material and Methods. Of the whole population, doublets were excluded based on FSC and SSC criteria, then lymphocytes selected by size and live cells by their Live/Dead Zombie stain negativity. Further, a Siglec-F exclusion gate was used to exclude Siglec-F positive cells (AMs, eosinophils). In the Siglec-F negative population, CD3 and CD19 markers were used to separate T and B-cell populations, respectively. The CD3 positive cell population was split into CD4-positive and CD8-positive T-cells. This gating is representative of all in vivo lung flow cytometry experiments performed in this work.

8.3 BMDM and pDC proportions in cell cultures of different genotypes

Bone marrow cultures were prepared as previously described and cultured for 7 days in media enriched with M-CSF (BMDMs) or Flt3L (pDC). Percentages of cells, defined as BMDMs when CD11b+ F4/80+ or pDCs when Siglec H+, amongst live cells, are represented for A. BL/6, 129 and 129.C3BR17 or B. BL/6 and BL6\textsuperscript{Alpk1\textasciitilde} genotypes. After 7 days, BMDM cultures or purified pDC-enriched cultures were probed by flow cytometry for expression of surface markers. The results represent proportions of marker-positive cells as a percentage of live cells in each culture.
bone marrow and in pDC-enriched cultures each dot is a technical replicate from a culture of pooled bone marrows.

8.4 The first phospho-proteomics assay to identify Alpk1 phosphorylation targets in stimulated BMDMs

This first phospho-proteomics experiment was designed to examine different conditions of stimulation and the responses of WT and Alpk1−/− BMDMs. There were no biological replicates in this experiment because of the design of the TMT-labelling kits that all processing and comparison of only 10 samples at a time. The mock condition was included as a control for LPS stimulation, and empty lipofectamine was a transfection control for 2′3′ cGAMP and 5′ppp dsRNA transfection conditions.

The raw dataset was processed and the normalised reporter ion intensities analysed in the figures that follow (for details see Material and Methods). Firstly, a PCA analysis was conducted on the entire sample set (Figure 8.4a). First of all, it was visible that the biggest source of variation amongst samples was not to be attributed to the genotype, as WT and Alpk1−/− BMDMs cluster together in every treatment type. The biggest proportion of the variation (67.7%) seems to coincide with the treatment undergone by the cells. LPS-treated samples are clearly separated from their corresponding mock control according to the two highest variation components (x and y axes in the graph). This was expected to an extent, as it is known that LPS treatment of macrophages induces global and intense changes in the proteome and the phosphorylation landscape. All transfected conditions were different to untreated controls and presented great similarity between each other according to either of the two variation components. This indicated that transfection as such has a great effect on the cells, and only subtle (if any) changes in the captured phospho-proteomic landscape were induced by 2′3′ cGAMP and 5′ppp dsRNA stimulation in comparison to the empty lipofectamine control. The reporter ion intensities for each phosphorylated residue identified in the dataset, in different stimulation conditions, are also represented in the form of profile plots (Figure 8.4b). For each residue, a horizontal grey line connects the log2(intensity value) of the corresponding reporter ion intensity in different conditions. The ion intensities are at their highest in the LPS stimulation condition, which stands
out from other controls and stimulations in this experiment. This shows the intensity of the phospho-proteomic changes in BMDMs upon LPS stimulation. Also, the profile plots did not show a marked difference between genotypes, confirming the PCA finding.

Figure 8.4 LPS induces significant changes in the phospho-proteome landscape of BMDMs; 2’3’ cGAMP and 5’ppp dsRNA transfections have a comparably smaller effect. BMDMs were differentiated from one C57BL/6 and one Alpk1−/− mouse. 9 million BMDMs per condition and per genotype were stimulated with LPS for 30min, 2’3’ cGAMP for 2h or 5’ppp dsRNA for 2h (respective controls were untreated cells and 2h-long incubation with empty lipofectamine). 200µg of total protein per sample underwent two-fold peptide digestion, peptide TMT-labelling and two-fold phospho-residue purification before LC-MS analysis (details of protocols in Material and Methods). Represented figures were generated using the software Perseus. A. principal component analysis to include each sample in the dataset (sample key on the right), with the first two components explaining 84.5% total sample variation between them. B. Ion intensities associated with each detected phospho-peptide were normalised to the mean ion intensity of the dataset (y axis) and plotted for each
condition (x axis). The connecting lines aid the visualisation of each residue’s associated perceived ion intensity in different samples. Boxplots used, with SD whiskers, contain 95% of the total number of phosphorylated residues within that genotype and that stimulation condition.

These results were indicative of the subtlety in differences between BL/6 and Alpk1−/− in all conditions tested. Using Perseus, it was possible to visualise and compare the reporter ion intensities of phospho-peptides in both genotypes directly (Figure 8.5). C57BL/6 BMDM reporter ion intensities are represented on the x axis, and the Alpk1−/− ones on the y axis. The lines x=y were drawn for clarity of comparison of the ion intensity between genotypes. It is immediately visible that in LPS-treated cells the intensity of cell responses is in fact very similar between the two genotypes. The only peptides that are comparatively further away from the x=y line, are in fact centred around 0. Their reporter ion intensities are therefore not highly increased or decreased compared to the median phosphorylation patterns across samples. A similar pattern is found in the untreated condition, although the global ion intensity signature is in fact centred around zero, as expected in non-challenged cells. It is worth noting that both axes are expressed as log2(corrected reporter ion intensity). In comparison, all transfected conditions show extremely low enrichment in phospho-peptides and almost no difference between WT and Alpk1−/− cells.

In these scatterplots, the entire phospho-peptide dataset is represented. However, it is worth noting that amongst these peptides, a significant number was not reliably assigned to a protein and thus scored as contaminants. Moreover, the obvious limits of this particular experiment, namely the lack of any replicates in genotypes, is to be kept in mind when considering the represented results.
Figure 8.5 Within the same treatment (LPS, 2’3’ cGAMP or 5’ppp dsRNA), the genotype effect is extremely limited. Reporter ion intensities normalised to mean of the sample set are represented as log2() values on x axis (C57BL/6) and y axis (Alpk1−/−) to compare the phosphorylation patterns between the two genotypes. Each grey dot represents an identified phospho-peptide of the dataset. Black line: x=y; x=0 and y=0 are also represented. Figures were generated using the Perseus software.
The phospho-peptide dataset obtained in this way was cross-referenced with the KEGG pathway database in an attempt to look at patterns of pathway activation in different stimulations and genotypes. Using Perseus, it was possible to highlight each phospho-peptide assigned to a protein that, according to the KEGG database entries, belongs to this pathway. A few relevant examples of these pathways, with their respective phospho-residues highlighted in red, are cited in Figure 8.6. LPS is a stimulus of the TLR4 pathway, whose components can be found assigned to the Toll-like receptor pathway in the KEGG database. Highlighting the phospho-peptides of proteins belonging to this pathway unveiled changes in phosphorylation patterns in LPS treatment as expected. However, no striking difference was observed in these patterns between the two genotypes (Figure 8.6a), given that all the highlighted peptides line the x=y axis. Peptides in the “Cytosolic DNA-detection signaling” (corresponding to cGAS/STING activation by 2’3’ cGAMP) or “RIG-I like receptor signaling” (corresponding to 5’ppp dsRNA stimulation) pathways showed little change in patterns of phosphorylation. However, in testing for “Jak/STAT signaling” pathway activation (Figure 8.6b) it was encouraging to see very little phosphorylation changes across different conditions of stimulation. The timepoints of stimulation for this experiment were chosen so as to preclude the IFNAR1-cascade activation and seemingly this was achieved to some degree.
Figure 8.6 Changes in phosphorylation of proteins belonging to different pathways defined by the KEGG database. Phospho-peptide residues in proteins belonging to KEGG pathways that correspond to the used stimuli were highlighted in red in the scatterplot datasets. A. “Toll-like receptor signaling” peptides visualised in mock and LPS conditions; “Cytosolic DNA sensing” in lipofectamine and 2’3’ cGAMP; “RIG-I receptor-like signalling” in lipofectamine and 5’ppp dsRNA. The assignment
of the peptides to KEGG signalling pathways was achieved by cross-referencing this dataset to the KEGG database in Perseus. B. “Jak-Stat signalling” pathway visualised for all stimulation conditions a means to verify the activation of IFNAR1-induced cascade at these timepoints of stimulation.

To try and single out individual peptides that could be of interest in these stimulation conditions, differences in reporter ion intensities between C57BL/6 and Alpk1−/− genotypes were visualised in scatterplots (Figure 8.7a). All peptides exhibiting a loss of phosphorylation in the Alpk1−/− background higher than 1.5 fold \((\log_2(1.5)=0.585)\) were highlighted and the lists compared between LPS, 2’3’ cGAMP and 5’ppp dsRNA stimulations in the effort to find a common denominator. This would possibly indicate a peptide whose phosphorylation is at least partly dependent on the presence of Alpk1. A Venn diagram (Figure 8.7b) was then used to compare the peptides that appear in different stimulations. Partly as expected, and because of the difference in nature of LPS stimulation compared to the transfected stimuli, no common phospho-peptides were detected for all three stimulation conditions. However, in the more similar 2’3’ cGAMP and 5’ppp dsRNA, peptides belonging to proteins encoded by Nes, Rasal3 and Nucks1 genes were detected as less phosphorylated in Alpk1−/− cells. Although this result could be of interest, it was not addressed further as there was no statistical credibility in this experiment. Moreover, it seemed useful to change the timepoints used for transfected stimuli as obviously they were not reflecting the cellular activation in the best way.

For these reasons, a new phospho-proteomics experiment was performed, keeping only the lipofectamine, 2’3’ cGAMP transfection and 5’ppp dsRNA transfection conditions, and the length of stimulation to 1h only. The motivations for the choice of these stimuli and this timepoint were a combination of the WB optimisation results shown previously, and the ambiguous result of the first phospho-proteomics assay. A report on the results of this experiment follows.
**Figure 8.7 Detection of phospho-peptides 1.5-fold less phosphorylated in Alpk1<sup>−/−</sup> than in WT-cells unveils three common proteins in transfected stimulation conditions.**

**A.** The graphs were made using Perseus, with on y-axis the ion intensity and on x axis the logarithmic difference in enrichment of phospho-peptides in BL/6 vs Alpk<sup>−/−</sup> backgrounds. A 1.5-fold enrichment cut-off is represented on the x-axis at the 0.585 point (log<sub>2</sub>). **B.** Manually drawn Venn diagram based on the gene names appearing in the three stimulation conditions as 1.5-fold less phosphorylated in Alpk<sup>−/−</sup> cells. The common denominators are indicated and their lists cited. Nes-Nestin; Rasal3 – Ras protein activator-like 3; Nucks1 – Nuclear ubiquitous casein and cyclin-dependent kinase substrate 1; Srrm2 – Serine/Arginine repetitive matrix protein 2; Nfatc2 – Nuclear Factor of Activated T-cells; Phka2 – phosphorylase b kinase regulatory subunit alpha.
8.5 Alpk1 gene reads alignment (Integrative Genomics Viewer)

Figure 8.8 The RNA-seq read alignment on the Alpk1 gene shows the deletion of exon 10 in Alpk1+/− BMDMs. Integrative Genomics Viewer (IGV) visualisation of RNA-seq read alignment on the Alpk1 gene (overview panel, blue boxes). The top panel shows the chromosomal location of the gene and its entire length, and the bottom panel is a zoom onto the area marked in red, around exon 10. Alpk1 is a gene
transcribed on the reverse strand, and each blue box in the top panel represents one exon (marked 1-14 in order, with the poly:A tail represented as an additional rectangle at the end of the last exon). Above the exon lane are represented the read coverage lanes for three replicates of BL/6 and Alpk1<sup>−/−</sup> mock conditions. It is clearly visible, especially from the bottom zoomed-in panel, that there is no read alignment on exon 10 in the Alpk1<sup>−/−</sup> conditions. The same result was observed for all the cells in stimulated conditions. Importantly, the alignment is similar between BL/6 and Alpk1<sup>−/−</sup> reads on the remaining exons 11-14, indicating that the rest of the gene following exon 10 is transcribed as usual. This is in direct contradiction with the claim (with no evidence provided) made by (Ryzhakov et al., 2018) that the Alpk1 exon 10 deletion induces a frameshift mutation.
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