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ABSTRACT
Airbnb is one of the most successful examples of sharing economy marketplaces. With rapid and global market penetration, understanding its attractiveness and evolving growth opportunities is key to plan business decision making. There is an ongoing debate, for example, about whether Airbnb is a hospitality service that fosters social exchanges between hosts and guests, as the sharing economy manifesto originally stated, or whether it is (or is evolving into being) a purely business transaction platform, the way hotels have traditionally operated. To answer these questions, we propose a novel market analysis approach that exploits customers’ reviews. Key to the approach is a method that combines thematic analysis and machine learning to inductively develop a custom dictionary for guests’ reviews. Based on this dictionary, we then use quantitative linguistic analysis on a corpus of 3.2 million reviews collected in 6 different cities, and illustrate how to answer a variety of market research questions, at fine levels of temporal, thematic, user and spatial granularity, such as (i) how the business vs social dichotomy is evolving over the years, (ii) what exact words within such top-level categories are evolving, (iii) whether such trends vary across different user segments and (iv) in different neighbourhoods.

CCS CONCEPTS
- Human-centered computing → Empirical studies in collaborative and social computing. • Applied computing → Law, social and behavioral sciences.
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1 INTRODUCTION
The sharing economy, also known as peer-to-peer or collaborative economy, is an economic model based on a distributed network of individuals, directly accessing each other underused assets. Airbnb is one of the most successful examples of such model, with hosts renting out their unused rooms or entire properties by directly engaging in computer-mediated transactions with potential guests. Since its creation in 2008, Airbnb has been experiencing exponential growth, which continues to date. According to recent statistics, the company is currently operating in more than 65,000 cities worldwide, with over 6M listings to choose from, and serving over 2M people on any given night. Airbnb marketplace is not only growing but also very rapidly evolving: for example, while millennials still make up the largest portion of user share at 60%, in the last two years the fastest growing host demographic has been in senior hosts over 60, with a growth rate of 102%. On top of demographic diversification, Airbnb has been experiencing geographic habit diversification, too: for example, the average Berlin guest stays for 6.3 nights, as opposed to the average Amsterdam guest who stays for 3.9 nights only.

One of the challenges that companies like Airbnb face is to understand their attractiveness, as well as their evolving market opportunities, in the face of such rapid and diversifying growth rates. Traditional market research techniques, based on customer surveys and focus groups, offer very detailed insights that can help inform business decision making, but require substantial financial and time investments. As a result, their use in the sharing economy context is limited, due to the fast-evolving and global nature of most such markets. In this setting, more agile techniques are needed to allow companies to strategise promptly. For example, there is an ongoing debate about whether Airbnb is a hospitality service that fosters social exchanges between hosts and guests, as the sharing economy manifesto originally stated, or whether it is (or is evolving into being) a purely business transaction platform, the way hotels have traditionally operated. Being able to assess to what extent Airbnb customers value social interactions vs. business transactions has important implications for how the company may decide to operate, and compete, in the hospitality service. Given
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1https://ipropertymanagement.com/airbnb-statistics
2http://www.thepeoplewhoshare.com/
Airbnb different usage patterns in different cities, such market analysis needs to be performed separately in each geographic context the company operates; furthermore, because of the rapidly evolving demographics of its customers, the analysis needs to be repeated frequently, to capture varying trends.

In this paper, we propose a scalable market analysis approach, to complement and enrich traditional ones. Instead of collecting primary data via interviews, focus groups and surveys, our approach exploits ready-available secondary data that most sharing economy platforms like Airbnb possess: a continuous stream of reviews that peers leave upon completion of a service exchange. Key to our approach is a new semi-supervised method to inductively develop platform-specific dictionaries starting from peers’ reviews. The method combines qualitative thematic analysis with quantitative machine learning techniques in a novel way, and enables the construction of a dictionary that captures topics disclosed in customers’ reviews at different levels of granularity. Based on this purpose-built dictionary, we then define robust topic-adoption metrics that enable us to explore a variety of market research questions, at fine levels of thematic, temporal and spatial granularity.

We specifically illustrate our proposed market analysis approach using the case of Airbnb, and while doing so, we make the following two main contributions:

1. **Dictionary construction.** We gather 3.2M Airbnb guest reviews about 176K distinct listings, spread across 6 different cities (London, Manchester, New York, San Francisco, Melbourne, Sydney), written between 2010 and 2019 (Section 3). These cities have been chosen to span different continents (America, Europe, Oceania), later affording us the ability to explore whether trends are geographically bounded or not. Note that, at this stage, we are focusing on reviews written in English only: these represent 90% of all reviews left for properties in these cities. We then analyse these reviews using a combination of thematic analysis and machine learning, and build a dictionary that is capable of classifying words (unigrams) at three levels of granularity: two top-level categories (i.e., ‘social’ interactions vs. ‘business’ transactions), four distinct sub-categories and 13 sub-sub-categories (Section 4).

2. **Market analysis.** We illustrate how to use the purpose-built dictionary, in combination with robust topic-adoption metrics, to understand to what extent Airbnb guests discuss the social aspect vs. the business aspect of their hospitality experience (Section 5). We do this by exploring four different market research questions that illustrate the ability of our dictionary and analytical approach to address questions at varying levels of detail, while also scaling easily over time and geographic location. We find that, across the 6 cities analysed, business aspects are increasingly being discussed in guests’ reviews, while social aspects are steadily declining (Section 5.1). This trend is happening not just at the top-level categories (business vs. social), but across all words in our lexicon (Section 5.2). We then segment Airbnb hosts according to the time they joined the platform, and discover that those who joined at the very beginning (i.e., the so called ‘innovators’ [36]), are those receiving guests’ reviews that most dwell on the social aspects of their hospitality experience, and they remain so over the years. On the contrary, hosts who joined the platform later (‘early adopters’ and ‘early majority’), consistently receive more business-dominated reviews across all cities (Section 5.3). Finally, we zoom in within each city, to understand whether there is market diversification in different neighbourhoods, and discover that properties in areas of low Airbnb penetration (less tourist areas) receive reviews that discuss social aspects of the experience significantly more than those in areas with higher Airbnb penetration (more tourist areas). Once again, this pattern is consistent in all cities analysed, despite them being located in different countries/continents (Section 5.4).

We conclude this paper with a discussion about practical uses of the proposed method, its current limitations, and possible future developments (Section 6).

2 RELATED WORK

Sharing economy platforms like Airbnb have been extensively studied in the past, following two broad lines of inquiries.

A first line of inquiry has analysed the relationship between *sharing economy services and society*, specifically at the level of cities [10, 18, 29, 35, 37, 45, 46]. Several studies have looked into the relationship between these novel services and their traditional counterparts, with findings that often varied depending on geographic location: some scholars found that these new services only marginally disrupt their established counterparts (e.g., Uber vs. taxis, Airbnb vs. hotels) [45]. As an example, in London, the geographical overlap between Airbnb properties and hotels was found to be marginal [55]; furthermore, sharing economy services were found to bring positive effects to the broad tourism industry [10]. Other scholars found opposite results instead: a study performed in Budapest showed that Airbnb and hotels were located in the same central areas, causing fierce competition between the two [4]. Other studies have looked at the relationship between Airbnb and the housing/rental market [39, 42], with findings suggesting that Airbnb is accelerating an ongoing processes of gentrification in London.

A complementary line of inquiry has focused on the relationship between *sharing economy services and people*. Several studies have looked into motivational factors for user participation in such platforms. Using online surveys and host/guest interviews, these investigations have revealed that financial benefits are an important factor for Airbnb hosts to join such platforms, but they do not represent the only factor, as business (financial) reasons and social reasons are intertwined with one other [3, 15, 19, 25, 28, 38]. Whether this is changing over time, and in different locations, is hard to answer, since the primary data used to perform such studies (e.g., survey data) is very costly to obtain (both financially and in terms of time). Other studies have used ready available data from within these online platforms instead, primarily to study user satisfaction with the service provided. An analysis of Airbnb ratings has revealed that 95% of properties in Airbnb boast an average user-generated rating above 4.5 stars [6, 44]; this is in sharp contrast with platforms like TripAdvisor, where the average star rating is 3.8 [44]. Sentiment analysis conducted on reviews seemed to corroborate this finding [1, 13, 26, 30], although the authors caution against a phenomenon of "socially induced reciprocity" which may occur when peers interact socially with one another, leading to negative information being omitted from reviews. Scholars have used sentiment analysis on user reviews to shed light on price dynamics too,
revealing that the price of Airbnb properties is greatly influenced by their review score, after controlling for characteristics of the room and features of the neighbourhood [26].

Recently, reviews have increasingly been used as main data source in sharing economy platform studies [7, 21, 27, 31, 32], not only because they are ready available, but also because, with over 70% of guests writing a review after a stay [12], they can offer very good coverage of peers’ experiences in such platforms. For example, in [22] researchers collected a sample of hosts’ profiles and guests’ reviews in Airbnb and Couchsurfing; after manually labelling and analysing them, they found initial evidence that the primary shared asset in Airbnb is the house (i.e., its facilities, location, neighbourhood), while in Couchsurfing it is the human relationship (i.e., host-guest interaction, experience, self-description, motivation). This finding is corroborated by another study that used interviews as primary data source instead: in [24], 17 users who had participated in both Airbnb and Couchsurfing were interviewed, revealing that Airbnb peers require higher quality services, and put more emphasis on places over people. The same study [24] also analysed 5k random reviews from Couchsurfing and Airbnb using the general-purpose LIWC dictionary [34]. Once again, results confirmed that Airbnb reviews are more business oriented, whereas Couchsurfing reviews are more person-oriented; since the LIWC dictionary is platform-independent, it is not possible to delve deeper into this business vs. social dichotomy. To zoom in further, recent studies have taken an orthogonal approach, mining reviews in an unsupervised fashion, and analysing platform-specific emerging topics: for example, in [7] topics such as ‘location’, ‘amenities’ and ‘host’ appear to automatically emerge; in [31], the five most common aspects of Airbnb reviews that emerge seem to be the communication between guest and host, the experience of the rental, the location of the property, the service offered, and the value of the property. Both studies suggest once again that the nature of Airbnb is mainly about accessing assets rather than sharing them.

In this paper, we further expand on this latter line of inquiry, and propose a mixed-method approach that combines thematic analysis of guest reviews with unsupervised machine learning techniques, to inductively build a dictionary that enables fine-grained and scalable market analysis of platforms such as Airbnb. Unlike unsupervised topic detection techniques (e.g., Latent Dirichlet Allocation model [20]), our approach does not suffer from the problem of over-fitting that is common when text length is short, as it is often the case in reviews (e.g., [8]). Furthermore, unlike approaches that rely on general-purpose dictionaries such as LIWC [34], our approach affords the exploration of platform-specific market research questions (rather than platform-agnostic explorations about, for example, sentiment analysis and mood detection [40]). Before presenting our proposed method, we briefly introduce the dataset we collected.

3 DATASET
We gathered Airbnb data from the “Inside Airbnb” organisation (http://insideairbnb.com/), containing snapshots of Airbnb listings and reviews around the world collected at regular time intervals (typically, at least once per quarter from 2015, and more often in the last couple of years).

![Table 1: Reviews by city and by year](https://www.crowdflower.com/)

<table>
<thead>
<tr>
<th>City</th>
<th># Reviews</th>
<th>Year</th>
<th># Reviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greater Manchester</td>
<td>91,967</td>
<td>2016</td>
<td>1,101,528</td>
</tr>
<tr>
<td>London</td>
<td>992,638</td>
<td>2011</td>
<td>7,398</td>
</tr>
<tr>
<td>Melbourne</td>
<td>469,906</td>
<td>2012</td>
<td>20,091</td>
</tr>
<tr>
<td>New York City</td>
<td>883,280</td>
<td>2017</td>
<td>706,556</td>
</tr>
<tr>
<td>San Francisco</td>
<td>266,592</td>
<td>2017</td>
<td>1,101,528</td>
</tr>
<tr>
<td>Sydney</td>
<td>438,491</td>
<td>2018</td>
<td>500,934</td>
</tr>
</tbody>
</table>

On June 3rd 2019, we gathered all the listings and reviews associated with six different cities: Greater Manchester (U.K.), London (U.K.), Melbourne (Australia), New York City (U.S.), San Francisco (U.S.), Sydney (Australia). We selected these cities for the following two reasons. First, we did not want to add the inherent noise incurred when performing language translation, we thus favoured cities in English-speaking countries, for which we expected the vast majority of reviews to be written in English. Second, within this constraint, we wanted to consider cities belonging to different countries and continents, so to later explore whether our findings are country/continent bounded or they generalize.

We initially collected 3.9 million Airbnb guest reviews associated with 176 thousand distinct listings. To gain confidence in the validity of the data, we selected 10 random listings, along with their associated reviews in each city and verified their existence on the original Airbnb platform. After this preliminary check, we analysed review length distribution, and removed reviews that were either too short or too long (less than 5 words and more than 175 words – which are about 8% of the original reviews). We further removed reviews automatically generated by the system in case of a cancellation (around 2%); reviews without a year and without comments (less than 1%); reviews generated by power users (i.e., guests who wrote more than 10 reviews) who may bias results (less than 1%), and finally non English reviews (around 5% of reviews removed). We ended up with a dataset comprising 3.2 million guests’ reviews, whose composition by city and by year is shown in Table 1.

4 DICTIONARY CONSTRUCTION, ADOPTION AND VALIDATION
In this section, we present a mixed-method approach that combines thematic analysis with machine learning techniques to inductively build a platform-specific (in this case, Airbnb) dictionary that affords us the ability to group the lexicon used in Airbnb guest reviews into categories concerning ‘social interactions’ vs. ‘business transactions’ at different levels of granularity (Section 4.1). We then define metrics to be computed on top of this dictionary (Section 4.2), and report on dictionary and metric validation steps we have conducted (Section 4.3).

4.1 Building a Dictionary
We built our dictionary in five steps: first, we developed a coding scheme by performing thematic analysis of a random sample of 100 Airbnb reviews (step 1); second, we refined and validated the coding scheme by means of a crowd-sourcing study conducted on the Crowdflower\(^3\) platform (step 2), where we asked crowd-workers

\(^3\)Crowdflower is a crowd-sourced market of online workforce to clean, label and enrich data: https://www.crowdflower.com/.
to label another random set of 100 reviews. Third, we conducted a second study on Crowdflower, this time asking crowd-workers to label a larger set of 1,500 reviews, using the identified themes (step 3). Using natural language processing techniques, we then defined a lexicon of the words most representative of each such theme (step 4). Finally (step 5), using hierarchical clustering techniques, we grouped together these words into 13 distinct clusters, which represent a finer-grained refinement of the themes manually identified at steps 1 and 2. Our final dictionary comprises two level-1 categories (i.e., business vs social), refined into four level-2 (sub)categories, further refined into thirteen level-3 (subsub)categories, which semantically group together a lexicon of 355 words. We discuss the details of each step next.

**Step 1. Developing a Coding Scheme.** Using stratified sampling to cover all study years and cities, we sampled 100 Airbnb reviews. We broke down each review into its constituting sentences, and performed a thematic analysis over these. In a way similar to [5], two independent annotators coded these resulting sentences by performing three steps: (i) familiarising with the data, (ii) generating the initial codes and searching for themes among codes, and (iii) defining themes. After a first round of coding, the two coders compared their results, and agreed on which themes to maintain, remove, amend, or merge. As a result, they agreed on five main themes named ‘property’, ‘location’, ‘business conduct’, ‘personality’, and ‘social interaction’. The first three are refinements of the theme ‘business’ and the last two of the theme ‘social’.

**Step 2. Validating the Coding Scheme.** To gain confidence in the validity of the coding scheme, we asked crowd-workers to annotate sentences extracted from a new sample of 100 Airbnb reviews using these five themes. In particular, we prepared a Crowdflower page that consisted of three sections: (i) a list that showed our five themes; (ii) for each theme, actual examples of Airbnb reviews manually labelled by us; and (iii) new Airbnb sentences to be labelled. We paid 0.01$ per annotation, and each Airbnb sentence was independently annotated by at least four different workers. We computed the Fleiss’ kappa agreement score for the five themes [11], and two of them (i.e., ‘personality’ and ‘social interaction’) had a Fleiss’ kappa score less than 0.5. We merged these two themes into one, resulting in four themes: ‘property’, ‘location’, ‘professional conduct’ and ‘social interaction’. To ascertain the effectiveness of coding with those four themes, we again asked crowd-workers to annotate a new sample of sentences extracted from yet another 100 Airbnb reviews. All four themes resulted in a Fleiss’ kappa score higher than 0.5, suggesting their validity.

**Step 3. Labelling Reviews.** We were then ready to label a larger set of Airbnb reviews using the identified four themes. We used again Crowdflower to annotate unlabelled sentences extracted from a new set of 1,500 reviews. We gathered 22,975 distinct annotations of 4,062 sentences. We kept those sentences on which at least 75% of annotators agreed – so to have high confidence that the words inferred from these sentences are reliable – and ended up with a set of 1,868 sentences having high agreement. The second column of Table 2 shows the frequency of occurrence of each of the four themes in these sentences. The most popular theme was ‘property’, followed by ‘location’ and ‘professional conduct’; ‘social interaction’ was the least frequent theme instead.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Frequency</th>
<th>Initial words</th>
<th>Expanded words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Property</td>
<td>35%</td>
<td>83</td>
<td>77</td>
</tr>
<tr>
<td>Location</td>
<td>28%</td>
<td>97</td>
<td>109</td>
</tr>
<tr>
<td>Professional Conduct</td>
<td>23%</td>
<td>107</td>
<td>119</td>
</tr>
<tr>
<td>Social Interaction</td>
<td>14%</td>
<td>61</td>
<td>68</td>
</tr>
</tbody>
</table>

Table 2: Inferred four themes along with their frequency, number of words in each theme before and after enrichment

**Step 4. Building the Dictionary.** To build a dictionary, we needed to identify a lexicon (that is, list of words) that could represent the four themes above. We did so in a data-driven fashion. First, for each theme \( \tau \), we split the 1,868 annotated sentences into two sets: (i) \( \text{Set}_\tau \), that is the set of sentences labelled with the theme \( \tau \) by at least three quarter of workers; and (ii) \( \text{Set}_\tau' \), that is the set of sentences labelled with the theme \( \tau \) by at most one worker. Second, we extracted all words from \( \text{Set}_\tau \) and \( \text{Set}_\tau' \). For each word \( w \), we computed two measures: \( tf(w, \tau) \) and \( tf'(w, \tau) \), respectively denoting the term frequency of \( w \) in \( \text{Set}_\tau \) and in \( \text{Set}_\tau' \). Finally, we computed \( tfgain(w, \tau) = \frac{tf(w, \tau)}{tf'(w, \tau)} \).

For each theme \( \tau \), we then associated all the words \( w \) such that \( tf'(w, \tau) \geq tfgain(w, \tau) \geq tfmax \) with \( tfmin, tfmax \in [0, 1] \) and \( tfgain \in [1, +\infty) \). The first two thresholds, \( tfmin \) and \( tfmax \), allowed us to remove extremely unpopular and extremely popular words respectively. The use of the last threshold \( tfgain \) enabled us to associate to a theme \( t \) only those words that were comparatively more popular in \( \text{Set}_\tau \) than in \( \text{Set}_\tau' \). Since there is no ground-truth about what a dictionary should look like, automated parameter tuning was not viable. Rather, different thresholds needed to be manually tested and validated. To this purpose, we followed a methodology resembling the Elbow criterion [23]. Specifically, we considered the following threshold values: \( tfmin = \{0.001, 0.01, 0.05\} \), \( tfmax = \{0.15, 0.30, 0.60, 1\} \), \( tfgain = \{1.5, 2, 3, 4, 6\} \). We started with the most restrictive combination of \( tfmin, tfmax \) and \( tfgain \); that is, the combination of parameters generating the smallest dictionary. This combination was \( tfmin = 0.05, tfmax = 0.15 \) and \( tfgain = 6 \). We then changed each threshold value iteratively, with each iteration adding a new set of words to the dictionary. We manually validated this added set of words and measured the ratio of noise; that is, the ratio of words that according to our (human) judgement were incorrectly assigned to a particular category. We stopped our search for the best combination of parameters when this ratio was significantly higher than the one identified at the previous step. We ended up with the following manually tuned thresholds: \( tfmin = 0.01, tfmax = 0.15 \) and \( tfgain = 3 \). The third column of Table 2 summarises the number of words that each theme contained at this point.

We then used a word embedding machine learning technique (i.e., word2vec [14]) to further enrich our initial lexicon. We started by training the technique on the whole corpus of 3.2M reviews, and mapped each word into a vector having 50 dimensions. For each word already present in our lexicon, we then computed a list of similar words, that is, a list of words having a cosine similarity higher than a threshold \( \theta_{cos} \). We included these words as part
of the lexicon of our dictionary if they were not already present. In so doing, we enriched our dictionary with words that are not frequently used in the 1,868 labelled sentences, but still widely used in the whole corpus of reviews (and similar to those previously derived from our labelled corpus). We used a procedure similar to the one described above to manually tune \( t_{\text{cos}} \). The threshold values considered during this step were \( t_{\text{cos}} = \{0.6, 0.7, 0.8, 0.9\} \); the manually tuned value chosen in the end was \( t_{\text{cos}} = 0.7 \). The last column of Table 2 shows the total number of words belonging to each of the four themes after this enrichment step.

Step 5. Identifying categories at different levels of granularity. A manual inspection of our expanded lexicon revealed that several sub-themes could be identified within the four main ones that we manually coded at steps 1 and 2. For example, under theme ‘social interaction’, we identified both words that refer to whom the peers interacted with (e.g., husband, wife, daughter) as well as how (e.g., meals together, talking). In order to offer a more fine-grained taxonomic structure on top of our lexicon, we used a clustering algorithm. For each of the 4 themes in turn, we took all the words associated with them and placed them in a single cluster. We then iteratively increased the number of clusters until the ‘optimal’ number of clusters was found. We chose k-means as clustering algorithm, with the Elbow method [23] applied to find the optimal number of clusters. We ended up with 13 clusters: three clusters were refinements of the ‘property’ theme, four clusters were refinements of the ‘professional conduct’ theme, and a further five of the ‘social interaction’ theme. The ‘location’ theme was mapped to a single cluster, without further refinement.

Table 3 provides an overview of the final dictionary we built. Themes were directly mapped into a 3-tier hierarchical structure consisting of two level 1 categories (that is, ‘business’ and ‘social’), four level 2 categories (that is, ‘property’, ‘location’, ‘professional conduct’, and ‘social interaction’), and thirteen level 3 categories (those automatically inferred by our clustering analysis). An example of lexicon for each category is also provided (the top five words by inverse order of term frequency), together with the intra-cluster similarity computed for each level 3 category (the higher the value, the more cohesive the words inside the cluster). The full dictionary is available for download at https://figshare.com/s/991c8677e3e9ec013774.

Quite interestingly, the clusters corresponding to property directly matched the property description fields of Airbnb listings – that is, property type (e.g., whether a house or a flat), internal layout (e.g., kitchen, bed, cozy), and facilities (e.g., wifi, tv, fridge). In terms of professional conduct, distinct elements have been detected: basic communication (e.g., questions, quick, responded), handling of logistics (e.g., check in, arrival), and provision of advice (e.g., tips, directions). For social interaction, five level-3 categories have emerged from clustering, these being ‘people’ (e.g., with whom the guests interact – e.g., husband, wife), what their ‘personality’ is (e.g., friendly, kind, warm), if/what they are ‘sharing’ (e.g., share, stories, experiences), and the how – ‘talking’ (e.g., chat, talking, conversation) over a ‘meal’ (e.g., breakfast, dinner together).

4.2 Adopting our dictionary

Having built the dictionary above, our next step is to define metrics operating with its categories (from level 1 to level 3), and its lexicon.

Metric operating on the dictionary categories. The first metric we define works at the category level, and it is called adoption. As its name suggests, it measures the adoption of a specific category on a given set of reviews. Specifically, let \( R \) be a set of reviews (e.g., reviews left in a given year and/or city), let \( r \in R \) be a specific review belonging to \( R \), and let \( c \) be the category (of any level, from level 1 to level 3) under consideration. Let us define as \( W \) the set of words contained in \( R \) and as \( C \) the set of words belonging to category \( c \). For each word \( w \in W \) contained in the review \( r \), we compute the logarithmically scaled term frequency \( \sum_{w \in W} t f(w, r) \). For each pair \((w, c)\), we define the percentage of adoption of a category \( c \) associated with the review \( r \) as:

\[
%\text{adp}(c, r) = \frac{\sum_{w \in C} t f(w, r)}{\sum_{w \in W} t f(w, r)} \times 100
\]

Finally, to compute the percentage of adoption of a category \( c \) associated with a set of reviews \( R \), we computed the geometric mean of Eq. 1. Since our data may contain zeros, a constant value \( k \) equal to the minimum adoption excluding zero has been added to each value in the set and later subtracted from the result.

\[
%\text{adp}(c) = \left( \prod_{i=1}^{\left| R \right|} \left( \%\text{adp}(c, r_i) + k \right) \right)^{1/k} - k
\]

In the above formula, \( |R| \) is the cardinality of the set of reviews \( R \). We always show results when \(|R| > 1K\) reviews, so to have a percentage error less than 2% with 95% confidence interval [2, 17].

Metric operating on the dictionary lexicon. Beside the adoption metric defined in Eq. 2, we define another metric called term frequency gain, which supports a more fine-grain level of investigation by operating on the lexicon level. Specifically, let \( R_A \) and \( R_B \) be two sets of reviews (e.g., reviews left in two given years and/or cities), let \( r \) be a specific review belonging to \( R_A \cup R_B \). Let \( W \) be the set of words (unigrams) contained in \( R_A \cup R_B \). For each word \( w \in W \), we compute the logarithmically scaled term frequencies \( t f_A(w) \) and \( t f_B(w) \) associated with, respectively, \( R_A \) and \( R_B \). Finally, we compute the term frequency gain of each word \( w \) as:

\[
t f_{\text{gain}}^{A/B}(w) = \frac{t f_A(w)}{t f_B(w)}
\]

Note that, because each term frequency in Eq. 3 is normalised in \([0,1]\), this metric allows us to detect words that are over-used in \( R_A \) compared to \( R_B \) (\( t f_{\text{gain}}^{A/B} > 1 \)), and vice versa (\( t f_{\text{gain}}^{A/B} < 1 \)).

4.3 Validating our dictionary

To gain confidence in the ability of our dictionary and metrics to genuinely distinguish reviews that semantically belong to different categories, we performed two tests, one using a small set of manually labelled sentences, and one using the whole corpus of 3.2M unlabelled reviews.

Validation 1 – Labeled reviews. For the first validation test, we used the 1,868 manually labelled sentences at step 3 above. For each sentence, we computed its business adoption and social adoption.
As expected, the metric is much higher when computed over the business set than when computed over the social set (20% against 3% – a decrease of -85%). Conversely, the adoption of the social category is substantially higher when computed on the social set of reviews rather than the business set (at 10% compared to 2%, an increase of +400%). This result is preliminary evidence that our dictionary and metrics are able to correctly distinguish the two level 1 categories.

Table 4 shows the adoption of the business and social categories for the 1,868 manually annotated (ground truth) sentences. Let us consider the adoption of the business category first. For the second validation test, we used unlabelled data and, specifically, all the 3.2 million guests’ reviews. Airbnb guests can choose to rent ‘whole apartments’ as well as ‘shared/private rooms’. We expect to have more social interactions between host-guest when guests rent ‘shared/private rooms’, compared to those occurring when guests rent ‘entire home/apt’. Therefore, we also expect that reviews associated with ‘shared/private rooms’ contain more social terms than reviews associated with ‘entire home/apt’. To verify whether our dictionary and metrics can capture this intuition, we grouped reviews according to the type of property listed (i.e., ‘shared/private rooms’ vs. ‘entire home/apt’) and applied Eq. 2 to each set of reviews.

Table 5 shows the change of adoption of the two level-1 categories in our dictionary, for ‘shared/private rooms’ relative to the reference class ‘entire home/apt’. We observe a slight decrease of adoption for the business category (from -11% in Great Manchester, to -38% in San Francisco) and a boost of adoption for the social category (from +76% in San Francisco, to +209% in Melbourne) when shifting from ‘entire home/apt’ to ‘shared/private rooms’. This finding meets the intuition that reviews written for shared/private rooms discuss less business-related topics and more social-related topics than reviews written for entire apartments. We take this as further confirmation of the reliability of our dictionary.

We next proceed to illustrate four examples of market research questions that one can perform using our dictionary and metrics.

## 5 THE SOCIAL-BUSINESS DICHOTOMY

We conduct four different investigations that aim to shed light onto the big debate of whether Airbnb is a social interaction vs. business transaction platform. First, we operate at the level of categories defined in our dictionary to analyze at different granularities how Airbnb is evolving over a period of 10 years and for 6 different cities (Section 5.1). Second, we zoom in at the level of lexicon defined in our dictionary to detect micro-variations in trends, once again over time and space (Section 5.2). By segmenting reviews even further, we then investigate whether the business-social dichotomy varies for different groups of hosts (Section 5.3) and for properties located in different neighbourhoods within the same city (Section 5.4).
5.1 The dichotomy over the years

To begin with, we investigate whether Airbnb is evolving as a platform where guests are more concerned with business aspects of the service or with social ones. We perform this analysis by grouping reviews on a per year and per city basis, and by computing the adoption metric defined in Eq. 2. Figure 1 plots the adoption of the ‘business’ and ‘social’ level 1 categories across each year and for each analysed city; the different color shades of the plot show the adoption of the level 3 categories.

![Figure 1: Adoption metric by year and city](image)

Overall, we find that the adoption of the ‘business’ category is increasing over time, while the adoption of the social category is steadily decreasing. For example, in London, the adoption of the business category in 2011 is 14%, whereas it is 17.5% in 2019 – the relative increase is of 25% in a 9 year temporal window, with a growth of 2.8% per year. Conversely, the adoption of the ‘social’ category is 3.5% overall in 2011, whereas it decreases to 1.9% in 2019. This represents a reduction of 45% in a 9 year temporal window, with a relative decrease of 5% per year.

To gain more fine-grained insights, we inspect Figure 1 further, and observe trends within the ‘business’ category. We find that, at level 3 categories, ‘location’, ‘property type’ and ‘interiors’ are the most frequently discussed ones; as an example, in London they collectively gather 14.5% of adoption in 2019, with a constant growth since 2011. ‘Hospitality’ is the level 3 category with highest adoption within the ‘business conduct’ level 2 (sub)category; as an example, in London it reached its highest adoption level (around 1.5%) in 2015–2016 with a consistent increase from 2011, but either stalled or even slightly decreased afterwards. If we now move our attention to the ‘social’ category, we find that ‘people’ and ‘personality’ are the most frequently discussed level 3 (subsub)categories, with about 1% and 0.5% of adoptions in 2019, respectively. However, both of them exhibit a negative slope of adoption rate across all years. The other level 3 social categories, namely ‘meal’, ‘sharing’ and ‘talking’, are rarely used in the whole observation period.

Figure 1 also shows that all the identified trends are confirmed for each city, despite the fact they are located in different countries/continents. This suggests that Airbnb language evolution is happening at a global scale, at least in Western countries.

Sanity checks. To gain confidence in the results presented above, we performed both a statistical validation of the proposed metrics and an analysis of potential confounding factors. In terms of statistical validation, we built a null (random) model by shuffling the years in our dataset and then repeated the whole analysis on it. Figure 2 shows the adoption metric applied to the (random) null model averaged across all cities, since trends were found to be similar. We observe flat trends throughout. Furthermore, we compared the distribution of adoption of both business and social categories in the years from 2010 to 2012 against their distribution in the years from 2017 to 2019, by running the Wilcoxon rank sum test. The obtained p-value < 2.2 e^{-16} confirms the difference in the mean value showed above is statistically significant.

To control for potential confounding factors, we considered both review length and room type. Intuitively, both of them could be a cause of the observed phenomenon: a recorded prevalence of short reviews in the late years could cause the reduction of the adoption of the ‘social’ category; this is true also if the number of reviews associated with ‘entire apartments’ as opposed to ‘shared/private room’ increases drastically in the last years considered in our investigation. To exclude these confounding factors, we proceeded by binning the reviews in our dataset according to their length and room type. We re-plotted the ‘business’/ ‘social’ adoption for each year from 2010 to 2019 and for each bin. As an example, Figure 3 illustrates the adoption metric for the ‘business’ and ‘social’ categories across each year and across each value of room type (‘entire home/apt’, ‘private room’, ‘shared room’). Results have been averaged by city since trends were found to be similar. The illustrated trends are consistent with those already shown in Figure 1, suggesting that the findings reported in this section are not a consequence of these confounding factors.

5.2 The dichotomy in words

The above analysis suggests that Airbnb is evolving as a platform where guests are more concerned with business aspects, rather than with social aspects, of the hospitality. We can examine more precisely what aspects of the service are behind this trend by operating at the level of the lexicon and computing the term frequency gain metric (Eq. 3). As an example, we binned reviews so to cover a
late period (set $A$, reviews written between 2017–2019) and an early one (set $B$, reviews written between 2010–2012). For each review belonging to the periods above, we consider each word (unigram) $w$ and compute the term frequency gain $t_{f_{gain}}^{A/B}$ as defined in Eq. 3. This metric allows us to detect words that are over-used in the late period compared to the early one ($t_{f_{gain}}^{A/B} > 1$), and vice versa ($t_{f_{gain}}^{A/B} < 1$). To ease the analysis, we discarded very unpopular words, i.e., words having a total term frequency lower than $10^{-5}$.

We start this investigation by plotting the density distribution of this metric for the two broadest categories of our dictionary (‘business’ and ‘social’). Figure 4 shows the results for each analysed city and highlights two interesting trends. First, the ‘business’ category has words associated with both positive and negative term frequency gain. This means that some aspects of the ‘business’ category are indeed over-emphasised in the late period compared to the early years when Airbnb was a young service; however, there are also ‘business’ words which experience an opposite trend. Second, the great majority of words that are part of our ‘social’ lexicon are under-used in the late period compared to the early years when Airbnb was a young service. This is valid in all cities under study.

Figure 5 shows the top-20 words in our dictionary that exhibit the strongest decline/increase of term frequency gain (computed as average across all cities). As one would expect based on our findings so far, all the top-20 words belong to the ‘business’ category; interestingly, we observe that it is the ‘location’ (sub-)category that mostly drives this trend, with words such as ‘parking’, ‘local’, and ‘central’. Conversely, 70% of the bottom-20 words belong to the ‘social’ category, and these words span different social (sub-)categories, from ‘personality’ (e.g., ‘gracious’), to ‘people’ (e.g., ‘friend’), to talking (e.g., ‘delightful’, ‘company’, ‘conversations’).

5.3 The dichotomy across market segments

By segmenting reviews not only by city and year but also by host (i.e., service provider) characteristics, our approach enables investigations across different market segments. As an example, in this section we segment hosts based on the concept of technology adoption [16, 36, 41, 43]. In the literature, users are classified as: innovators (first 2.5% of users) adopting a new technology, early adopters (subsequent 13.5% of users), early majority (the following 34% of users), late majority (34% of remaining users), and laggards (last 16% of users). To understand the current Airbnb adoption era, we computed the number of new users for each year and for each city involved in our analysis; we plot the corresponding results in Figure 6.
By comparing the shape of the obtained curves with the Gaussian-shaped one reported in the related literature [36, 41, 43], we conclude that Airbnb has not reached the late majority phase yet, and this result is homogeneous across all the cities in our investigation. Moreover, by observing the adoption rates, we hypothesise that Airbnb is in the middle of the early majority phase. Following this reasoning, we segment hosts in our dataset in: innovators (first 5%), early adopters (subsequent 45%), and early majority (remaining 50%). We then linguistically analyse the reviews that each such bin collected.

For ease of presentation, we focus this analysis on the two level-1 categories only, and present results in a concise way by means of what we call ‘social score’:

\[
social\text{score} = z(\%\text{adp}\text{(social)}) - z(\%\text{adp}\text{(business)}), \tag{4}
\]

where \(z(\%\text{adp}\text{(social)})\) and \(z(\%\text{adp}\text{(business)})\) are, respectively, the \(z\)-scores of the ‘social’ and the ‘business’ adoption on a set of reviews. Note that, since both \(z(\%\text{adp}\text{(social)})\) and \(z(\%\text{adp}\text{(business)})\) are normalised and unitless numbers, Eq. 4 is able to directly compare the ‘social’ and ‘business’ adoption despite their difference of scale, thus telling us whether a particular set of reviews is biased towards the former or the latter category.

Figure 7 shows results averaged across all cities, since trends were found to be similar. We observe that, in each year, innovators receive reviews with a higher social score than the other categories of hosts do. We speculate that innovators may engage more in social interactions (as the original sharing economy manifesto wanted), and thus receive reviews with higher social scores. Figure 7 also indicates that the percentage of social reviews received by innovators is decreasing over time. This result is coherent with a platform adaptation phenomenon, and may suggest that, even though innovators remain overall more social than the other categories of users, they are undergoing an adaptation process following the evolution of Airbnb towards a more business-oriented model. After controlling for the same confounding factors discussed in the previous section, we find that neither review length nor room type affected our results.

5.4 The dichotomy across neighbourhoods

As a final example of market research investigation one may perform, we illustrate how to segment reviews at a finer level of spatial granularity, so to investigate the possible presence of varying platform adoption dynamics within a single city. To illustrate how, we subdivided each city in its electoral districts, which are geographic areas of different size designed to have a similar number of residents. For each such area, we computed two scores: a social score, computed using Eq. 4 over the set of reviews left for Airbnb properties located in such area; and an Airbnb penetration rate, computed as the ratio of the number of active Airbnb listings (that is, the number of listings receiving at least one review), over of the maximum number of listings in any given district, so to normalise such a rate between \([0, 1]\). The latter has previously been found to be a good proxy for central / tourist areas [35].

Figure 8 shows the scatter plot (along with Pearson Correlation) between the Airbnb penetration rate and the social score for neighbourhoods in each city in our dataset. We observe that neighbourhoods with very high Airbnb adoption rates show lower social scores than those with lower penetration rates (Pearson correlation...
According to the ‘crossing the chasm’ theory [33], there are five segments of technology adoption: the first three segments ‘innovators’, ‘early adopters’, and ‘early majority’ (which together make the chasm) are followed by ‘late majority’ and ‘laggards’. Based on our results, Airbnb has crossed the chasm by moving its adoption from the innovators and early adopters to the larger market segment of the early majority, and is still expected to grow in this segment.

With the arrival of the early majority, norms have changed: early adopters engaged more in social interactions than the early majority are currently doing. Given this majority, Airbnb now revolves around business-focused experiences rather than socialisation. That is surprisingly consistent across the various countries our six Western cities are located in. Interestingly, the behaviour of early adopting hosts does not apply to early adopting areas: despite tourist areas being the initial ones to be offered on the platform [35], they are predominantly engaged in business-oriented experiences compared to properties offered in less central areas.

These findings were made possible thanks to a platform (Airbnb) specific dictionary that we constructed, starting from ready available guests’ reviews and using a combination of thematic analysis and machine learning techniques. Using this dictionary and a few metrics we defined, it is now possible to perform quantitative linguistic analysis of Airbnb experiences at scale, and use the findings to inform strategic business decisions that span different directions. For example, (i) improved guest experience: Airbnb developers could add functionalities to the platform, such as guest/guest recommender systems, to connect like-minded people based on the topics they discuss in their reviews. Furthermore, rather than going for a ‘one size fits all’ business model, they may try to leverage the platform diversification (in peer composition and district offerings) and enrich the service offered with new features tailored to a guest’s willingness to socialise by, for example, preferentially ranking hosts among the early adopters or properties in less tourist areas. (ii) Improved host experience: Airbnb could offer new hosts information and online training on how to attract guests, for example by recommending they offer services/experiences that guests to that city care the most about; as changes in what guests care about are detected, the platform can offer up-to-date vetting and training to its hosts, so to maintain guests’ satisfaction high. (iii) Tailored marketing: by knowing what guests value, Airbnb can create hyper local advertising campaigns, for example highlighting more the efficiency of the service rather than its hospitality, to appeal to certain market segments that can vary by geographic location and over time. (iv) Data-driven regulation: by knowing the local market position of Airbnb, authorities and platform owners can co-create policies that differentiate business/leisure travels.

Our dictionary and metrics can also support social science researchers in their investigations. For example, despite analysing cities in different countries and continents, we acknowledge that this work has so far been restricted to the Western world. We thus cannot answer questions of globalisation and platform adaptation that expand beyond it. Future studies should be conducted both in Eastern countries and in developing ones, both of which have largely been neglected by the current sharing economy literature, partly because of a lack of scalable analytical tools [9]. As we do so, our dictionary may have to be amended, or new ones may have to be developed, so to properly analyse Airbnb reviews in a new geographic context and/or in a different language. One can automatically assess whether our dictionary is valid (e.g., in a new city, at a future point in time, in a different translated language) by quantifying the proportion of words modelled by our dictionary, with the expectation that the same dictionary can be used for a number of years within cities sharing similar cultural traits. When a new custom dictionary needs to be built, the very same inductive approach proposed in this paper can be reproduced. This process offers great scalability advantages compared to the traditional market analysis approaches based on interviews, with the expectation that the effort to employ (thousands of) crowd-workers to conduct a new thematic analysis to be significantly less than that to recruit and interview (tens of) Airbnb users (with domain experts needed in both cases).

In addition to replicating our analysis, new lines of investigation can be pursued, delving deeper into peer segmentation, for example to explore questions of gender-specific and age-specific values in the Airbnb hospitality service. Last but not least, using a similar approach to the one proposed in this paper, one could go beyond the business-social dichotomy and develop dictionaries that enable orthogonal explorations, for example on the theme of trust, not least because trust is one of the main currency in the sharing economy. Nowadays, given Airbnb’s focus on business at the price of socialisation, cultivating trust might not be a priority and, as such, trust deficits might stand in the way of growth – the very same growth that could help Airbnb decisively move well beyond the chasm.