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Abstract

The study of quantum phenomena in biology has received significant attention in the last decade. One of the problems of most interest is the understanding of quantum effects during the first steps of photosynthesis. Ultrafast two-dimensional electronic spectroscopy has revealed that pigment-protein complexes responsible for light-harvesting and charge separation in photosynthetic organisms can support quantum coherent dynamics in the excited state, for up to few hundreds of femtoseconds. The leading hypothesis on the mechanisms supporting this coherent behaviour is quantum interactions between electronic and some specific vibrational motions in the excited state. This hypothesis, however, awaits unambiguous confirmation. Among the most powerful techniques to investigate the quantum behaviour of an emitter is the study of quantum optical properties of the light it emits. This thesis develops theoretical studies showing that frequency-filtered and time-resolved photon counting statistics of the light emitted by a prototype photosynthetic unit can give important insight into the quantum coherent nature and the mechanisms underlying excited state dynamics in single photosynthetic complexes. By developing a perturbative and efficient approach to the computation of frequency- and time- resolved photon correlation functions, we show that such correlations have the potential to give unambiguous signatures of coherence contributions to the steady state emission. For a light-harvesting unit emitting in free space, the signatures of excited state coherence manifest themselves as non-trivial antibunching. This feature cannot be probed by measuring unfiltered photon correlations. We then consider the situation in which a prototype energy transfer unit is embedded in an optical cavity such that its emission rate is enhanced. In this case we observed a rich behaviour of the frequency-filtered, second-order photon correlations that allows a clear distinction of coherence contributions, and their variation, depending of the electronic and vibrational interactions in the system of interest.
Impact Statement

The investigations carried out in this thesis have the potential to answer one of the most relevant questions debated inside the community. In fact, the theoretical approach developed in Chapter 2 to compute frequency-filtered and time-resolved correlation functions represents a promising innovative tool to prove, without any ambiguity, the presence of quantum coherent effects occurring in the first stages of photosynthesis in living organisms.

Thanks to the development of two-dimensional electronic spectroscopy, a lot of experiments have already been performed on biological systems that seem to show the presence of such effects. However, the leading hypothesis behind them needs further confirmations from different experimental techniques. The new proposed formalism, indeed, is based on the calculation of correlation functions, which are able to overcome some challenges met in spectroscopic experiments.

The research carried out in Chapter 3 contains theoretical simulations of very potentially promising experiments. Even in simple bio-inspired models, such simulations display that the frequency- and time-resolved correlation functions witness coherences between the excited states of the system of interest, that can occur only if it undergoes quantum coherent dynamics. These results are very powerful, since they pave the way for new potential experiments that can probe unambiguous signatures of the existence of quantum coherence in biological complexes.

The work presented in Chapter 4 goes even more towards the realisation of a possible photon counting statistics experiment. The introduction of an optical cavity, in resonance with a characteristic frequency of the electronic system, increases the light emission. In such a way, the emission from an individual complex allows to compute photon correlations, which otherwise would not be possible due to the too weak signal in comparison to the noise level.

Finally, the code written for the computations in this thesis might be used for future developments in this research field. Some results in this thesis have been published in a scientific journal and others will be submitted for publication.
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Introduction

Quantum mechanics offers the most accurate description of the microscopic world, in contrast to classical mechanics which focuses on the investigation of macroscopic systems. However, thanks to the recent theoretical and experimental developments, the domain in which quantum mechanical phenomena can be explored has enlarged significantly. As a result, this has provided technological capabilities to question the importance of quantum effects in life processes. This is, indeed, the goal of quantum biology, which is an emerging field of research studying quantum mechanical effects in biological systems and paving the way to bio-inspired technologies in the near future.

Biological systems interact with their surrounding environments, they exist at room temperature and need external energy to guarantee the out of equilibrium state which characterises life [1]. At first glance, it would seem difficult to think that non-trivial quantum mechanical effects can survive in biological processes and have a significant impact on them. However, some biological processes happening at molecular level can occur on very short time scales and be well localised, thus potentially showing quantum effects before the environment destroys them. Nonetheless, environmental noise might support the existence of quantum coherence and entanglement [2]. This means that the presence of a quantum dynamics in these systems is not just related to short length and time scales, but it is rather the result of a more complex and constructive interplay between the environment and the system.

The most fundamental example of quantum phenomena in biology is photosynthesis, in particular its first stages involving the processes of light harvesting and energy transfer [3]. Such processes occur thanks to specialised antennae, which are formed of chromophores arranged in specific configurations within protein scaffolds. The efficiency of the energy transfer in living organisms is exceptionally high: more than 90% of photons absorbed activate chemical reactions, meaning that almost every photon initiates a charge separation [4–6]. In photosynthesis certain living organisms, such as plants and some bacteria, capture light coming from the sun,
thanks to collective electronic states, called excitons. This energy is then transferred within the antenna and used to produce chemical energy [7].

The study of the exciton dynamics and the mechanism of energy transfer from the light harvesting antenna to the reaction centres has been of interest for different research groups, due to the many optical experiments carried out with photosynthetic complexes [8–12]. It has been shown that exciton states are delocalised over different chromophores and that an interesting interaction between quantum processes and environmental noise is key to understand the exceptionally high efficiency of the energy transfer process [13–21]. However, it is not clear yet if this process can be explained through classical equations or, on the contrary, if it involves non-trivial quantum phenomena [22]. The presence of these phenomena and the biological function of this quantum behaviour are still open questions in the field of quantum photosynthesis.

Important steps forward regarding these questions have been made thanks to the development of two-dimensional electronic spectroscopy [23,24]. Over the last years, indeed, ultrafast two-dimensional spectroscopy on biological complexes has shown oscillatory electronic dynamics lasting from a few hundred of femtoseconds [9,25] up to picoseconds [12]. This is an unexpected long time scale, considering the rapidly decaying electronic quantum coherence happening on a timescale of tens of femtoseconds.

There is an ongoing discussion about the origin of the beating patterns observed in two-dimensional electronic spectroscopy, which can be illustrated by comparing three very recent works. Ref. [26] indicates that the observed oscillations correspond to vibrational coherence in the electronic ground state of Fenna-Matthews-Olson (FMO) complexes, while Ref. [27] points out that they detect vibronic coherences in the excited state of FMO. Ref. [28], instead, shows that the oscillations observed correspond to both electronic and vibrational coherences. While there is yet no consensus, it seems that the leading hypothesis underlying the experimental observation of long-lived coherent dynamics is the involvement of a vibronic mechanism, that is the quantum interaction between joint electronic and vibrational degrees of freedom [29–34]. In other words, the vibronic coupling could be the reason behind the quantum energy exchange between electronic states and specific vibrations [22,35].

Within this interpretation, the interaction with the intramolecular vibration affects the excited state dynamics of the system. It leads then to the formation of vibronic states, that is superpositions of quantum states of excitons and vibrations, causing the long-lived oscillations in the dynamics. However, there is some controversy on
the origin of these oscillations [36], therefore the need of better understanding the exciton-vibration interaction.

Although multidimensional spectroscopy represents a powerful tool to investigate quantum coherent dynamics in biological systems, it does not allow to clearly understand the origin of the beatings observed. One of the main challenges is that these experiments deal with the average behaviour of a large ensemble of biomolecules, limiting then the understanding of the quantum behaviour happening at a level of single molecule. In addition, the observation of the beatings in the dynamics does not represent an incontrovertible proof of quantum behaviour [22,37].

Given the questions still open in the field of quantum photosynthesis, it becomes essential to provide alternative and unambiguous confirmations of the quantum mechanism underlying the energy transfer in biomolecular systems. To this end, it is fundamental to understand its origin at a level of a single molecule. One of the most common ways to investigate and define quantum properties of both light [38–41] and emitters [42–44] is the measurement of photon correlation functions. Indeed, they allow to gain conceptual clarity on the contribution of quantum coherent processes to the emission statistics and also provide alternative experimental setups to probe non-trivial quantum effects in the dynamics of biological systems [45].

The aim of this work is to investigate the quantum coherent interaction in bio-inspired single molecules through the analysis of the coloured photon counting statistics. Indeed, spectral filtering of optical signals, and the consequent trade-off between frequency and time resolution, gives insight on many quantum phenomena [46–50], including quantum dynamics of complex molecular systems [49,50].

**Thesis outline**

This thesis is divided as follows.

The first Chapter describes the context of quantum biology, focusing on the first stages of photosynthesis. It presents the open quantum system approach used to study biomolecules and the experimental spectroscopical setups employed to investigate them. It also introduces the correlation functions, with particular emphasis on frequency-filtered and time-resolved photon correlations.

The second Chapter develops an alternative technique to the sensor procedure proposed in [46,47] to compute coloured correlation functions. This method shows that frequency- and time-resolved photon correlations can probe coherent contribu-
tions to the light emitted by the biomolecule. The results here obtained represent the theoretical scaffolding on which the next chapters are built.

The third Chapter presents the analysis of the statistical properties of the light emitted by two different bio-inspired toy models, in free space. The results, obtained using the formalism developed in Chapter two, reflect signatures of quantum coherent dynamics within the excited state manifold, even in the steady state.

Last Chapter examines the same two photosynthetic complexes, now weakly coupled to a cavity mode. The weak coupling regime assures that the cavity does not affect the dynamics of the systems. The presence of the cavity guarantees to selectively increase the emission of photons emitted by the system, due to the resonance condition with one particular frequency, as shown by the analysis of the frequency-filtered and time-resolved correlation functions.
Chapter 1

Background

This chapter gives a brief introduction to the field of quantum biology with particular emphasis on quantum effects in photosynthesis, the main subject of this thesis. The chapter presents the theoretical framework and the experimental techniques used to investigate quantum effects in photosynthetic systems. We introduce the open quantum system approach that describes quantum dynamics of molecular systems and which will be used to characterise the prototype photosynthetic complexes of interest. The last part of the chapter is dedicated to the theoretical framework used to examine quantum optical properties of the light emitted by these systems.

1.1 Overview

Quantum biology is an emerging field of research which aims to explore quantum mechanical effects in the functioning of biological systems and to draw lessons for the next generation of bio-inspired technologies [1]. The field has gained significant attention in the last ten years thanks to the development of new experimental techniques that have allowed observation of quantum phenomena in biological systems [8–12]. However, the term “quantum biology” is almost a century old, coined by Jordan in his book (“The physics and the secret of life”) in 1943 as he wondered whether quantum mechanics played a role in life [51]. One year later, in his book “What is life?”, Schrödinger also argued that quantum mechanics must affect the processes and reactions that happen in living organisms, since it governs the stability and structure of molecules [52]. He also underlined that every process in life has a statistical and stochastic nature, meaning that every event is random and that order is only obtained with the statistical average of disordered situations. In contrast, Davydov, in his book “Biology and quantum mechanics” (1982) [53] asserts that
quantum mechanics is significant only for isolated systems in pure states, hence it could not be relevant for biological processes happening in open systems at thermal equilibrium.

For a long time quantum biology was seen as a speculative field. Nowadays, however, the progress in science and technology has allowed a significant improvement and development of the experimental techniques, which have led to obtain very promising results on the matter of quantum effects in nature [9–12]. This, in turn, has opened new challenges from a theoretical point of view, such as the development of advanced models and approaches to understand the physics of living systems. At this point it is important to clarify what we mean by “quantum biology” and where its effects become tangible.

1.2 The world of Quantum Biology

In general, quantum phenomena can be observed on microscopic scale in systems “protected” long enough from the influence of the surrounding environment, thus allowing quantum coherences to survive sufficiently long across relevant timescales. Biological systems, even at the protein scale, are the exact opposite by definition: they constantly interact with their environment, they operate at room temperature and need to be provided with energy to guarantee the out of equilibrium state that characterises life [1]. Consequently, it would seem that quantum mechanics does not affect biological processes, except for the “trivial” quantum effects involving, for instance, molecular bonds.

However, the reality is more nuanced. First of all, some processes in biological systems happen on very short time scales (of the order of picoseconds), and in very localised regions (over the size of the protein, namely a few nanometers). This implies that molecular complexes could manifest quantum dynamical behaviour on the relevant time and length scales, before the environmental fluctuations cancel it. Secondly, it has been suggested that environmental noise could indeed aid quantum coherence and entanglement [2, 14, 54, 55]. As a consequence, quantum dynamical behaviour associated to a biological process in relevant time and length scales is strongly dependent on non-trivial interactions between the system and its surroundings.

Within this scenario there are already some known biological phenomena that can only be explained through quantum mechanics [56]. The mechanism of vision is an example: the absorption of light by a chromophore leads to a quantum me-
echanical arrangement of electronic states with a specific symmetry that produces a photochemical isomerization. After a series of enzymes and reactions are activated, an electrical impulse is generated and transferred to a nerve cell [56]. Other examples of photochemical processes in biology, that can be understood only from a quantum mechanical point of view, are the deactivation of excited states in DNA to avoid photodamage into the genetic code [57], photoprotection using melanin [58] and bioluminescence used by coral [59].

Electron flow (over 15 Å) is another essential process in respiration [60] and photosynthesis [61]. Since proteins are not electrical conductors, quantum mechanical tunnelling intervenes to overcome the classical energy barriers thanks to the time uncertainty principle. Therefore, this tunnelling effect allows electron transfer within the protein scaffold [62, 63]. More specifically, the presence of the protein provides electronic states associated with pathways along its structure which help donor and acceptor wavefunctions to delocalise towards each other, thus speeding up the tunnelling rates by 10 orders of magnitude in comparison to the same situation in the vacuum [63, 64]. Proton tunnelling also has a key role in many enzymatic catalytic reactions involving the transfer of a proton [65]. Inelastic tunnelling assisted by specific high-energy vibrations has been suggested to play a role in olfaction [66]. It has been proposed that odorants (that is the proteins secreted in the nasal mucus) are discriminated by some specific olfactory receptors not only through their shapes but also through their vibrational spectrum. This means that an electron tunnelling assisted by a phonon happens between two receptors via the protein [67].

Of a different nature is the mechanism of magnetoreception characterising some living organisms that use the Earth’s magnetic field [68]. A radical pair mechanism has been suggested as the built-in magnetic compass that uses the Earth’s magnetic field. At the same time, various decoherence processes take place, such that the subsequent signal produced depends on the system’s orientation with respect to the magnetic field [69].

The most emblematic example of quantum phenomena in biology is photosynthesis, more specifically the processes of light harvesting and energy transfer [3]. Light harvesting happens in living organisms with a remarkably high efficiency: under conditions of low irradiance, more than 90% of photons absorbed drive photochemistry, in other words almost every photon initiates a charge separation [4–6]. Given the importance of this topic for the thesis, this process will be described in the following both from a classical and quantum point of view.
1.2.1 Photosynthesis

Photosynthesis is a biological process where plants, algae and some bacteria capture light coming from the sun and then convert this energy into biochemical energy, providing the resources necessary for life [7]. Photosynthetic process involves not only the well known mechanism of production of biomass based on chlorophylls, but also other photoreception processes carried out by some bacteria [7].

1.2.2 Classical photosynthesis

In photosynthesis, sunlight is used to initialise a chain of chemical reactions, as it will be discussed in the following. The sun emission spectrum is very broad, ranging from gamma rays to radio waves (see Fig.1.1).

![Solar radiation spectrum as a function of wavelength](image1.1)

However, the light reaching the surface of the Earth is reduced both by scattering and by the absorption of molecules in the atmosphere, such as carbon dioxide that absorbs in the infrared region and ozone that absorbs in the ultraviolet [7]. In comparison, many chlorophyll-pigments use visible light (400-700nm) to activate photosynthesis. In aquatic systems the situation is different: the intensity of light decreases with depth. Here, water absorbs mainly in the red region of the spectrum, therefore the wavelengths suited to chlorophyll-pigments do not reach the organisms at the bottom. Furthermore, water also scatters light: the scattering is inversely proportional to the fourth power of the wavelength, meaning that this phenomenon affects mainly blue light. As a consequence, only green light from the middle region “survives”: chlorophylls do not absorb much in this range, but some other photosynthetic pigments, such as carotenoids or chromophores in cryptophyte algae, do and they are present in many aquatic organisms.
Photosynthesis can happen in two different ways, oxygenic and anoxygenic, depending on the kind of atom that acts as donor in the chemical reaction. The oxygenic form of photosynthesis uses the photon energy to produce glucose and oxygen from carbon dioxide and water \(6\text{CO}_2 + 6\text{H}_2\text{O} \xrightarrow{\text{light}} \text{C}_6\text{H}_{12}\text{O}_6 + 6\text{O}_2\). This is typical of all plants, algae and cyanobacteria. The anoxygenic process, instead, starts from a molecule of the form \(\text{H}_2\text{S}\) (hydrogen sulfide) where the final product is not oxygen, but another molecule, for example sulphur. This mechanism happens in purple, green and heliobacteria [7].

![Diagram of a photosystem](image)

**Figure 1.2:** A photosystem is formed of a reaction centre and an antenna complex. Light is absorbed by the light-harvesting complex, containing proteins and molecules of chlorophylls (of type a and b) and carotenoids, and then transferred to the reaction centre. It contains one or more molecules of chlorophylls, together with the primary electron acceptor; here the sunlight energy is transformed into chemical energy. Figure taken from Ref. [71].

In plants photosynthesis takes place inside the chloroplasts, subcellular structures that contain the chlorophyll pigments, and it occurs in four main steps (summarised in Fig.1.2).

The first is the absorption of energy from sunlight by one of the collective pigments states in the light harvesting complex. Pigments (also called chromophores or sites) are organised in protein scaffolds that hold them in specific orientations. This structure is such that the inter-pigment electronic coupling creates delocalised excited states (called “excitons”) that increase the absorption cross-section. In other words, the presence of the proteins generates antennae that optimise the absorption surface and efficiency. Once an electronic excitation is created, the energy is transferred through the collective states, until it reaches the reaction centre, where, eventually, it leads to charge separation. The photon absorption process within antennae works in such a way that excitations are funnelled from higher to lower
energy excitons.

The second phase of photosynthesis involves primary electron transfer in reaction centres. These contain pigments, chemically similar to those in the rest of the antenna, but with particular properties due to the surrounding protein environment: here a chlorophyll dimer, called the special pair, acts as a primary electron donor to initiate an electron transfer cascade [7]. The excited state of the pigment releases an electron that binds to an acceptor, generating a ionised molecule: at this stage the excitation energy has been transformed into chemical energy, but the new state is very unstable, therefore the electron can be transferred back and the energy can be converted into heat.

To avoid energy losses, the system enters into the third phase of the photosynthesis, where a series of secondary chemical reactions takes place, in order to separate positive and negative charges and fight the recombination process. This process happens in very short time (within one nanosecond) and creates a pH difference, or electrochemical gradient, which is used to synthesise ATP (adenosine triphosphate).

The last stage sees the production of stable high-energy molecules which will be used as fuel for processes needed in cells, in particular the ATP produced in the previous step is needed to reduce carbon dioxide to sugars.

In principle, the whole photosynthesis event seems to involve only trivial quantum effects, such as the formation of collective electronic states. However, other quantum mechanisms could play a key role during the energy dynamics, as it will be explained in more detail in the following section.

1.2.3 Quantum photosynthesis

Within the photosynthesis mechanism, it is the first phase that has attracted the attention regarding the question about the presence of quantum effects. This is due to the very short time needed for absorption and energy transfer, from femto to picoseconds (this time is short in comparison to relaxation to the ground state), and to the high efficiency of the process itself, that is the high probability that an absorbed photon is converted into a charge-separated state [4–6]. This efficiency is due to the ultrafast energy transfer to the reaction centre that occurs before the relaxation to the ground state [72].

In the light absorption event, an incoming photon with a specific frequency in the visible spectrum is captured by an exciton in the antenna, which is a complex formed of different kind of chlorophylls or bacteriochlorophylls (for oxygenic organisms or anoxygenic bacteria, respectively) bound to a protein scaffold.
In what follows, we summarise the main quantum features of the light absorption and energy transfer process in the first stages of the photosynthetic process.

1.2.3.1 Excitons (first key quantum effect)

The process of light absorption by a light harvesting complex happens thanks to the superposition of transition dipoles of the pigments that form the antennae. Within a simplified model, a pigment inside the antenna complex can be modelled as a two-state system [73]. This assumption is based on the fact that in the description of excitation transport it is common to reduce the dynamics of individual molecules to a single HOMO/LUMO transition. Most of the energy absorbed by photosynthetic organisms, indeed, comes from the strongest optically allowed transition, which is in the $Q_y$ band of the power spectrum between 750 and 850 nm [74]. Within this model, an incoming photon with the same energy as the electronic gap causes a transition from the ground to the excited state which has a lifetime of about 6 ns [72,75].

Chromophores in light harvesting complexes are very close to each other: the centre-centre distance is around few Angstroms. Therefore, since the electronic coupling scales as the inverse of chromophore separation cubed ($V \sim 1/r^3$), pigments can strongly interact within the antenna, giving rise to the formation of collective electronic states or excitons. Excitonic states induce broadening or modulation of the absorption spectrum [3].

Under the condition that all the pigments have a comparable HOMO/ LUMO energy gap and the transport time is much faster than the absorption rate, it is possible to assume that the collective state hosts a single excitation at a time [76]. Formally, this means that the attention can be focused onto the single-excitation subspace. This hypothesis is particularly reasonable when dealing with photosynthetic bacteria, such as purple bacteria or green sulphur bacteria, where the photosynthetic process occurs in extremely low light conditions at the bottom of the sea. However, usually it also holds for light-harvesting complexes of higher plants [7].

To clarify the importance of excitonic states, let us consider an antenna with two interacting single chromophores having the same transition energy. This leads to a situation with three states: a common ground state and two local states. Coulomb interaction between the last two gives rise to quantum superposition of excitations coherently delocalised over both sites: these new eigenstates of the system are called excitons. The dipole moments of the individual chromophores combine in such a way that the dipole moment of one exciton will be larger (bright exciton), while the other will be smaller (dark exciton).
As a result, the bright exciton state couples more strongly to the electromagnetic field and, therefore, has a higher probability of absorbing a photon at its transition frequency. For an ensemble of pigments with the same energy, the excitons are delocalised over all the sites with the same amplitude of probability. This is the first key quantum effect in photosynthesis: the collective electronic states, namely the excitations delocalised over the chromophores in the antenna, allow a stronger coupling of the bright excitons to the electromagnetic field and, therefore, a higher probability to absorb photons. Of course, in reality, the process is more complicated, because the chromophores do not have the same transition energy, due to the interactions with different local environments. This implies that the excitons are delocalised over some chromophores with higher probability amplitudes (see Fig.1.3).

Figure 1.3: The figure (from Ref. [77]) represents the structural organization of the Fenna-Matthews-Olson (FMO) pigment-protein complex: it contains seven bacterio-chlorophyll (BChl) molecules, indicated with italic numbers. The exciton delocalisation over the different chromophores is indicated with bold numbers and coloured shades. For example, excitons 3 and 7 (green, bold numbers) are both delocalised over the same BChls 1 and 2 (italic numbers). The red and green arrows refer to the main two photoexcitation transfer pathways.

1.2.3.2 Excitons and vibrations (second key quantum effect)

The importance of the excitons for the whole antenna complex can be better understood through the explanation of other two phenomena, whose relevance is connected to their relation with the electronic coupling \( V \): the energetic disorder and the electron-phonon coupling [72].

The “energetic disorder” is an effect related to the degree of delocalisation of the excitons over the sites, which depends on the relation between the energy difference \( \Delta \alpha = \alpha_i - \alpha_j \) between sites \( i \) and \( j \) and their electronic coupling \( V_{ij} \). When this
energy difference is larger than the electronic coupling, $\Delta \alpha \gg V_{ij}$, that is when molecules have off-resonant electronic transitions, the excitons are quasi-localised over the sites. In the opposite scenario, when transitions are near resonant, namely $\Delta \alpha \ll V_{ij}$, the excitons have a large degree of delocalisation over the sites.

The research work of this thesis uses models falling into different degrees of exciton delocalisation over the sites.

Pigments with detuned energies are commonly found in antenna complexes. For instance, identical molecules that experience different local protein environment can have different transition energies. Slow protein motions produce random fluctuations in electronic parameters, resulting in the so called “static disorder”. It changes the electronic parameters in long timescales with respect to the exciton dynamics.

In some antenna complexes, the presence of different types of chromophores, with different transition energies, increases even more the spectral cross-section for light absorption. This occurs, for example, in phycobilisomes antenna from cyanobacteria and red algae, and in the antenna proteins of cryptophyte algae, such as phycocerythrin 545 (PE545) and phycocyanin 645 (PC645). An example of how the energetic disorder affects an antenna can be seen in the B850 ring in light harvesting complex 2 (LH2): here, the eigenstates of the system can delocalise over the complex in a perfectly symmetric way. However, the energetic disorder breaks the symmetry of the site absorption, which leads to more localised excitons [78,79].

The other phenomenon influencing the extent of delocalisation of the excitons is the competition between electronic interactions and electron-phonon coupling. This coupling is due to the interplay between the electronic and vibrational degrees of freedom, where the latter are affected by the stochastic fluctuations in the environment. These fluctuations affect the system destroying phase relations between the excitations of different chromophores and, therefore, giving rise to an excitation more localised than that of an isolated electronic system. This interplay generates the so called “dynamic disorder” as, contrarily to the static disorder, it affects electronic parameters on a timescale comparable to excitation dynamics.

Some vibrational fluctuations are spectrally narrow in frequency and therefore quasi-coherent. Depending on their energy scale, collective vibronic effects can emerge supporting coherence among excitons. In contrast, spectrally broad vibrations lead to dephasing. This is related to the second key quantum effect in photosynthesis, since the interaction between electronic and quasi-coherent vibrations allows energy to transfer between excitons and can create quantum coherence between them.
1.2.3.3 Optimal balance (third key quantum effect)

At this point it is essential to distinguish between two types of phonon environments: the coherent and the incoherent vibrational motions. The presence of one or the other determines the kind of pathway followed by the electronic excitation during the transfer of energy to the reaction centre [80]. This depends on the ratio between two characteristic times: the intramolecular (or vibrational) relaxation time, $T_g$, and the intermolecular transitions time, $T_V$. When the intermolecular transitions time is smaller than the vibrational relaxation time, $T_V < T_g$, the excitation can move as a delocalised state through the antenna, therefore the excitation energy transfer is a coherent process. Viceversa, if the intermolecular transitions time is larger than the vibrational relaxation time, $T_V > T_g$, the excitation remains localised and the excitation energy transfer is called incoherent. Related to these two concepts, we find the third key quantum effect in photosynthesis, for which nature has found the optimal balance between these two kinds of vibrations to guarantee the most efficient energy transfer during the photosynthetic process.

<table>
<thead>
<tr>
<th>QUANTUM SECRETS OF PHOTOSYNTHEIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Excitons</td>
</tr>
<tr>
<td>2) Excitons and vibrations</td>
</tr>
<tr>
<td>3) Optimal balance</td>
</tr>
</tbody>
</table>

Figure 1.4: The table summarises the three quantum secrets involved in the photosynthetic process.

Photosynthetic complexes exchange energy and information with their surrounding environments, which can have a very complex structure. Since these systems are formed by electronic excitations of pigments coupled to the surrounding chromophore molecules and proteins, they are characterised by many interacting degrees
of freedom. This kind of scenario falls under the definition of open quantum system.

In addition, experimentally, it is possible to have access to all electronic and vibrational environments that determine excitation dynamics, but usually experiments probe certain degrees of freedom. For these reasons, the theoretical description of the energy transfer in biological systems is based on the open quantum systems approach. The specific tools needed, the various limits in each model and the way to treat the system, the bath and the interaction between them will be explained in the following section.

1.3 Open quantum system approach

1.3.1 Closed quantum systems

Quantum mechanics provides a mathematical framework capable of describing the microscopic nature of particles. It is based on some fundamental concepts, which are the starting points of the theory itself. First of all, every physical system is associated to a linear space called Hilbert space $\mathcal{H}$, where each state is represented by a ket $|\psi\rangle$, or, alternatively, by a density operator $\rho = |\psi\rangle\langle\psi|$ [56]. Every observable is described by a Hermitian operator in the Hilbert space and the only possible results of a measurement are given by the (real) eigenvalues of this operator itself. When the system is in a specific state $|\psi\rangle$, the probability that the observable $A$ gives the eigenvalue $a_n$ as a result is the inner product $|\langle a_n|\psi\rangle|^2$. If the measure of the observable $A$ on the state $|\psi\rangle$ gives the eigenvalue $a_n$, the state of the system is the normalised eigenstate $|a_n\rangle$. Finally, the time evolution of a quantum system represented by the state $|a_n\rangle$ is described by the Schrödinger equation [81]:

$$\frac{d}{dt} |\psi(t)\rangle = -\frac{i}{\hbar} [H(t), |\psi(t)\rangle], \tag{1.1}$$

where $H(t)$ is the Hamiltonian of the system. Its solution is obtained in terms of a unitary evolution operator $U(t, t_0)$, which evolves the initial state $|\psi(t_0)\rangle$ at time $t_0$ to the final state $|\psi(t)\rangle = U(t, t_0)|\psi(t_0)\rangle$ at time $t$. Putting this formal solution into the Schrödinger equation (1.1), an equation for the time evolution operator can be obtained as follows:

$$\frac{\partial}{\partial t} U(t, t_0) = -\frac{i}{\hbar} H(t)U(t, t_0), \tag{1.2}$$

with initial condition $U(t, t_0) = I$. Using these last two equations it is possible to show that $U^\dagger(t, t_0)U(t, t_0) = U(t, t_0)U^\dagger(t, t_0) \equiv I$, therefore $U(t, t_0)$ is a unitary
operator. For an isolated system with a Hamiltonian that does not depend on time, the evolution operator is given by:

$$U(t, t_0) = e^{-\frac{i}{\hbar} H(t-t_0)}.$$  \hfill (1.3)

However, if the system is closed with a time-dependent Hamiltonian, its form changes in:

$$U(t, t_0) = T_\leftarrow e^{-\frac{i}{\hbar} \int_{t_0}^{t} ds H(s)},$$  \hfill (1.4)

where $T_\leftarrow$ indicates the chronological time-ordering operator for which the time arguments in time-dependent operators increase from right to left.

If the system under scrutiny is in a mixed state, it can be described by the density matrix $\rho$. Its dynamical evolution can be determined by the Schrödinger equation (1.1), starting from the initial condition:

$$\rho(t_0) = \sum_i \kappa_i |\psi_i(t_0)\rangle \langle \psi_i(t_0)|,$$  \hfill (1.5)

where $\kappa_i$ are positive weights and $|\psi_i(t_0)\rangle$ are normalised state vectors. At time $t$, the state of the system will be:

$$\rho(t) = \sum_i \kappa_i U(t, t_0) |\psi_i(t_0)\rangle \langle \psi_i(t_0)| U^\dagger(t, t_0)$$

$$= U(t, t_0) \rho(t_0) U^\dagger(t, t_0).$$  \hfill (1.6)

Differentiating this equation with respect to time, it is possible to obtain the equation of motion for the density matrix:

$$\frac{d}{dt} \rho(t) = -i \hbar [H(t), \rho(t)],$$  \hfill (1.7)

which is called Liouville-von Neumann equation and can be also written as

$$\frac{d}{dt} \rho(t) = \mathcal{L} \rho(t),$$  \hfill (1.8)

to stress the analogy with the equation of motion for probability density in classical statistics. $\mathcal{L}$ is defined as Liouville super-operator since it acts on an operator ($\rho(t)$) to give another operator ($\mathcal{L} = -i[H(t), \cdot ]$). Again, for an isolated system, the time evolution operator is given by:

$$\rho(t) = e^{\mathcal{L}(t-t_0)} \rho(t_0),$$  \hfill (1.9)

while for a closed system the density matrix has the form:

$$\rho(t) = T_\leftarrow e^{\int_{t_0}^{t} ds \mathcal{L}(s)} \rho(t_0).$$  \hfill (1.10)
In the Schrödinger picture, where the states evolve, the dynamics of the density matrix is characterised by the Liouville-von Neumann equation (1.8). The evolution can also be described through the evolution of the operators of the system, using in this case the Heisenberg representation. At the initial time $t_0$, the states coincide in both pictures, such that $\rho(t_0) = \rho_H(t_0)$. The operators at time $t$, instead, are related through the canonical transformation:

$$A_H(t) = U^\dagger(t,t_0) A(t) U(t,t_0),$$

where here the operator in Schrödinger picture explicitly depends on time. At the initial time $t_0$, the Schrödinger and Heisenberg pictures also coincide for the operators: $A_H(t_0) = A(0)$. The equivalence of the two pictures can be seen through the calculation of the expectation value of an observable:

$$\langle A(t) \rangle = \text{tr}\{A(t)\rho(t)\} = \text{tr}\{A_H(t)\rho_H(t_0)\}.$$ (1.12)

The equation of motion for an operator in Heisenberg picture can be obtained differentiating Eq.(1.11) with respect to time:

$$\frac{d}{dt} A_H(t) = \frac{\partial}{\partial t} A_H(t) + i\frac{\hbar}{\hbar}[H_H(t), A_H(t)],$$

where $H_H(t) = U^\dagger(t,t_0) H(t) U(t,t_0)$ is the Hamiltonian in the Heisenberg picture. The partial derivative in Eq.(1.13) is given by $\frac{\partial}{\partial t} A_H(t) = U^\dagger(t,t_0) \frac{\partial}{\partial t} A(t) U(t,t_0)$. If $\frac{dA_H(t)}{dt} = 0$, then $A_H$ is a constant of motion. An important special case is given when $A = H$: for an isolated system $\frac{\partial}{\partial t} H(t) = 0$ and the time evolution operator has the form of Eq.(1.3), meaning that the Hamiltonian commutes with it. In this case the Heisenberg picture Hamiltonian is a constant of motion: $\frac{d}{dt} H_H = 0$.

In addition, if the operator in Schrödinger picture does not depend explicitly on time and the system is isolated, the equation of motion (1.13) becomes:

$$\frac{d}{dt} A_H(t) = i\frac{\hbar}{\hbar}[H_H(t), A_H(t)].$$

### 1.3.2 Open quantum systems

An open system is a quantum system coupled to an environment: the interaction between them causes correlations leading to non-unitary system evolution. If the Hilbert space of the system is denoted by $\mathcal{H}_S$ and that of the environment by $\mathcal{H}_E$, the total Hilbert space is given by the tensor product of the two $\mathcal{H} = \mathcal{H}_S \otimes \mathcal{H}_E$, while the total Hamiltonian is

$$H = H_S + H_E + H_{SE},$$

(1.15)
where $H_S$ is the Hamiltonian of the system only, $H_E$ is the free environment Hamiltonian and $H_{SE}$ characterises the interaction between them. An environment that has an infinite number of degrees of freedom (such that the frequencies of the modes form a continuum) is called reservoir. If the reservoir is in thermal equilibrium, it is called a bath.

It is possible to study the dynamics of the system only by tracing over the environment degrees freedom:

$$\rho_S(t) = \text{Tr}_E \{ \rho(t) \}$$  \hspace{1cm} (1.16)

and the expectation values of observables acting on the system Hilbert space are given by

$$\langle A \rangle = \text{Tr}_S \{ A \rho_S \}.$$  \hspace{1cm} (1.17)

The interaction with the environment affects the dynamics of the system, which, therefore, needs to be treated differently with respect to the case of a closed system.

### 1.3.3 Born-Markov master equation: weak coupling limit

Since in the rest of this thesis the bio-inspired systems will be analysed in the Markovian regime, it is useful to see which approximations lie behind this model. The most important condition is the weak coupling between the system and the reservoir and we are going to explain it with two different approaches.

The first is more formal and passes through the calculation of the eigenoperators of the interaction Hamiltonian. This calculation can be quite complicated for systems with many interactions, but it is worth going through the formalism because it shows very clearly at what stage and how the Markov approximation takes place in the evolution.

The second approach is more phenomenological and relies on the formalism of Kraus operators to write the master equation: this is the method we are going to use to describe our bio-inspired systems.

#### 1.3.3.1 Markov approximation with eigenoperators approach: the Redfield master equation

To understand in more detail the formal procedure to write the master equation for a system, it is necessary to focus on the Hamiltonian describing the whole system (in Eq.(1.15)). The starting point is the Schrödinger equation (1.7), that can be transformed into the interaction picture, separating the rapid motion generated by $H_S + H_E$ from the slow motion generated by the interaction $H_{SE}$ [81,82]:
\[ \frac{d}{dt} \tilde{\rho}_I(t) = -\frac{i}{\hbar} \left[ \tilde{H}_I, \tilde{\rho}_I(t) \right], \quad (1.18) \]

where \( \tilde{\rho}_I(t) \) is the density matrix of the whole system in the interaction picture, that takes the form \( \tilde{\rho}_I(t) = e^{i/H_S+H_E} t \rho(t) e^{-i/H_S+H_E} t \), and \( \tilde{H}_I \) is given by \( \tilde{H}_I(t) = e^{i/H_S+H_E} H_{SE} e^{-i/H_S+H_E} t \). From now on, the tilde and the subscript in \( \tilde{\rho}_I \) will be omitted for sake of simplicity, therefore the integral form of the previous equation is:

\[ \rho(t) = \rho(0) - \frac{i}{\hbar} \int_0^t ds \left[ H_{SE}(s), \rho(s) \right]. \quad (1.19) \]

The next step is to assume that at the initial time \( t = 0 \) there are no correlations between the system and the reservoir (the interaction has been switched on at that instant). This leads to the following factorised form for the total density matrix \( \rho(0) = \rho_S(0) \otimes \rho_E \). The substitution of this expression in the commutator within the master equation and the trace over the reservoir degrees of freedom give:

\[ \frac{d}{dt} \rho_S(t) = -\int_0^t ds \text{Tr}_E \left[ H_{SE}(t), [H_{SE}(s), \rho_S(s) \otimes \rho_E] \right]. \quad (1.20) \]

Here, it has been assumed that \( \text{Tr}_E \left[ H_{SE}(t), \rho(0) \right] = 0 \), which is guaranteed if the reservoir has zero mean in the state \( \rho_E \): this can always be achieved by including the term \( \text{Tr}_E \left[ H_{SE} \rho_E \right] \) in the system Hamiltonian.

Even if the total density matrix is factorised at time \( t = 0 \), this does not mean that at later times the interaction with the reservoir leaves this condition unchanged. However, the model relies on the condition of weak coupling, meaning that the reservoir is a very large system that is not affected by the coupling to the system, hence:

\[ \rho(t) \approx \rho_S(t) \otimes \rho_E. \quad (1.21) \]

This is the first main approximation within this model which is called Born approximation. Substituting this expression in the equation above, an integro-differential equation for the reduced density matrix can be obtained:

\[ \frac{d}{dt} \rho_S(t) = -\int_0^t ds \text{Tr}_E \left[ H_{SE}(t), [H_{SE}(s), \rho_S(s) \otimes \rho_E] \right]. \quad (1.22) \]

At this stage, the future behaviour of \( \rho(t) \) still depends on its past through the
integration over $s$. Here, the second main approximation within the weak coupling regime is performed: the *Markovian approximation* asserts that the future evolution of the system only depends on its present, therefore replacing $\rho(s)$ with $\rho(t)$ in the equation above, this condition is guaranteed:

$$\frac{d}{dt} \rho_S(t) = -\int_0^t ds \text{Tr}_E \left[ H_{SE}(t), [H_{SE}(s), \rho_S(t) \otimes \rho_E] \right]. \quad (1.23)$$

This equation is called *Redfield equation*: it is local in time but the evolution of the reduced density matrix still depends on the choice of the initial state. To avoid this, the relaxation time scale $\tau_r$ over which the state of the system changes significantly has to be very large in comparison to the time scale $\tau_c$ over which the environment correlation functions decay ($\tau_r \gg \tau_c$). This condition can mathematically be satisfied by letting the upper limit of the integral go to infinity and substituting $s$ with $t - s$ to obtain:

$$\frac{d}{dt} \rho_S(t) = -\int_0^\infty ds \text{Tr}_E \left[ H_{SE}(t), [H_{SE}(t-s), \rho_S(t) \otimes \rho_E] \right]$$

$$= + \int_0^\infty ds \text{Tr}_E \left\{ -H_{SE}(t)H_{SE}(t-s)\rho_S(t) \otimes \rho_E + H_{SE}(t-s)\rho_S(t) \otimes \rho_E H_{SE}(t) \right\} + h.c. \quad (1.24)$$

At this point a further approximation needs to be made, the *rotating wave approximation*, in which the rapidly oscillating terms in the master equation can be neglected. To explain this, we write the Hamiltonian in the interaction picture in the general form:

$$H_{SE} = \sum_\alpha A_\alpha \otimes B_\alpha, \quad (1.25)$$

where $A_\alpha^\dagger = A_\alpha$ and $B_\alpha^\dagger = B_\alpha$. The secular approximation mentioned above can be easily seen if the interaction Hamiltonian is decomposed into eigenoperators of the system Hamiltonian $H_S$. Indicating the eigenvalues of $H_S$ with $\epsilon$ and the projection on the eigenspace belonging to $\epsilon$ with $1(\epsilon)$, it is possible to decompose the operators as:

$$A_\alpha(\omega) = \sum_{\epsilon=\epsilon'-\epsilon} 1(\epsilon) A_\alpha 1(\epsilon'), \quad (1.26)$$

where the sum acts over all fixed energy difference $\omega$ between two eigenvalues $\epsilon$ and $\epsilon'$. As a consequence:

$$[H_S, A_\alpha(\omega)] = -\omega A_\alpha(\omega)$$

$$[H_S, A_\alpha^\dagger(\omega)] = +\omega A_\alpha^\dagger(\omega). \quad (1.27)$$
Hence, the operators $A_\alpha(\omega)$ and $A^\dagger_\alpha(\omega)$ are called eigenoperators of $H_S$ belonging to the frequencies $\pm \omega$, respectively. Using the completeness relation, the sum over all the energy differences gives
\[
\sum_\omega A_\alpha(\omega) = \sum_\omega A^\dagger_\alpha(\omega) = A_\alpha.
\]
Therefore, the interaction Hamiltonian (1.25) can be rewritten as:
\[
H_{SE} = \sum_\alpha,\omega A_\alpha(\omega) \otimes B_\alpha = \sum_\alpha,\omega A^\dagger_\alpha(\omega) \otimes B^\dagger_\alpha.
\]
In turn, the interaction Hamiltonian in the interaction picture can be expressed as:
\[
H_{SE}(t) = \sum_\alpha,\omega \ e^{-i\omega t} A_\alpha(\omega) \otimes B_\alpha(t) = \sum_\alpha,\omega e^{+i\omega t} A^\dagger_\alpha(\omega) \otimes B^\dagger_\alpha(t),
\]
where $B_\alpha(t) = e^{iH_E t} B_\alpha e^{-iH_E t}$ are the environment operators in the interaction picture. Replacing Eq.(1.28) in the master equation (1.24) and rearranging the terms, the following form can be obtained:
\[
\frac{d}{dt}\rho_S(t) = \sum_{\omega,\omega'} \sum_{\alpha,\beta} e^{i(\omega' - \omega)t} \Gamma_{\alpha\beta}(\omega) \left( A_\beta(\omega) \rho_S(t) A^\dagger_\alpha(\omega') - A^\dagger_\alpha(\omega') A_\beta(\omega) \rho_S(t) \right) + \text{h.c.}
\]
(1.29)
where $h.c.$ indicates the Hermitian conjugate of the previous expression and
\[
\Gamma_{\alpha\beta}(\omega) = \int_0^\infty ds \ e^{i\omega s} \langle B^\dagger_\alpha(t) B_\beta(t-s) \rangle = \int_0^\infty ds e^{i\omega s} \ Tr_E \left\{ B^\dagger_\alpha(t) B_\beta(t-s) \rho_E \right\}
\]
(1.30)
is the one-sided Fourier transform of the environment correlation functions. If the environment is in a stationary state $\rho_E$, then $[H_E, \rho_E] = 0$, which means the reservoir correlation functions do not depend explicitly on time, but only on the time difference: $\langle B^\dagger_\alpha(t) B_\beta(t-s) \rangle = \langle B^\dagger_\alpha(s) B_\beta(0) \rangle$. As already stated, the Markov approximation relies on the condition that the environment correlation functions decay faster than the system relaxation time ($\tau_c \ll \tau_r$). This condition is verified only for a reservoir which has an infinite number of degrees of freedom and a continuum spectrum of frequencies (if the spectrum is discrete, the correlation functions are quasi-periodic). At this stage, it is possible to introduce the rotating wave approximation. Let us denote by $\tau_S$ the time scale of the intrinsic evolution of the system, which is of the order of the inverse of the energy differences involved. If this time is smaller than the relaxation time, that is $\tau_S \sim \frac{1}{|\omega - \omega'|} \ll \tau_r$, then terms for which $\omega \neq \omega'$ oscillate very rapidly during the time $\tau_r$ over which the system varies ap-
preciably. This implies that only terms with \( \omega = \omega' \) survive in the master equation (1.29): this condition is satisfied for optical quantum systems. Therefore we obtain:

\[
\frac{d}{dt} \rho_S(t) = \sum_\omega \sum_{\alpha, \beta} \Gamma_{\alpha \beta}(\omega) \left( A_\beta(\omega) \rho_S(t) A_\alpha^\dagger(\omega) - A_\alpha^\dagger(\omega) A_\beta(\omega) \rho_S(t) \right) + \text{h.c.} \quad (1.31)
\]

At this point, some calculations have to be performed, introducing a decomposition for the Fourier transform of the reservoir correlation functions and also adding and subtracting certain quantities. This allows to rewrite the expression above as:

\[
\frac{d}{dt} \rho_S(t) = -i [H_{LS}, \rho_S(t)] + D(\rho_S(t)), \quad (1.32)
\]

where the following definition has been used

\[
H_{LS} = \sum_\omega \sum_{\alpha, \beta} S_{\alpha \beta}(\omega) A_\alpha^\dagger(\omega) A_\beta(\omega), \quad (1.33)
\]

with \( S_{\alpha \beta}(\omega) = \frac{1}{2i} (\Gamma_{\alpha \beta}(\omega) - \Gamma_{\beta \alpha}^*(\omega)) \). The Hermitian operator \( H_{LS} \) is often called the Lamb-shift Hamiltonian, as it gives a renormalization of the unperturbed system energies caused by the coupling to the reservoir. It also commutes with the unperturbed Hamiltonian, \([H_S, H_{LS}] = 0\). The second term in Eq.(1.32) reads as:

\[
D(\rho_S(t)) = \sum_\omega \sum_{\alpha, \beta} \gamma_{\alpha \beta}(\omega) \left( A_\beta(\omega) \rho_S(t) A_\alpha^\dagger(\omega) - \frac{1}{2} \left\{ A_\alpha^\dagger(\omega) A_\beta(\omega), \rho_S(t) \right\} \right), \quad (1.34)
\]

with \( \gamma_{\alpha \beta}(\omega) = \Gamma_{\alpha \beta}(\omega) + \Gamma_{\beta \alpha}^*(\omega) = \int_{-\infty}^{\infty} ds e^{i\omega s} \langle B_\alpha^\dagger(s) B_\beta(0) \rangle \). With these definitions, Eq.(1.32) is the master equation in the interaction picture describing a system weakly coupled to a reservoir, under the specific approximations explained above and calculating explicitly the eigenoperators of the Hamiltonian.

1.3.3.2 Markov approximation with Kraus operators approach: the Linblad master equation

A different approach to obtain a phenomenological master equation relies on the formalism of Kraus operators [83]. The purpose is to write a master equation with time-independent coefficients for the density matrix of the system.

First of all, any superoperator in quantum mechanics can be written in the form:

\[
L_{\delta t}[\rho] = \sum_\mu K_\mu(\delta t) \rho K^\dagger_\mu(\delta t), \quad (1.35)
\]
where $\delta t$ is the infinitesimal time interval and $K_\mu$ are linear operators, such that $\sum_\mu K_\mu K_\mu^\dagger = 1$. Eq.(1.35) is called *Kraus representation*. To write the master equation, the idea is to express the transformation from $\rho_S(t)$ to $\rho_S(t + \delta t)$ as a Kraus sum. If at time $t$ the environment is in a steady state $\rho_E$ and the state of the whole system is separable $\rho(t) \approx \rho_S(t) \otimes \rho_E$ (as in Eq.(1.21)), then the Kraus formalism can be applied to obtain the density matrix of the system at time $t + \delta t$:

$$
\rho_S(t + \delta t) = \mathcal{L}_\delta \rho_S(t) = \sum_\mu K_\mu(\delta t) \rho_S(t) K_\mu^\dagger(\delta t),
$$

(1.36)

where the Kraus operators $K_\mu$ depend on time $\delta t$, on the interaction between the system and the environment and on the state of the environment $\rho_E$. This expression leads to the master equation we are looking for. However, before proceeding, it is important to notice that a significant physical assumption has been made in Eq.(1.21), since two physical processes have been neglected. One of them is related to the environment: at time $t$ its state is subjected to a fluctuation $\delta \rho_E(t)$ around its steady state, because of the previous interaction with the system $S$. Secondly, such interaction also implies that system and environment can be in an entangled state, which manifests in an additional term $\delta \rho_{SE}(t)$ in the total density matrix. This means that the exact form of Eq.(1.21) would be:

$$
\rho(t) = \rho_S(t) \otimes [\rho_E + \delta \rho_E(t)] + \delta \rho_{SE}(t).
$$

(1.37)

However, this exact expression carries some issues. First of all, the presence of correlations between the system and the environment would make difficult to link linearly $\rho_S(t)$ and $\rho_S(t + \delta t)$. In addition, even if this was possible, the Kraus operators $K_\mu$ would depend on time $t$, due to the fluctuating initial state of the environment, and this would lead to time-dependent coefficients in the master equation.

However, the *Markovian approximation* helps solve these problems. In fact, if the environment is big enough, the system $S$ evolves over the finite time interval $\delta t$ as if it was not entangled with the environment, allowing a description of the total density matrix as given in Eq.(1.21). When the environment is very large, its levels span a wide range of energy $\Delta \omega$. As a consequence, the correlation time of its observable is very short, being of the order of $\tau_c = \hbar/\Delta \omega$. For time intervals smaller than $\tau_c$, the observables of the environment remain constant, and the system and
the environment undergo a coherent evolution. During the next time interval $\tau_c$, the phase relations between them are lost and a new coherent evolution starts again. This implies that the environment fluctuation $\delta \rho_E$ and the correlations between the system and the environment $\delta \rho_{SE}$ have a very short correlation time, of the order of $\tau_c$. Therefore, products of two matrix elements of these quantities, taken at times differing by more than $\tau_c$, vanish on average.

Based on the previous discussion, it is possible to estimate the time scale $\tau_r$ of the evolution of the system $S$. Every step in the evolution of $\rho_S$ has duration $\tau_c$ and each element in it undergoes a quantum phase variation of $g\tau_c/\hbar$, being $g$ the coupling between the system and the environment, with order of magnitude of $H_{SE}$. After a time $t$, namely after a number of $t/\tau_c$ steps, and considering that steps corresponding to successive $\tau_c$ intervals add quadratically, the quantum phase accumulated is:

$$[\Delta \Phi(t)]^2 = \left(\frac{g\tau_c}{\hbar}\right)^2 \frac{t}{\tau_c} = \frac{t}{\tau_r}, \quad (1.38)$$

where the evolution time scale $\tau_r$ is defined as:

$$\tau_r = \left(\frac{\hbar}{g\tau_c}\right)^2 \tau_c. \quad (1.39)$$

The Markov condition of an environment that does not have memory of its past is: $\tau_c \ll \tau_r$ meaning that $g\tau_c/\hbar \ll 1$. Choosing a time $\delta t$ such that $\tau_c \ll \delta t \ll \tau_r$, the value of $\rho_S(t + \delta t)$ does not change significantly with respect to $\rho_S(t)$, if the reservoir fluctuations and correlations between the system and the environment are neglected. Therefore, under Markovian approximation, Eq.(1.37) can be replaced by Eq.(1.21).

At this point it is easier to go back to the goal of this formulation: to find a phenomenological expression of the master equation. Using Eq.(1.36), the derivative of the density matrix of the system can be written as:

$$\frac{d\rho_S(t)}{dt} = \mathcal{L}\delta t[\rho_S(t)] - \rho_S(t) \delta t. \quad (1.40)$$

Since $\mathcal{L}\delta t[\rho_S(t)] = \rho_S(t + \delta t) - \rho_S(t) + O(\delta t)$ is a first order contribution in $\delta t$, it is reasonable to say that one of the Kraus operators should be of the order of unity, that is:
\[ K_0 = 1 - iA\delta t + O(\tau^2), \] (1.41)

where \( A \) is an operator independent on time that can be defined as:

\[ A = \frac{H}{\hbar} - iJ. \] (1.42)

The Hermitian and anti-Hermitian operators of \( A \) have been divided in the two Hermitian operators

\[ H = \hbar \frac{A + A^\dagger}{2}, \quad J = i \frac{A - A^\dagger}{2}. \] (1.43)

Substituting Eq.(1.42) into the first order in \( \delta t \), we obtain:

\[ K_0(\delta t) \rho S K_0^\dagger(\delta t) = \rho S - \frac{i}{\hbar} \delta t [H, \rho S] - \delta t (J\rho S + \rho S J). \] (1.44)

In the right-hand side, it can be noticed a commutator with a Hamiltonian-like term \( H \), which describes a unitary evolution of the system \( \rho S \). This term is the sum of the free Hamiltonian \( H_S \) and the energy shift contributions induced by relaxation, due to the coupling of the system with the environment. They describe a renormalization of the energy levels of the system and are assumed included in the “naked” energy levels, therefore \( H \) in Eq.(1.44) can be replaced by \( H_S \).

The other terms in Kraus sum are of the order of \( \delta t \), hence:

\[ K_\mu(\delta t) = \sqrt{\delta t} L_\mu. \] (1.45)

The normalisation condition on Kraus operators requires \( \sum_\mu K_\mu^\dagger(\delta t) K_\mu(\delta t) = 1 - 2J\delta t + \sum_{\mu \neq 0} \delta t L_\mu^\dagger L_\mu = 1 \), from which it is possible to define \( J \) as:

\[ J = \frac{1}{2} \sum_{\mu \neq 0} L_\mu^\dagger L_\mu. \] (1.46)

Reorganising all terms, the Linblad master equation can be obtained in the form:

\[ \frac{d\rho_S(t)}{dt} = -\frac{i}{\hbar} [H_S, \rho_S] + \sum_{\mu \neq 0} \left( L_\mu \rho S L_\mu^\dagger - \frac{1}{2} L_\mu^\dagger L_\mu \rho S - \frac{1}{2} \rho S L_\mu^\dagger L_\mu \right), \] (1.47)

where \( L_\mu \) are called jump operators and represent processes due to the interaction with the environment. This derivation of the master equation is based only on the
assumptions that the evolution of the system occurs under Markovian approximation and that it is described through the Kraus sum formulation.

For completeness, it can be noticed that, as for closed systems, also for open quantum systems it is possible to define an operator in the Heisenberg picture for each operator in the Schrödinger picture. In the limit of Markovian approximation, this leads to the following equation:

\[
\frac{d}{dt} A_H(t) = V^\dagger(t,0) \{ \mathcal{L}^\dagger(t) A \},
\]

which is called adjoint master equation. If the generator \( \mathcal{L}^\dagger \) does not depend explicitly on time, it commutes with \( V^\dagger(t,0) \), therefore the equation above takes the following simpler form:

\[
\frac{d}{dt} A_H(t) = \{ \mathcal{L}^\dagger(t) A \} = -\frac{i}{\hbar} [H, A_H(t)] + \sum_k \gamma_k \left( A_k A_H(t) A_k^\dagger - \frac{1}{2} A_k^\dagger A_k A_H(t) - \frac{1}{2} A_H(t) A_k^\dagger A_k \right).
\]

In conclusion, a phenomenological master equation in the form of Eq.(1.47) is expressed in terms of operators acting on the system and related to the quantum jumps it could undergo. It is not based on a rigorous derivation (as it happens in the formalism described in the previous section), but represents a deductive approach, which relies on physical guesses to write down the form of the operators. Although the Linblad master equation is able to reproduce the correct dynamics observed in experiments and it is independent on the nature of the environment, it does not predict the values of the damping rates in the decoherent term of the master equation, as it happens instead in the Redfield master equation.

This procedure to write the master equation is often used in the study of energy transfer in photosynthetic systems: this is precisely the approach we are going to use to describe our bio-inspired toy models. In particular, we assume that the jump operators have a general form \( L_\mu = \sqrt{\gamma_{c_\mu}} c_\mu \), where \( \gamma_{c_\mu} \) is the rate at which a specific process occurs, and \( c_\mu \) is the operator involved in that process. Therefore, in the next chapters we will rewrite Eq.(1.47) as:

\[
\frac{d\rho_S(t)}{dt} = -\frac{i}{\hbar} [H_S, \rho_S] + \sum_{\mu \neq 0} \frac{\gamma_{c_\mu}}{2} L_{c_\mu}(\rho_S),
\]
where:

\[ \mathcal{L}_{c_{\mu}}(\rho_S) = 2 c_{\mu} \rho_S c_{\mu}^\dagger - c_{\mu}^\dagger c_{\mu} \rho_S - \rho_S c_{\mu}^\dagger c_{\mu}. \]  

(1.51)

For sake of completeness, we highlight that the analysis in the following chapter was carried out also using the Redfield master equation. However, since the results were analogous to those obtained with the Linblad master equation, we reported only the latter and performed the other calculations choosing the phenomenological approach.

1.3.4 Lindblad dynamics represented by a matrix-vector notation

To numerically solve the Markovian master equation, the dynamics is represented in a matrix-vector notation [84]. This is equivalent to describing the dynamics of the system through a differential equation of the form

\[ \frac{d\vec{r}_s}{dt} = L\vec{r}_s, \]  

(1.52)

with \( L \) a matrix and \( \vec{r}_s \) the vector representing the state of the system. (For sake of simplicity the symbol of vector will be omitted in the following.) If the density matrix of the system \( \rho_S \) is a \( n \times n \) matrix, the Hilbert space is built starting from the scalar product \( \rho_1 \cdot \rho_2 = \text{Tr}\{\rho_1^\dagger \rho_2\} \). Within the vec-ing method, the \( n \times n \) matrix \( \rho \) is flattened in a \( n^2 \) vector and the super-operator \( \mathcal{L} \) is a \( n^2 \times n^2 \) matrix. This can be done by putting the columns of the matrix \( \rho \) one below the other, hence the element in position \((a,b)\) in the matrix goes in position \((b-1)n+a\) in the vector representation. To find the right representation for the super-operator \( \mathcal{L} \), it is necessary to remember that:

- A left multiplication of the density matrix \( \rho \) by a \( n \times n \) matrix \( A \), that is \( A \rho \), can be obtained multiplying the vector \( \vec{r} \) by the \( n^2 \times n^2 \) matrix \( \mathbb{1} \otimes A \), where \( \mathbb{1} \) is the \( n \times n \) identity matrix.

- In a similar way, a right multiplication of the matrix \( \rho \) by an \( n \times n \) matrix \( B \), namely \( \rho B \), is equivalent to multiplying the vector \( \vec{r} \) by the \( n^2 \times n^2 \) matrix \( B^T \otimes \mathbb{1} \), where \( T \) indicates the transpose of the matrix.

- Finally, a simultaneous multiplication on the left and right side, i.e. \( A \rho B \), is performed multiplying the vector \( \vec{r} \) by the \( n^2 \times n^2 \) matrix \( B^T \otimes A \).
Hence, numerically, the general form of the Linblad master equation (1.47) can be written as follows. The commutator takes the form:

\[ [H, \rho] \rightarrow (1 \otimes H - H^T \otimes 1) \vec{r}, \]  

(1.53)

while the dissipator becomes:

\[ c_\mu \rho c_\mu^\dagger \rightarrow \left( (c_\mu^\dagger)^T \otimes c_\mu \right) \vec{r}, \]

(1.54)

\[ c_\mu^\dagger \rho c_\mu \rightarrow \left( 1 \otimes c_\mu^\dagger c_\mu \right) \vec{r}, \]

\[ \rho c_\mu^\dagger c_\mu \rightarrow \left( (c_\mu^\dagger c_\mu)^T \otimes 1 \right) \vec{r}. \]

This means that the form for \( L \) in Eq.(1.52) is given by:

\[ L = 1 \otimes H - H^T \otimes 1 + \sum_i \gamma_i \left( (c_\mu^\dagger)^T \otimes c_\mu - \frac{1}{2} \left( 1 \otimes c_\mu^\dagger c_\mu + (c_\mu^\dagger c_\mu)^T \otimes 1 \right) \right). \]  

(1.55)

### 1.4 Hamiltonian of bio-inspired light harvesting systems

We have described light-harvesting systems and the open systems formalism required to treat them properly. At this point the attention will be focused onto the detailed description of the Hamiltonian characterising the bio-inspired light harvesting systems of interest, with particular emphasis on the specific models used in this thesis.

As already mentioned, a light harvesting antenna is formed of chromophores interacting between them and bound to proteins. Every chromophore molecule is formed of electrons and nuclei, the latter being represented as a collection of quantised harmonic oscillators given their slow vibrational motion. The Hamiltonian describing such system comprising \( N \) chromophores is given by [85]:

\[
H = \sum_{k=1}^{N} \left[ \frac{1}{2} \omega_k^2 x_k^2 |G\rangle \langle G| + \left( U_k + \frac{1}{2} \omega_k^2 (x_k - q_k)^2 \right) |k\rangle \langle k| + \frac{1}{2} \beta_k^2 \right] \\
+ \frac{1}{2} \sum_{k,k'=1 \atop k \neq k'}^{N} V_{kk'} \left( |k\rangle \langle k'| + |k'\rangle \langle k| \right),
\]  

(1.56)

Here, it has been assumed that ground and excited states are described by the
same normal mode coordinates $x_k$ [80]. In Eq.(1.56) $\omega_k$ represents the frequency of mode $k$, $x_k$ is the position operator of the same mode and $q_k$ indicates the shift in its equilibrium position due to the electronic excited state $|k\rangle$. $U_k$ is the bare energy of the electronic state $k$ at the equilibrium position ($x_k = q_k$), while $p_k$ is the momentum operator of mode $k$. As already explained in Sec.(1.2.3.1), the simplest way to treat electronic excitations in biological systems is to model them as two-level systems, therefore $|k\rangle$ represents the state with chromophore $k$ in the excited state and the others in the ground. Finally, $V_{kk'}$ is the electronic coupling between the two chromophores $k$ and $k'$ (assuming a locally balanced charge distribution in each of them, $V_{kk} = 0$), which will be explained in more detail in Sec.1.4.1.

It is important to underline that in the description given by Eq.(1.56) every site is locally coupled only to one high-energy, localized vibrational mode. This quasi-resonant mode (intramolecular vibration) gives the most relevant contribution to the coherent dynamics of the system. All the other low-frequency modes, representing the vibrational environment of the protein and solvent, are far from the condition of resonance with the electronic degrees of freedom and for this reason can be treated phenomenologically, using the Linblad formulation presented in Sec.1.3.3.2, within the Markovian regime, as explained in Secs.1.3.3.2 and 2.6.

Rearranging the terms, it is possible to rewrite Eq.(1.56) as sum of three parts (electronic, vibrational and interaction Hamiltonian):

$$H = H_{\text{el}} + H_{\text{vib}} + H_{\text{el-vib}}, \quad (1.57)$$

where

$$H_{\text{el}} = \sum_{k=1}^{N} \left[ \frac{1}{2} \omega_k^2 x_k^2 |G\rangle\langle G| + \left( U_k + \frac{1}{2} \omega_k^2 q_k^2 \right) |k\rangle\langle k| \right] + \frac{1}{2} \sum_{k,k'=1 \atop k \neq k'}^{N} V_{kk'} \left( |k\rangle\langle k'| + |k'\rangle\langle k| \right) \quad (1.58)$$

$$H_{\text{vib}} = \sum_{k=1}^{N} \left( \frac{1}{2} p_k^2 + \frac{1}{2} \omega_k^2 x_k^2 \right) \quad (1.59)$$

$$H_{\text{el-vib}} = -\sum_{k=1}^{N} \omega_k^2 x_k q_k |k\rangle\langle k| \quad (1.60)$$

At this point, we focus the attention on each contribution separately in order to arrive at the final expression used in the rest of the thesis.
1.4.1 Electronic Hamiltonian

In Eq.(1.58) it is possible to define the reorganisation energy \( \lambda_k = \frac{1}{2} \omega_k^2 q_k^2 \), where \( S_k \) represents the Huang-Rhys factor. It is related to the Stokes shift and can be measured experimentally by comparing the peak shift between absorption and fluorescence spectra [80]. The reorganisation energy \( \lambda_k \) represents the contribution of mode \( k \) to the site energy \( E_k \), that will be indicated with \( \alpha_k = U_k + \lambda_k \).

It is important to point out that when the vibrational modes have all the same frequency \( \omega_k \) and the displacements of the equilibrium position \( q_k \) are identical for each chromophore, the reorganisation energy gives the same contribution to each site. This means that it only shifts the site energies by the same amount, thus having no effect on the dynamics. This is the case we will consider in the models used in our work, therefore the contribution of the reorganisation energy to each site will be neglected and \( \alpha_k = U_k \) will corresponds to the bare energy of the electronic states only.

Substituting the expression above in the Hamiltonian in Eq.(1.58), one obtains [80,86]:

\[
H_{el} = \alpha_0 |G\rangle \langle G| + \sum_{k=1}^{N} \alpha_k |k\rangle \langle k| + \frac{1}{2} \sum_{k,k'=1 \atop k \neq k'}^{N} V_{kk'}(|k\rangle \langle k'| + |k'\rangle \langle k|), \tag{1.61}
\]

where \( \alpha_0 = \sum_{k=1}^{N} \frac{1}{2} \omega_k^2 q_k^2 \) has been defined as the electronic aggregate ground state energy and \( 1 \) is the unity matrix. The energies of the sites \( \alpha_k \) and the strength of the interaction \( V_{kk'} \) depend on the pigment structure and on the charge distribution.

The Coulomb interaction between the sites is given by:

\[
V_{kk'} = k_e \iint d\mathbf{r} \, d\mathbf{r}' \frac{\rho_k(\mathbf{r}) \rho_{k'}(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|}, \tag{1.62}
\]

where \( k_e = \frac{1}{4 \pi \epsilon_0} \) is the Coulomb constant (with \( \epsilon_0 \) the vacuum permittivity), and \( \rho_k(\mathbf{r}) \) and \( \rho_{k'}(\mathbf{r}') \) are the charge distributions of molecules \( k \) and \( k' \), respectively. This charge density indicates the amount of unbalanced charge distribution in the neutral molecule, due to the continuous spatial distribution of the negative electron charge and the localized positive charge of the nuclei [80]. The Coulomb interaction can be expressed in terms of the multiple moments of the respective charge distributions [86]. In the dipole-dipole approximation and in the case of uncharged molecules, the interaction has the following form:
\[ V_{kk'}^{\text{dip}} = \frac{D_k \cdot D'_k - 3 (D_k \cdot \hat{r}_{kk'}) (D_k' \cdot \hat{r}_{kk'})}{|r_{kk'}|^3}, \]  

(1.63)

where \( r_{kk'} = r_k - r_{k'} \) is the distance between the two molecules, \( \hat{r}_{kk'} \) is the corresponding unit vector and \( D_k \) is the dipole moment:

\[ D_k = \int dr \, (r - r_k) \rho_k(r). \]  

(1.64)

The dipole-dipole interaction is reasonable when the intermolecular distance \( r \) is larger than the size of the molecule, but also when \( r \) is larger than the dipole radius \( a \) (which is of the order of a few angstroms). As a consequence, in many cases, the dipole-dipole coupling term determines spectroscopic and excitation energy transfer properties. Higher order terms fall off more rapidly with distance, hence they are negligible.

On the whole, intermolecular interactions cause very significant changes in the energy spectra, by affecting exciton formation. Excitons, quantum superpositions of excitations that are coherently delocalised over sites, are used to explain energy transfer through the molecular system. These are the eigenstates of Hamiltonian in Eq.(1.61) and can be expressed as a superposition of the sites:

\[ |X_i\rangle = \sum_k c^i_k |k\rangle, \]  

(1.65)

where \( c^i_k \) indicates the amplitude probability of exciton \( i \) over site \( k \). This can significantly change the electronic excitation spectrum of molecular aggregates with respect to the spectrum of an isolated molecule [86], creating new absorption bands and affecting also the energy transfer dynamics. Indeed, the induced dipole moment of the transitions is accordingly redistributed as:

\[ \mu_{X_i} = \sum_k c^i_k \mu_k. \]  

(1.66)

In normal light conditions, the absorption of sunlight corresponds to a low flux of photons, hence it is possible to consider only one excitation over the chromophores at any time [76].

In terms of the localized states, the Hamiltonian for a dimer is given by Eq.(1.61) with \( N = 2 \). Rearranging some terms and assuming the ground state energy of the aggregate equal to zero (\( \alpha_0 = 0 \)), it can be rewritten as:

\[ H_{el} = \alpha M + \frac{\Delta \alpha}{2} \sigma_z + V \sigma_x, \]  

(1.67)
where $\alpha = (\alpha_1 + \alpha_2)/2$ is the mean energy of the sites, and $\Delta \alpha = \alpha_1 - \alpha_2$ is the energy difference between the excited electronic states, assuming that site 1 has the highest energy. In addition, $M = |1\rangle\langle 1| + |2\rangle\langle 2|$, $\sigma_z = |1\rangle\langle 1| - |2\rangle\langle 2|$ and $\sigma_x = |1\rangle\langle 2| + |2\rangle\langle 1|$.

Let us indicate the eigenstates of $H_{\text{el}}$ in Eq. (1.67) with $|X_1\rangle$ and $|X_2\rangle$ and their corresponding eigenvalues with $E_1$ and $E_2$ (with $E_1 > E_2$). As a result, the Hamiltonian in the exciton basis and its eigenvalues take the form:

$$H_{\text{exc}} = E\tilde{M} + \sum_{k=1}^{2} E_k |X_k\rangle\langle X_k|$$

$$E_{1,2} = \pm V\sqrt{1 + \frac{\Delta\alpha^2}{4V^2}},$$

where $E = (E_1 + E_2)/2$ is the average energy and $\tilde{M} = |X_1\rangle\langle X_1| + |X_2\rangle\langle X_2|$. Here, the ground state $|G\rangle$ has been explicitly introduced in the electronic basis $\{|G\rangle, |X_2\rangle, |X_1\rangle\}$, with energy set to zero. The excitons $|X_2\rangle$ and $|X_1\rangle$ are symmetric and anti-symmetric linear combinations of the localized excited states:

$$\left( \begin{array}{c} |X_2\rangle \\ |X_1\rangle \end{array} \right) = U \left( \begin{array}{c} |2\rangle \\ |1\rangle \end{array} \right) \quad \text{with} \quad U = \left( \begin{array}{cc} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{array} \right),$$

where $U$ is the unitary matrix that diagonalises the electronic Hamiltonian. The angle $\theta$ is called “mixing angle” and is such that

$$\tan(2\theta) = \frac{2V}{\Delta\alpha} \implies \theta = \frac{1}{2} \arctan \left( \frac{2|V|}{\Delta\alpha} \right) \quad \text{with} \ 0 < \theta < \frac{\pi}{4}.$$ (1.70)

Therefore the exciton Hamiltonian assumes the form:

$$H_{\text{exc}} = E\tilde{M} + \frac{\Delta E}{2} \tilde{\sigma}_z,$$ (1.71)

where $\tilde{\sigma}_z$ indicates that we are in the exciton basis, with $\tilde{\sigma}_z = |X_1\rangle\langle X_1| - |X_2\rangle\langle X_2|$ and $\Delta E = \sqrt{\Delta\alpha^2 + 4V^2}$ the energy difference between the eigenstates of the electronic Hamiltonian.

These concepts represent the formal explanation of the first key quantum effect in photosynthesis from Sec.1.2.3.
1.4.2 Vibrational Hamiltonian

We now focus our attention on Eq.(1.59). The position and momentum operators can be expressed in terms of creation and annihilation operators by using the following expressions:

\[
\hat{x} = \sqrt{\frac{\hbar}{2m\omega}} (\hat{d}^\dagger + \hat{d}), \\
\hat{p} = i\sqrt{\frac{\hbar m\omega}{2}} (\hat{d}^\dagger - \hat{d}).
\] (1.72)

Substituting in Eq.(1.59) and using the coordinate-momentum commutator identities, it is possible to rewrite the vibrational Hamiltonian as:

\[
H_{\text{vib}} = \sum_{k=1}^{N} \omega_k \left( \hat{d}_k^\dagger \hat{d}_k + \frac{1}{2} \right),
\] (1.73)

in which \( \hbar = m = 1 \). The normal modes (phonons) represent the quantized vibrational motions of the chromophores themselves.

In presence of only two modes \((N = 2)\) with the same frequency \( \omega_1 = \omega_2 = \omega_{\text{vib}} \), each coupled to one site, and neglecting the zero point energy, the equation above reads as:

\[
H_{\text{vib}} = \omega_{\text{vib}} (\hat{d}_1^\dagger \hat{d}_1 + \hat{d}_2^\dagger \hat{d}_2).
\] (1.74)

where the symbol of operator has been omitted for sake of simplicity. In this case, it is possible to introduce the collective mode coordinates defined as

\[
D_-(^\dagger) = \frac{1}{\sqrt{2}} (\hat{d}_1^\dagger - \hat{d}_2^\dagger), \\
D_+^{(\dagger)} = \frac{1}{\sqrt{2}} (\hat{d}_1^{(\dagger)} + \hat{d}_2^{(\dagger)}).
\] (1.75)

They correspond to the relative displacement coordinates and to the mode centre of mass, respectively [22,80]. Neglecting the zero point energy, Eq.(1.73) can be rewritten as \( H_{\text{vib}} = \omega_{\text{vib}} (D_+^\dagger D_+ + D_-^\dagger D_-) \). However, only the relative displacement mode \( D_-^{(\dagger)} \) couples to the excitonic system and, therefore, is relevant for the dynamics, leaving the vibrational Hamiltonian in the form:

\[
H_{\text{vib}} = \omega_{\text{vib}} D_-^\dagger D_-.
\] (1.76)
The form of this Hamiltonian in the exciton basis does not change, since the matrix $U$ in Eq.(1.69) does not affect it.

### 1.4.3 Interaction Hamiltonian

Finally, we focus the attention on the interaction Hamiltonian. As explained in Sec.1.2.3, the third key quantum effect in photosynthesis is related to the most relevant source of exciton localisation, which is the interaction between electronic degrees of freedom and vibrational modes. The excitons can be delocalised over several sites, thanks to the Coulomb interaction between them. In opposition, the coupling to the vibrational degrees of freedom tends to destroy phase relations between the electronic excitations over different chromophores and leads to more localised excitons over the sites.

The Hamiltonian describing this coupling between the electronic and vibrational parts (assuming $\hbar = 1$) is given in Eq.(1.60). Replacing the expression for the position operator in Eq.(1.72), it becomes:

$$H_{\text{el-vib}} = \sum_{k=1}^{N} g_k |k\rangle\langle k| (d_k^\dagger + d_k),$$

where $g_k = -\omega_k \sqrt{S_k} = -\sqrt{\omega_k \lambda_k}$ is the linear coupling strength between the excitation at site $k$ and its phonon mode, which depends on the reorganisation energy. This interaction generates the so called “dynamic disorder” and causes a dynamical modulation of the electronic transition energies, shifting them in and out of equilibrium.

As already mentioned in Sec.1.2.3.3, the presence of the environment can have a twofold impact on the excitons, due to the nature of the vibrational motions. In fact, when the transitions time between the molecules is smaller than the intramolecular relaxation time, $T_V < T_g$, the electronic interactions are stronger than the coupling to the vibrational environment, namely $V \gg \lambda$. In this case coherent electronic energy transfer takes place and the excitation moves as a delocalised state through the aggregate. This implies that in thermal equilibrium the system is in a statistical mixture of electronic eigenstates: this regime is described by the Redfield model [87]. On the other hand, in the limit of weak electronic coupling, $V \ll \lambda$, the intermolecular transitions time is larger than the vibrational relaxation time, $T_V > T_g$. This condition induces incoherent electronic energy transfer and the excitonic states that diagonalise the density matrix in the steady state (vibronic states) are
more localised than the electronic eigenstates (the excitons). Such situation leads to the formation of polaritons, electronic states dressed by phonon modes. In thermal equilibrium, single sites are populated according to a Boltzmann distribution: this regime is described by the Forster theory \[88\].

All these arguments are related to the second and third quantum key effects in photosynthesis mentioned before.

In the simplest case of two sites with identical coupling to the modes (each coupled to one site), the interaction Hamiltonian is written as:

$$H_{\text{el-vib}} = \sum_{k=1}^{2} g |k\rangle\langle k| (d_k^\dagger + d_k),$$

(1.78)

which, within the collective mode formulation, becomes:

$$H_{\text{el-vib}} = \frac{1}{\sqrt{2}} g \sigma_z (D_- + D_-).$$

(1.79)

Here, the coupling related to the centre of mass term has been neglected, since it does not affect the dynamics of the system.

On the basis of the previous considerations, it is possible to use the unitary matrix $U$ in Eq.(1.69) to obtain the interaction Hamiltonian in the exciton basis:

$$H_{\text{el-vib}}^{(e)} = U^\dagger H_{\text{el-vib}} U = \frac{1}{\sqrt{2}} g \left( \cos(2\theta) \tilde{\sigma}_z - \sin(2\theta) \tilde{\sigma}_x \right) (D_- + D_-),$$

(1.80)

where $\tilde{\sigma}_z$ has been defined before and $\tilde{\sigma}_x = |X_1\rangle\langle X_2| + |X_2\rangle\langle X_1|$. For sake of simplicity, we will omit the apex “e” (indicating the exciton basis) in the following.

1.4.4 Full Hamiltonian

At this point we present the full Hamiltonian used in this thesis. The total Hamiltonian in the exciton basis, considering only two sites and the same vibrational frequency at each of them, can be written as:

$$H = E\tilde{M} + \frac{\Delta E}{2} \tilde{\sigma}_z + \omega_{\text{vib}} D_-^\dagger D_- + \frac{1}{\sqrt{2}} g \left( \cos(2\theta) \tilde{\sigma}_z - \sin(2\theta) \tilde{\sigma}_x \right) (D_- + D_-).$$

(1.81)

Here, the coupling $g/\sqrt{2} \cos(2\theta) \tilde{\sigma}_z (D_- + D_-)$ causes transitions between vibrational...
Figure 1.5: The figure shows the system under study before and after diagonalising the electronic Hamiltonian, both for the electronic part only (a), and for the collective exciton-vibration description (b).

states inside the same excitonic state \( |X_i, n\rangle \rightarrow |X_i, n + 1\rangle \), with \( i = 1, 2 \); while the term \( g/\sqrt{2} \sin(2\theta) \hat{\sigma}_x (D^- + D_+^\dagger) \) causes transitions between both exciton and vibrational states \( |X_1, n\rangle \rightarrow |X_2, n + 1\rangle \) (Fig.1.5). In Eq. (1.81) it is interesting to notice that the bigger the mixing angle is, the more delocalisation the system experiences: in particular, for the limit case of an homodimer, where \( \Delta \alpha = 0 \) and \( \theta = \pi/4 \), we recover the Jaynes-Cummings Hamiltonian. The opposite limit of \( \theta = 0 \) gives excitons completely localised on the sites.

Since in Chap.4, we will use the Hamiltonian in the site basis, here we also report its expression in the case where only two sites are taken into account and without decoupling the mode centre of mass coordinates and the relative displacement coordinates. It can be obtained by combining together Eqs.(1.67), (1.74) and (1.78):

\[
H = \alpha M + \frac{\Delta \alpha}{2} \sigma_z + V \sigma_x + \omega_{\text{vib}} \sum_{k=1}^{2} d_k^\dagger d_k + \sum_{k=1}^{2} g |k\rangle \langle k| (d_k^\dagger + d_k).
\]  (1.82)
1.5 Probing quantum coherence

Witnessing quantum coherence is not a simple matter. Before explaining this concept, it is crucial to answer questions such as: “What is quantum coherence?” “How is it possible to measure it?” Once this will be clarified, it will be possible to understand the major issues hidden behind the concept of quantum photosynthesis and the main problems researchers are trying to deal with. Answering the questions above, from both a theoretical and experimental point of view, is the aim of the following sections.

1.5.1 Theoretical approach

Quantum coherences can be defined, in the simplest way, as the off-diagonal elements of the density matrix describing the system under study, which depends on the choice of the basis [56]. Let us consider the Hamiltonian eigenbasis, since this choice carries two simplifications. First of all, it links well with the spectroscopic procedures used to measure the transition energies: the populations in the density matrix depict the probability for the system to have a specific energy. Moreover, the Hamiltonian establishes the evolution of the quantum system, meaning that in the basis chosen the interpretation is quite simple. The equation of motion describing the system in any basis is given in Eq.(1.7), and written in the Hamiltonian eigenbasis becomes:

$$\frac{d}{dt}\rho_{ij} = -\frac{i}{\hbar}(E_i - E_j)\rho_{ij},$$

(1.83)

where $E_i$ is the energy of the $i$th eigenstate. This means that, under unitary evolution, populations ($i = j$) are constant in time, whereas coherences ($i \neq j$) oscillates in time as follows:

$$\rho_{ij}(t) = e^{-\frac{i}{\hbar}(E_i - E_j)t}\rho_{ij}(0).$$

(1.84)

Up to this point, it seems that the way to identify quantum coherence in the Hamiltonian eigenbasis is to observe oscillatory beating signals. This idea is also supported by the fact that such oscillations do not generally come from coherence in other basis: for instance, delocalisation (that is coherence in the site basis) can exist without showing any beating. Within the density matrix formalism, making an observation means to calculate the mean value of the corresponding operator. The first measurement one could think of is the energy of the system:
\[
\langle E \rangle = \text{Tr}\{H\rho\} = \sum_i E_i \rho_{ii}.
\] (1.85)

However, notice that in Eq.(1.83), under unitary evolution, the energy of the system is conserved: it is independent of the coherences and, therefore, there are no oscillations. This implies that quantum coherences cannot be probed by measurements of energy. For this purpose, it is convenient to choose an operator that does not commute with the Hamiltonian: this guarantees that they do not have the same eigenvectors, hence the observable is not diagonal in the Hamiltonian eigenbasis.

For the spectroscopic analysis, the dipole operator is the most suitable candidate, therefore we focus on this choice. This operator causes the transition between the ground and an excited state of a system after the interaction with light. In spectroscopic observations, the coherences of the dipole operator manifest as periodic oscillations in the intensity of the signal: these amplitudes are called quantum beats.

### 1.5.2 Experimental approach

One of the most used techniques to observe quantum coherence is ultra-fast multidimensional spectroscopy. For these experiments, the main methods more commonly used to perform measurements are pump-probe, two photon echo and two dimensional spectroscopy. They are all nonlinear methods of the third order polarization, used to study ultrafast electronic dynamics. The first two, in their simplest form, employ two laser pulses to measure either populations or coherences, while 2D spectroscopy involves the use of three lasers and it is considered the most powerful procedure, since it is able to investigate both populations and coherences [9,89].

In a *pump-probe* scheme (Fig.1.6), a first laser “pump” pulse is used to excite the sample, generating a non-equilibrium state which is free to evolve. During this evolution the system undergoes both incoherent relaxation, because of the interaction with the environment, and coherent coupling with other excited states that facilitates energy transfer. These changes are monitored by a second “probe” pulse, following the first after a specific delay time. At this point, if the system was in an excited state, it will decay, otherwise it will populate.

The measurement of the fluorescence as a function of time delay between the pump and probe pulses yields information about the relaxation of electronic states in the system. More specifically, if coherent population transfer has happened in the dynamics, it will be witnessed by oscillations in the spectrum with frequency proportional to the coupling between the excited states and attenuated by the incoherent
relaxation.

The first suggestion of possible coherence between excited states in a photosynthetic system (the Fenna-Matthews-Olson complex) came just from a pump-probe experiment performed in 1997 [91]. Here, measurements of anisotropy showed oscillations in the pump-probe signals, meaning that they had to be caused by quantum beatings between exciton levels, and not simply from coherent nuclear motion. However, this method measures coherences only indirectly, extrapolating the information about them from populations. As a result, it is very sensitive to any form of disorder, causing the laser pulse to go out of resonance and potentially introduce incoherent oscillations.

To directly measure coherence in the system, it is more convenient to use photon-echo spectroscopy [92]. In the simplest form, two pulses can be sent to the sample. The first laser pulse generates a phase rotation of $\pi/2$ (see Fig.1.7), giving rise to a coherent superposition of excited states. The system is then free to evolve, but due to inhomogeneous disorder, the phases of the coherences will oscillate with slightly different frequencies (see Eq.(1.84)). To avoid this situation, a second pulse with phase $\pi$ is sent on the system and, as a consequence, it flips the time evolution of the coherences (see Eq.(1.84)).

This phenomenon is called rephasing, since it recreates the same coherence in the
state that was obtained after the first pulse. More specifically, the system will be found in that state after a time equals to the time separation between the pulses. The signal emitted at this point contains information about the coherence created with the first pulse and this is the reason why it is called photon echo.

In addition, the interaction with the environment causes a relaxation of the system and, therefore, a decay of the coherences at a specific dephasing rate. This rate can be measured by varying the time between pulses, thus also acquiring information about the system-environment interaction.

One of the main advantages of this spectroscopic technique is that it is unaffected by inhomogeneous disorder. However, despite measuring coherence, this technique is unable to provide information about its origin: be it electronic, vibrational, or vibronic.

The most powerful method used nowadays to recover full information about the dynamics of the system is the 2D spectroscopy. Indeed, the first direct probe of quantum coherence in biological system was obtained thanks to a 2D spectroscopic experiment in 2007 on the Fenna-Matthews-Olson complex [9].

In 2D spectroscopy three laser pulses interact with the sample, following the schematic representation in Fig.1.8.

\[\text{Figure 1.8: Representation of the scheme for a 2D spectroscopy experiment [94], where } \tau \text{ corresponds to the coherence time passing until the first laser pulse, } T \text{ is the waiting time between the second and third pulse, and } t \text{ is the time delay with respect to the second pulse.}\]

The first laser generates a coherent excited state. Such a coherence between the ground and the resonant excited states is free to evolve, undergoing dephasing and relaxation: this first time delay is called coherence time and is usually indicated with $\tau$. The second pulse changes the coherence into populations of both the excited and ground states, or in coherences between excited states. The latter occurs in presence of multi-chromophoric systems: the pulses, in fact, have a broad bandwidth, meaning that after the first excitation of a coherence between ground and excited state, the second pulse could interact with a different state, leaving a coherence and not a population. Such coherent evolution happens with phase equal to the energy
difference between the excitonic states. The time between the second and third pulse is called waiting time \((T)\). Last pulse causes rephasing in the system, the time delay with respect to the third one is called rephasing time \((t)\) and the signal emitted is a photon echo, as described in the previous method.

The main advantage of this technique is that it gives information about the energy levels in the system. More specifically, a 2D spectrum is actually a 3D figure where the intensity is function of two frequencies. However, in a 2D experiment the intensity is omitted and the dimensions of reference are the two frequencies.

These are computed through the acquisition of two temporal functions (see Fig.1.8), then transformed in frequencies using the Fourier transform. As a consequence, the position and the intensity of the fluorescence peaks are different depending on the frequencies of the components excited in the system. This enables to distinguish the origin and the dynamics of these components \([95]\). Indeed, the use of 2D spectroscopy with different geometries of the laser pulses and detectors has found evidence of both electronic \([11, 12, 25, 96]\) and vibrational coherences \([97, 98]\), at low and ambient temperature. Thanks to two-dimensional spectroscopy, it has been experimentally proved that the interplay between the pigments and the protein environment allows quantum coherence to last longer \([99]\). Moreover, oscillations of excited-state population have been observed, implying that quantum energy transfer happens in photosynthetic complexes.

Although many steps forward have been made, the study of quantum photosynthesis is far from completed. The quantum interaction between electronic and vibrational degrees of freedom seems to be the reason behind the observed coherent dynamics. Some theoretical studies have shown non-classical fluctuations of collective chromophore motions \([22]\). The signature of this non-classicality lies in the negativity of the quasi-probability distribution of the collective mode coupled to the electronic degrees of freedom. However, alternative confirmations of these hypothesis are needed, using experimentally accessible techniques.

This is precisely the aim of this thesis: trying to provide tools which can be useful for the investigation of non-trivial quantum effects in the process of photosynthesis with alternative theoretical and experimental techniques. Our proposal relies on the theory of correlation functions: for this reason, in the next section, we will briefly outline the main concepts behind it and the basis of our idea.
1.6 Blind and coloured photon counting statistics

1.6.1 Blind correlation functions

One of the most common ways to investigate and define quantum properties of both light [38–41] and emitters [42–44], from a theoretical and experimental point of view, is the measurement of photon correlation functions. Any photon detection experiment requires the calculation of the correlation function of the field operators in normal- and time- order. The general average light intensity at a specific point \( r \) and time \( t \) is [100]:

\[
\langle I(r, t) \rangle = \langle \hat{A}^\dagger(r, t) \hat{A}(r, t) \rangle, \tag{1.86}
\]

where \( \hat{A}^\dagger \) is the field operator with positive and negative frequencies, respectively:

\[
\hat{A}(r, t) = \sum_k \hat{\epsilon}_k E_k a_k e^{-i\nu_k t + ik \cdot r}; \quad \hat{A}^\dagger(r, t) = \sum_k \hat{\epsilon}_k E_k a_k^\dagger e^{i\nu_k t - ik \cdot r}. \tag{1.87}
\]

More specifically, the lowest order of these correlations (the second order) has been analysed as a tool to probe non-classical phenomena [39]. This second normally- and temporally-ordered correlation takes the following formal expression [101]:

\[
g^{(2)}(t_1, t_2) = \frac{\langle T_- [\hat{A}^\dagger(t_1)\hat{A}^\dagger(t_2)] T_+ [\hat{A}(t_2)\hat{A}(t_1)] \rangle}{\langle \hat{A}^\dagger(t_1)\hat{A}(t_1) \rangle \langle \hat{A}^\dagger(t_2)\hat{A}(t_2) \rangle}, \tag{1.88}
\]

with \( T_- \) and \( T_+ \) the time-ordering and antiordering superoperators needed to guarantee a physical description [101]. In particular, \( T_- \) increases time arguments to the right in products of creation operators, while \( T_+ \) increases time arguments to the left in products of annihilation operators. The form of the equation above becomes easier if the radiation field consists of only a single mode:

\[
g^{(2)}(\tau) = \frac{\langle a^\dagger(t) a^\dagger(t+\tau) a(t+\tau) a(t) \rangle}{\langle a^\dagger(t)a(t) \rangle \langle a^\dagger(t+\tau)a(t+\tau) \rangle}. \tag{1.89}
\]

Based on the value of the zero and time dependent correlation function, it is possible to classify light in three different ways. The most common classification sees [102]:

- **coherent** light for which \( g^{(2)}(0) = 1 \). Perfectly coherent light has \( g^{(2)}(\tau) = 1 \) for all values of \( \tau \) and it has a classical counterpart that is the coherent light with constant intensity. It has Poissonian photon statistics, with random time intervals between photons, hence the probability of detecting a photon is the same for all values of \( \tau \).
- *bunched* light for which \( g^{(2)}(0) > 1 \). As the name suggests, it consists of a stream of photons, clumped together in bunches. This means that if we detect a photon at time \( t = 0 \), there is a higher probability of detecting another photon at short times than at long times, therefore \( g^{(2)}(\tau) > g^{(2)}(\infty) \). Its classical description is the thermal or chaotic light, with a super-Poissonian distribution.

- *antibunched* light for which \( g^{(2)}(0) < 1 \). In this case, the probability of observing a photon counting event after detecting a photon is small for small values of \( \tau \) and then increases with \( \tau \), so \( g^{(2)}(0) < g^{(2)}(\tau) \). This kind of light is only possible in the photon interpretation and is thus a clear signature of the quantum nature of light. The antibunching is related to the sub-Poissonian distribution.

To calculate the correlation functions, a solution of the density matrix is not sufficient and the transition probability distribution is required. However, the quantum regression theorem allows to calculate a two-time correlation function from a single-time correlation function, under some conditions. The crucial assumption necessary for applying the theorem is the Markovian approximation, already explained in Sec.(1.3.3). This condition implies that the reservoir density matrix \( \rho_R(0) \) is uncoupled from the system density matrix \( \rho_S(0) \) at the initial time \( t = 0 \), meaning that \( \rho(0) = \rho_S(0) \otimes \rho_R(0) \). A general statement of the quantum regression theorem is that if, for some operator \( \hat{O} \), the single-time correlation function is known as

\[
\langle \hat{O}(t + \tau) \rangle = \sum_j a_j(\tau) \langle \hat{O}_j(t) \rangle, \tag{1.90}
\]

then it is easily possible to derive the two-time correlation function using the expression

\[
\langle \hat{O}_i(t) \hat{O}(t + \tau) \hat{O}_k(t) \rangle = \sum_j a_j(\tau) \langle \hat{O}_i(t) \hat{O}_j(t) \hat{O}_k(t) \rangle. \tag{1.91}
\]

In particular, it is possible to show that (for \( \tau \geq 0 \)) [103]:

\[
\langle \hat{O}_1(t) \hat{O}_2(t + \tau) \rangle = \text{Tr}_S \left\{ \hat{O}_2(0) e^{\mathcal{L}_T} [\rho_S(t) \hat{O}_1(0)] \right\}, \tag{1.92}
\]

\[
\langle \hat{O}_1(t + \tau) \hat{O}_2(t) \rangle = \text{Tr}_S \left\{ \hat{O}_1(0) e^{\mathcal{L}_T} [\hat{O}_2(0) \rho_S(t)] \right\}.
\]
The calculation of a correlation function between three operators, \( \langle \hat{O}_1(t) \hat{O}_2(t + \tau) \hat{O}_3(t) \rangle \), for \( \tau \geq 0 \), occurs as follows:

\[
\langle \hat{O}_1(t) \hat{O}_2(t + \tau) \hat{O}_3(t) \rangle = \text{Tr}_S \left\{ \hat{O}_2(0) e^{L \tau} [\hat{O}_3(0) \rho_S(t) \hat{O}_1(0)] \right\}.
\] (1.93)

Having done this introduction, it is now possible to go back to the explanation of the motivation behind our work. We would like to investigate the quantum coherent interplay between electronic and vibrational degrees of freedom within a prototype photosynthetic complex, by analysing the photon counting statistics of the light emitted by the excitons. The biggest advantage of using this technique is the concrete possibility to investigate the problem experimentally. Until recently, the low fluorescence efficiency of light-harvesting complexes had impeded the study of individual molecules at room temperature. However, a recent paper [45] has demonstrated an over 500-fold fluorescence enhancement of a single molecule of light harvesting complex 2 (LH2). Therefore this is very promising for the project we aim to carry out, thanks to the realistic ability to measure eventual quantum effects in photosynthetic systems by using the second order correlation function.

### 1.6.2 Frequency-filtered correlation functions

In photodetection experiments, the light to be analysed often passes through a series of optical devices, such as spectral filters, before being registered by photodetectors [101]. In literature, the various authors who dealt with the problem of the frequency-filtered correlation function have given different names to this kind of correlation, such as “physical spectrum” [104], “time-resolved correlation spectrum” [105], “spectral time correlation function” [106], “frequency-filtered intensity correlation function” [107]. Despite the different names, the filtered two-time correlation function can be written as \( g_{F_1,F_2}^{(2)}(T_1,T_2) \) and is formally defined as in Eq.(1.88), but with the substitutions \( \hat{A}^{(1)}(t_1) \rightarrow \hat{A}^{(1)}_{F_1}(T_1) \) and \( \hat{A}^{(1)}(t_2) \rightarrow \hat{A}^{(1)}_{F_2}(T_2) \), where

\[
\hat{A}_F(t) = \int_0^\infty F(t') \hat{A}(t-t') dt'
\]

\[
\hat{A}^\dagger_F(t) = \int_0^\infty F(t') \hat{A}^\dagger(t-t') dt'
\] (1.94)

are the filtered emission operators and \( F(t') \) is the time and space filter function.
for each detector \([101, 105, 107–109]\). However, the calculation of these spectrally resolved correlations is not straightforward, because of the presence of a four-dimensional integral. Higher-order correlations \(g^{(n)}_{F_1...F_n}(T_1...T_n)\) are similarly defined, but their theoretical computation becomes even more complicated.

When the spectral filters are Lorentzian, the general formula for the \(M\)th normally ordered correlation function is given by [101]:

\[
S^{(M)}_{\Gamma_1...\Gamma_M}(\omega_1, T_1; ...; \omega_M, T_M) = \int_{-\infty}^{\infty} dt'_1 \int_{-\infty}^{\infty} dt'_{M+1} F_1^*(T_1 - t'_1) F_1(T_1 - t'_{M+1}) \\
... \int_{-\infty}^{\infty} dt'_M \int_{-\infty}^{\infty} dt'_{2M} F_M^*(T_M - t'_M) F_M(T_M - t'_{2M}) \\
\langle T_+ [a^{(+)}_1(t'_1) ... a^{(+)}_M(t'_M)] T_- [a^{(-)}_1(t'_{M+1}) ... a^{(-)}_M(t'_{2M})]\rangle,
\]

(1.95)

where

\[
F_m(t) = \theta(t) \frac{\Gamma_m}{2} e^{-(\Gamma_m/2 + i\omega_m)t},
\]

(1.96)

with \(\theta(t)\) the Heaviside function. This means that the spectral filter is replaced by a Lorentzian density of states of the probe system under the Markov decay process. Unfortunately, the computation of the \(M\)th order frequency-filtered correlation function in Eq.(1.95) is very complicated for \(M > 2\), due to all the possible time orderings of the \(2M\) time correlators. Moreover, every correlator requires the application of the quantum regression theorem \(2M - 1\) times. On the contrary, the measure of this quantity is experimentally accessible thanks to devices such as streak cameras, that are able to detect photon clicks as a function of time and energy [110].

Given the difficulty of numerically calculating the multi-dimensional integrals in Eq.(1.95), some alternative methods have been recently developed to overcome the computational complexity of these integrals in the filtered photon correlations [46, 47, 111].

### 1.6.3 Sensor method for spectrally filtered photon correlations

The “sensor method” introduced in [46] is the inspiration for the new formalism we developed, which will fully be presented in Chap.2.

The sensor method is based on the use of sensors which are weakly coupled to the quantum emitter. The number of sensors depends on the statistical properties one is interested to investigate: \(M\) sensors are required to compute the \(M\)th order photon correlations. They are represented as two-level systems with annihilation
operator $s_m = |0_m⟩⟨1_m|$ and transition frequency $\omega_m$ that is matched to the emission frequency of the main system. The sensor Hamiltonian is then described as:

$$H_m = \omega_m s_m^\dagger s_m,$$

(1.97)

while the interaction Hamiltonian between the quantum emitter and the $m-$th sensor is given by:

$$H_{e,m} = \epsilon_m (a_m s_m^\dagger + a_m^\dagger s_m),$$

(1.98)

with the coupling strength $\epsilon_m$ being small enough to justify that the dynamics of the system is not influenced by the presence of the sensors. The lifetime of each sensor $1/\Gamma_m$ is the inverse detector linewidth. The condition of weak coupling implies that if $\gamma_Q$ is the smallest transition rate within the open quantum system linked to the cavity mode, the couplings $\epsilon_m$ to the sensors must satisfy the condition:

$$\epsilon_m \ll \sqrt{\frac{\Gamma_m \gamma_Q}{2}},$$

(1.99)

meaning that losses into the sensors and their back action are negligible. In the limit of vanishing system-sensor coupling, the sensor population correlations are shown to quantify the photon correlations of interest.

It is worth noticing that the physical meaning of the sensor linewidth lies in the frequency-time uncertainty relation. The limit $\Gamma \to 0$ describes the case of perfect detectors, with very high resolution in detecting frequencies, but complete indeterminacy in time, leading to averaging photons from all possible time delays. The opposite limit of $\Gamma \to \infty$ corresponds to the case of blind detectors, with very high resolution in time, leading to photons detected at specific time delays but with complete indeterminate frequencies.

The main result of the paper [46], which is demonstrated in the Supplemental Material, is:

$$g_{\Gamma_1 \ldots \Gamma_M}^{(M)} (\omega_1, t_1; \ldots; \omega_M, t_M) = \lim_{\epsilon_1 \ldots \epsilon_M \to 0} \frac{\langle n_1(t_1) \ldots n_M(t_M) \rangle}{\langle n_1(t_1) \rangle \ldots \langle n_M(t_M) \rangle},$$

(1.100)

where $M$ is the order of the correlation function, $\omega_m$ are the frequencies to correlate, $\Gamma_m$ are the linewidths (inverse of the lifetime) of each transition, $\langle n_m(t_m) \rangle = \langle s_m^\dagger(t_m)s_m(t_m) \rangle$ is the average population of the $m$-th sensor and it gives the probability of detecting a photon with frequency $\omega_m$ at time $t_m$ and $\langle n_1(t_1) \ldots n_M(t_M) \rangle$ is
the probability of detecting $M$ photons, each at different time $t_m$. In Supplemental Material of [46], the authors prove that for open quantum systems described by Lindblad type master equations, the $M$-th frequency-filtered correlation function is given by:

$$S_{\Gamma_1,\ldots,\Gamma_M}^{(M)}(\omega_1,\ldots,\omega_M; t_1,\ldots,t_M) = \frac{\Gamma_1\ldots\Gamma_M}{(2\pi)^M \epsilon_1^2\ldots\epsilon_M^2} \langle n_1(t_1)\ldots n_M(t_M) \rangle.$$  (1.101)

Eqs. (1.100) and (1.101) express the equivalence between the traditional integral approach in Eq. (1.95) and the sensor formalism to compute frequency-filtered and time-resolved photon correlations. This result reduces the complexity of computing $g_{\Gamma_1,\ldots,\Gamma_M}^{(M)}(\omega_1, t_1; \ldots; \omega_M, t_M)$ since no integral calculation is required and the quantum regression theorem has to be applied only $M - 1$ times. It is also worth observing that, since the mathematical equivalence with the traditional integral approach has been proven through Eq. (1.95), the sensor method relies on the choice of Lorentzian filters.

One of the most peculiar aspects of Ref. [46] is that the result presented in Eq. (1.100), apparently, does not require the normal order of the sensor operators at arbitrary time delays. The apparent irrelevance of the normal order for any time delay seemed very surprising and was one of the points that brought our attention to this paper. In the initial discussion with the authors, they claimed that, indeed, the normal order of operators was not required to compute time-resolved correlation functions. This aspect is remarkable as it seemed that including the sensors in the analysis could surpass the non-commutativity of the field operators at different times. The proof presented in the supplementary information of the paper [46] is quite convoluted. Hence, to analyse the correctness of the claim, we aimed to reproduce their outcomes and check that we recovered physical results in all cases. Our general conclusion was that, while at zero time delay the operators of different sensors commute, and therefore normal order does not matter, this is not the case for finite time delay, where correlations between such operators emerge necessarily, leading to non-commutation at different times.

To illustrate the above points, we first consider the Jaynes-Cummings model, as it was done in Ref. [46], with $H_0 = g (\sigma^\dagger a + a^\dagger \sigma)$. The inclusion of the sensors results in the following Hamiltonian and master equation ($\hbar = 1$):
\[ H = g (\sigma^a + a^\dagger \sigma) + \sum_{m=1}^{M} \left( \omega_m s_m^\dagger s_m + \epsilon_m (as_m^\dagger + a^\dagger s_m) \right) \]

\[
\frac{\partial}{\partial t} \rho = -i[H,\rho] + \left( \frac{\gamma_a}{2} \mathcal{L}_a(\rho) + \frac{\gamma_\sigma}{2} \mathcal{L}_\sigma(\rho) + \frac{P_\sigma}{2} \mathcal{L}_{a^\dagger}(\rho) \right) + \sum_{m=1}^{M} \frac{\Gamma_m}{2} \mathcal{L}_{s_m}(\rho)
\]

where \( \mathcal{L}_c(O) = (2c_i O c_i^\dagger - c_i^\dagger c_i O - O c_i^\dagger c_i) \), for a system jump operator \( c_i \) and a relaxation process happening at rate \( \gamma_c \). \( \gamma_a \) and \( \gamma_\sigma \) are the cavity and emitter decay rate, respectively, and \( P_\sigma \) is the incoherent pumping of the emitter.

Figure 1.9: Power spectra of emission probed by weak incoherent excitation \((P_\sigma = \gamma_\sigma = 0.01g)\) for three cavities of decreasing quality \( \gamma_a = 0.01g \) (solid line), \( \gamma_a = 0.1g \) (dashed) and \( \gamma_a = 0.5g \) (dotted). The values of the parameters are: \( g = 1, \epsilon_1 = 10^{-5} \) and \( \Gamma = 0.001g \). The figure is in semilog scale and it is plotted in arbitrary units.

Figure 1.10: Two-photon correlations at zero delay with \( \omega_2 = R \). Same parameters as figure 1.9.

We managed to obtain the results of the paper at all the configurations for zero time delay. As an example, figures 1.9 and 1.10 are the power spectrum and the
frequency-resolved second order correlation function at zero time delay, respectively. This assured that our setup was correct.

However, we could not reproduce the results the article reported for the time-resolved second order correlation function. By following the main outcome they claimed, we obtained unphysical results, as shown in figure 1.11.

![Figure 1.11](image)

**Figure 1.11:** *Time-resolved correlation function without using the normal order of the sensor operators. Positive times correspond to detection of frequencies as reported in the legend, negative times to the opposite order.*

Our conclusion was that the normal order must be important in Eq.(1.100) and therefore we did the calculations with it: the use of the normal order guarantees physical results (figure 1.12).

![Figure 1.12](image)

**Figure 1.12:** *Time-resolved second order correlation function. Positive times correspond to detection of frequencies as reported in the legend, negative times to the opposite order. Parameters: $\Gamma = \gamma_2$ for both sensors, $P_\sigma = \gamma_\sigma = 0.01g$, $\gamma_a = 0.1g$.***

After pointing this out to the authors, they indeed acknowledged that the figure they presented in the paper was actually computed with the normal order of the sensor operators, even though the theory claims the normal order was not necessary.
A following erratum to the initial paper was published in 2016 [47].

For clarity, we report here the correct forms of Eqs.(1.100) and (1.101) including the normal order of the sensor operators:

\[
g^{(M)}_{\Gamma_1...\Gamma_M}(\omega_1, T_1; ..., \omega_M, T_M) = \lim_{\epsilon_1, ..., \epsilon_M \to 0} \frac{\langle : n_1(T_1)...n_M(T_M) : \rangle}{\langle n_1(T_1) \rangle ... \langle n_M(T_M) \rangle} \quad (1.103)
\]

\[
S^{(M)}_{\Gamma_1...\Gamma_M}(\omega_1, ..., \omega_M; t_1, ..., t_M) = \frac{\Gamma_1...\Gamma_M}{(2\pi)^M \epsilon_1^2 ... \epsilon_M^2} \langle : n_1(t_1)...n_M(t_M) : \rangle \quad (1.104)
\]

Traditionally, equations include dots representing normal order. However, these were completely absent from Ref. [46] and also from its Supplemental Material. In particular, we identified that the following equation (Eq.(42) in the Supplemental Material of [46]) shows inconsistency:

\[
\partial_\tau \langle n_1(0)n_2(\tau) \rangle = -\Gamma_2 \langle n_1(0)n_2(\tau) \rangle + 2 \Re\{ie_2(n_1(0)(s_2a^\dagger)(\tau))\} \neq \partial_\tau \langle : n_1(0) n_2(\tau) : \rangle \quad (1.105)
\]

Later on, the authors clarified that normal order, while omitted in the notation, was actually assumed throughout the proof and numerical calculations, as they indicate in the erratum of the paper [47]. We will go through more details of this issue in Chap.2.

Because of the inconsistency found in the paper [46] (and the time spent analysing it in detail), we were inspired to propose an alternative approach of this sensor method presented for the calculation of frequency-filtered and time-resolved photon correlations. Our method is based on the perturbative expansion of the steady state of the whole system (quantum emitter and sensors) with respect to the emitter-sensor coupling parameter \( \epsilon \), as it will be explained more in detail in the next chapter.
Chapter 2

Perturbative method for computing frequency-filtered and time-resolved photon correlation

This chapter puts forward an alternative method of the sensor procedure proposed in [46,47] to compute frequency-filtered and time-resolved correlation functions. The new formalism relies on an algebraic expansion of the steady state of the whole quantum emitter-plus-sensors system with respect to the coupling parameter $\epsilon$ between them. This procedure allows to express the photon correlations as a function of the dynamics of the emitting system only and it also guarantees the independence of the correlations on the specific choice of the coupling parameter. In addition, the use of the time-dependent perturbation theory to calculate the time-resolved photon correlation enables to define it as a sum of three contributions, which give insight into the physical processes dominating at different time scales. The outcomes obtained are applied to a bio-inspired toy model to show the agreement between the previous method and our formulation. The results obtained in this chapter are taken from Ref. [50] and represent the theoretical scaffolding on which the next chapters are built.

2.1 Introduction

One of the most powerful techniques used to analyse the quantum behaviour of a system is the study of the optical properties of the emitted light. Within this field,
the energy-time uncertainty relation plays a fundamental role: it implies that the arrival time of a photon and its frequency cannot be measured with precision simultaneously [104,112]. This uncertainty has not limited the research in the field, on the contrary it has presented an opportunity for new studies of quantum phenomena, both to identify new types of photon quantum correlations [46, 47, 113–115] and to develop new protocols for the preparation of entangled photons [48,116].

In particular, the impact of the spectral filtering of light signals in optical setups has become more and more relevant. Indeed, it is connected to the frequency and time resolution of detected light and, therefore, it has opened the way for the investigation of different phenomena in quantum optics [101,115,117–119]. Frequency-filtered and time-resolved correlation functions have also provided information about the dynamics of solid state systems [120] and complex molecular systems [49,121,122]. In the latter case, also the coherent multi-dimensional spectroscopy has contributed with important results [123], since in general ultrafast (femtoseconds) non-linear spectroscopy is a powerful method to analyse quantum coherence dynamics in many different biomolecular and chemical systems (see review [124]).

As presented in Sec.1.6.2, the traditional method of dealing with frequency-filtered and time-resolved photon counting statistics can be very overwhelming, since it requires the computation of multi-dimensional integrals. For this reason, the introduction of alternative techniques, able to overcome this computational complexity [46,47,111], has been greeted with enthusiasm by the community in the field.

Refs. [46, 47] have been widely introduced in the first chapter (see Sec.1.6.2). Although the sensor method proposed by the authors does not need to explicitly compute the multi-dimensional integrals, one of its drawbacks is the requirement for computing the quantum dynamics of the whole system (including the sensors). This means that the dimensionality of the Hilbert space can become very big for quantum systems of large dimension and for higher order correlations. This problem has been underlined and discussed in [111]. There the authors study the single-atom fluorescence and develop an interesting approach where filters are treated as black boxes connected to the output. They obtain higher orders of coloured correlation functions also resolved in time, where the expressions are defined in the Hilbert space of the atom only. Despite this formalism requiring the numerical solution of multi-dimensional integrals, some analytical solutions can be recovered under certain approximations.

The aim of our work is to propose an alternative formulation of the sensor method [46,47], able to examine the spectral filtered photon counting statistics of the system.
under study, by focusing on the dynamics of the system only, and therefore reducing the dimension of the Hilbert space to operate on.

Our formalism relies on the algebraic expansion of the whole system-sensors state with respect to the weak coupling parameter between them. As a result, we find a hierarchy of auxiliary matrices related to the emitting system, from which it is possible to efficiently compute correlation functions of any order at zero time delay. Our approach recovers the analytical expressions presented in the Supplemental information of Ref. [46] and in Ref. [125] for the one- and two-photon spectrum, therefore showing full agreement between the methods. We also derive a solution for the second order time-resolved correlation function, using the time-dependent perturbation theory. We find that such photon correlation is the sum of three components, each of which is related to different physical processes happening during the emission dynamics at different time scales. The procedure can be generalised to higher order photon correlations, where only one sensor has a time delayed detection.

In the following we will first explain in more detail the motivation behind our work, then we will apply the perturbative method to the steady state and derive the photon correlations at zero time delay. After using time-dependent perturbation theory to analyse finite time delay correlations, we will apply the formalism to compute such quantities for a bio-inspired toy system. We will first show the agreement between our method and the one presented in [46, 47], then underlining the advantages of using filtered correlation functions to study quantum dynamics in biomolecular units.

2.2 Why an alternative sensor method?

The sensor method originally proposed in [46, 47] requires to solve the dynamics of a quantum emitter weakly coupled to $M$ sensors, as explained in Sec.1.6.3.

For sake of generality, we have considered that the emission operators $a_j$ coupled to each sensor can be different. This can occur in different situations, such as when in a multipartite quantum emitter it is possible to achieve local resolution or when emitted frequencies can be distinguished via fluorescence polarization detection. This is the case, for example, of single light-harvesting complexes [126], where the frequency filters are also polarizing filters: Fig.2.1(a) represents a possible experimental setup.

Under the hypothesis of Markovian decay processes for both the emitter and the sensors, the joint emitter-sensors density matrix $\hat{\rho}$ satisfies the master equation in
Eq. (1.50), where the Liouvillian reads as \((\hbar = 1)\):

\[
\mathcal{L}(\hat{\rho}) = \mathcal{L}_0(\hat{\rho}) + \sum_{m=1}^{M} \left( \mathcal{L}_m(\hat{\rho}) - i [H_{e,m}, \hat{\rho}] \right),
\]

(2.1)

with

\[
\mathcal{L}_0(\hat{\rho}) = -i [H_0, \hat{\rho}] + \sum_i \frac{\gamma_i}{2} \mathcal{L}_c(\hat{\rho}),
\]

(2.2)

\[
\mathcal{L}_m(\hat{\rho}) = -i [H_m, \hat{\rho}] + \frac{\Gamma_m}{2} \mathcal{L}_{\varsigma m}(\hat{\rho}).
\]

(2.3)

(where \(\mathcal{L}_0(\hat{\rho})\) is the Liouvillian describing the system only and every other term has been explained in Sec. 1.6.3).

Figure 2.1: (a) Potential experimental setup to measure frequency-filtered and time-resolved correlation functions, similar to that used in Ref. [48]. (b) Diagram of the sensor method proposed in Ref. [46, 47] to compute frequency-filtered correlations. Each sensor is modelled as a two-level system coupled to the quantum emitter through the strength parameter \(\epsilon_m\), with \(m = 1, \ldots, M\). Photon correlations are recovered in the limit of small coupling \(\epsilon_1, \ldots, \epsilon_M \to 0\).

In the limit of small \(\epsilon_m\), satisfying \(\epsilon_m \ll \sqrt{\Gamma_m \gamma_Q / 2}\), and sensor populations satisfying \(\langle n_m \rangle = \langle \varsigma_m^\dagger \varsigma_m \rangle \ll 1\), intensity-intensity correlations of the form \(\langle : n_1 n_2 \ldots n_M : \rangle\) are directly related to the \(M\)th order photon correlation functions in Eq. (1.101) as [46, 47]:

\[
\langle : n_1(T_1)\ldots n_M(T_M) : \rangle = \frac{\epsilon_1^2 \ldots \epsilon_M^2}{\Gamma_1 \ldots \Gamma_M} (2\pi)^M S_{\Gamma_1\ldots\Gamma_M}^{(M)}(\omega_1, T_1; \ldots; \omega_M, T_M),
\]

(2.4)

with \(S_{\Gamma_1\ldots\Gamma_M}^{(M)}(\omega_1, T_1; \ldots; \omega_M, T_M)\) given in Eq. (1.95) for the case in which the filter
functions correspond to a Cauchy-Lorentz distribution Eq.(1.96). This situation can experimentally be realised through a Fabry-Perot interferometer with the reflection coefficients close to 1 [104]. We report a possible experimental setup in Fig. 2.1(a) and the corresponding theoretical system used to compute the filtered photon counting statistics is presented in Fig. 2.1(b).

The original presentation of Eqs.(1.100) and (1.101) in [46] did not contain the normal order of the sensor operators. However, its absence leads to unphysical results for a finite delay time, as shown in Sec.(1.6.3). In an Erratum [47] the authors clarified that normal order is implied through the proof of Eq.(1.100), nevertheless it is not necessary for correlations at zero time delay. Our approach is equivalent to the sensor method, considering the normal order of the sensor operators, therefore we have made a consistency check of the proof presented in the Supplemental Material of Ref. [46], which will be presented in Sec. 2.5.

Although the formalism introduced in [46] is mathematically equivalent to the integral form of correlations, its computation involves some numerical challenges. Under the assumption that all the sensor couplings are the same, $\epsilon_m = \epsilon$, the numerical calculations of correlations depends on the choice of this small system-sensor coupling $\epsilon$ that, at the same time, does not have to be so small that adding or subtracting terms of order $\epsilon^{2M}$ to or from terms of order $\epsilon^0$ causes problems within double arithmetic precision. This means that, in general, this approach requires to check convergence and stability of the numerical results for different values of $\epsilon$.

Even more relevant is the fact that to compute the correlation functions at zero time delay, it is necessary to numerically derive the zero eigenvalue of the Liouvillian superoperator associated to the whole system plus sensors state. As a result, the calculation of $g_{\Gamma_1...\Gamma_M}^{(M)}(\omega_1, T; ...; \omega_M, T)$ when $T \to \infty$, involves the evaluation of the eigenvector with a zero eigenvalue of a matrix $4^M$ times larger than that of the quantum emitter alone [113]. The same issue can raise for the calculation of the time-resolved correlations, as the calculation involves time propagation of the joint emitter-sensor state. This numerical problem becomes more demanding, the more the dimension of the system increases.

These issues provided sufficient motivation to develop a method which could overcome them. In the next section, we show that the algebraic expansion with respect to the coupling parameter $\epsilon$ can both eliminate the explicit numerical dependence on $\epsilon$ and reduce the dimensionality of the Hilbert space needed for computation.
2.3 Frequency-filtered spectrum and photon correlations at zero time delay

2.3.1 \( M = 1 \): power spectrum

The assumption of weakly coupled sensors to the emitting system guarantees that they do not affect its dynamics. Based on this thought, we wanted to develop a procedure in which the filtered correlations depend only on the dynamics and operators of the system.

We start by deriving the expressions of the power spectrum, by considering the emitting system coupled to only one sensor. We indicate with \( \hat{\rho}_{ss} \) the steady state of the joint emitter-plus-sensor system. From Eq.(2.4), with \( M = 1 \), we can calculate the power spectrum as:

\[
S_{\Gamma_1}^{(1)}(\omega_1) = \frac{\Gamma_1}{2\pi \epsilon^2} \langle n_1 \rangle = \frac{\Gamma_1}{2\pi \epsilon^2} \text{Tr} \left[ n_1 \hat{\rho}_{ss} \right].
\]  

(2.5)

The full steady state \( \hat{\rho}_{ss} \) can be obtained by using the identity operator in the sensor Hilbert space (that is \( \mathbb{1}_{s_1} = \sum_{j_1=0,1} |j_1\rangle \langle j_1| \)) as follows:

\[
\hat{\rho}_{ss} = \mathbb{1}_{s_1} \hat{\rho}_{ss} \mathbb{1}_{s_1} = \sum_{j_1,j_1' = 0,1} \hat{\rho}_{j_1 j_1'}^{j_1 j_1'} \otimes |j_1\rangle \langle j_1'|,
\]  

(2.6)

where the matrices \( \hat{\rho}_{j_1 j_1'}^{j_1 j_1'} = \langle j_1 | \hat{\rho}_{ss} | j_1' \rangle \) are traced over the sensor degrees of freedom, therefore depending only on the degrees of freedom of the quantum emitter. However, these matrices are conditioned on specific sensor states, hence they can be interpreted as “auxiliary conditional states”. The Hermitian conjugates are given by swapping the upper and lower indices. It is relevant to notice that each matrix \( \hat{\rho}_{j_1 j_1'}^{j_1 j_1'} \) is of order \( \epsilon^{j_1 + j_1'} \). With this definition the power spectrum given in Eq.(2.5) becomes

\[
S_{\Gamma_1}^{(1)}(\omega_1) = \frac{\Gamma_1}{2\pi \epsilon^2} \text{Tr} [\hat{\rho}_1].
\]  

(2.7)

We now show how the matrix \( \hat{\rho}_1 \) can be computed through a hierarchy of equations containing auxiliary matrices of lower order. These matrices bring information on the emission properties of the steady state probed at the specific sensor frequency \( \omega_1 \).

The steady state of the whole system is calculated through the condition \( \mathcal{L}(\hat{\rho}_{ss}) = 0 \), where the Liouvillian in Eq.(2.1) \( (M = 1) \) acts on every term in Eq.(2.6):
\[ L(\hat{\rho}^0_0 \otimes |0\rangle \langle 0|) = L_0(\hat{\rho}^0_0 \otimes |0\rangle \langle 0|) \]
\[ - i\epsilon(a_1 \hat{\rho}^0_0 \otimes |1\rangle \langle 0| - \hat{\rho}^0_0 a_1^\dagger \otimes |0\rangle \langle 1|), \]

\[ L(\hat{\rho}^1_0 \otimes |1\rangle \langle 0|) = (L_0 - \Gamma_1/2 - i\omega_1)(\hat{\rho}^0_0 \otimes |1\rangle \langle 0|) \]
\[ - i\epsilon(a_1^\dagger \hat{\rho}^0_0 \otimes |0\rangle \langle 1| - \hat{\rho}^0_0 a_1^\dagger \otimes |1\rangle \langle 0|), \]

\[ L(\hat{\rho}^1_1 \otimes |1\rangle \langle 1|) = (L_0 - \Gamma_1)(\hat{\rho}^1_0 \otimes |1\rangle \langle 1|) \]
\[ + \Gamma_1\hat{\rho}^1_1 \otimes |0\rangle \langle 1| - i\epsilon(a_1^\dagger \hat{\rho}^1_0 \otimes |0\rangle \langle 1| - \hat{\rho}^1_0 a_1 \otimes |1\rangle \langle 0|). \]

Here, the expression for \( L(\hat{\rho}^1_0 \otimes |0\rangle \langle 1|) \) is the complex conjugate of Eq.(2.9). The sum of these expressions can be rewritten in a form similar to Eq.(2.6), associating together terms related to populations or coherences of the sensor:

\[ L(\hat{\rho}_{ss}) = \sum_{j_1, j'_1 = 0, 1} \hat{B}_{j_1, j'_1} \otimes |j_1\rangle \langle j'_1| = 0 , \]

\[ \hat{B}_{j_1, j'_1} = 0. \text{ For all } j_1, j'_1 , \]

At this point the solution of the problem can be found solving the set of coupled equations for \( \hat{\rho}^j_{j'_1} \), such that the matrices \( \hat{B}^j_{j_1, j'_1} \) are equal to zero at every element. For instance, the equation \( \hat{B}^0_{0} = 0 \) contains terms coming from Eq.(2.8) (that is of zeroth order in \( \epsilon \)) and from Eq.(2.9) and its complex conjugate: they give contributions of linear order in \( \epsilon \) as follows

\[ \hat{B}^0_{0} = L_0(\hat{\rho}^0_0) - i\epsilon(a_1^\dagger \hat{\rho}^0_0 \hat{\rho}^0_0 a_1^\dagger \otimes |0\rangle \langle 1| - \hat{\rho}^0_0 a_1 \otimes |1\rangle \langle 0|). \]

The equation above shows that, for an arbitrary value of \( \epsilon \), \( \hat{\rho}^0_0 \) depends on terms of higher orders in this coupling parameter. This means that the presence of the sensors actually affects the dynamics of the system and the set of equations in Eq.(2.11b) do not have a simple solution. However, in the limit of weak coupling \( \epsilon \ll 1 \) we are assuming, sensor populations are very small, that is \( \langle n_1 \rangle = \text{Tr}[\hat{\rho}^1_1] \ll 1 \). This leads to neglect terms of the order of \( \epsilon^2 \) in Eq.(2.12), hence the contribution of the terms \( \Gamma_1\hat{\rho}^1_1 \) and \( ||i\epsilon(a_1^\dagger \hat{\rho}^0_0 - \hat{\rho}^0_0 a_1)|| \) can be discarded. Similarly, the equation for \( \hat{B}^0_{0} \) reads like:

\[ \hat{B}^1_{0} = (L_0 + i\omega - \frac{1}{2}\Gamma)\hat{\rho}^0_0 + i\epsilon\hat{\rho}^0_1 a_1^\dagger + i\epsilon a_1^\dagger \hat{\rho}^0_1 = 0. \]
but $\|a_1^\dagger \rho_1^\dagger\| \ll \|\rho_0^0 a_1^\dagger\|$, therefore the term depending on $\rho_1^\dagger$ can be neglected. These approximations apply to all the coupled equations and can be generalised saying that the matrices $\tilde{B}_{j_1'}^{j_1}$ receive contributions only from terms of the lower or same order in $\epsilon$, that is $\tilde{\rho}_\ell^\ell'$ with $\ell + \ell' \leq j_1 + j_1'$. This is equivalent to a formal expansion in $\epsilon$, since all the $\tilde{\rho}_\ell^\ell'$ matrices are of order $\epsilon^{\ell+\ell'}$. Following this thought, the equations for the steady state $\tilde{B}_{j_1'}^{j_1} = 0$ can be rewritten as:

\begin{align}
L_0(\tilde{\rho}_0^0) &\simeq 0 \quad \text{(2.14a)} \\
L_0(\tilde{\rho}_0^0) - (\Gamma_1/2 + i\omega_1)\tilde{\rho}_1^0 - i\epsilon a_1 \tilde{\rho}_0^0 &\simeq 0 \quad \text{(2.14b)} \\
L_0(\tilde{\rho}_0^0) - (\Gamma_1/2 - i\omega_1)\tilde{\rho}_0^0 + i\epsilon a_1 \tilde{\rho}_0^0 &\simeq 0 \quad \text{(2.14c)} \\
L_0(\tilde{\rho}_1^0) - \Gamma_1 \tilde{\rho}_1^0 - i\epsilon (a_1 \tilde{\rho}_0^0 - \tilde{\rho}_0^0 a_1^\dagger) &= 0 \quad \text{(2.14d)}
\end{align}

Notice that Eq.(2.14d) has an equality, because all terms are of the same order, therefore they all contribute. At this point, it is possible to solve these equations starting with $\tilde{\rho}_0^0$ from top and proceeding to bottom.

Since the problem is solved numerically, it is easier to reformulate it within the Liouville space, where $|\tilde{\rho}_0^0\rangle$ is the zero eigenvector of the (square) matrix $L_0$, which therefore corresponds to steady state of the system without any sensor. The remaining equations can be solved as:

\begin{align}
|\tilde{\rho}_0^0\rangle &\sim \frac{i\epsilon a_1 |\tilde{\rho}_0^0\rangle}{L_0 - (\Gamma_1/2 + i\omega_1)\mathbb{1}} \quad \text{(2.15a)} \\
|\tilde{\rho}_1^0\rangle &= \frac{i\epsilon (a_1 |\tilde{\rho}_0^0\rangle) - |\tilde{\rho}_0^0\rangle a_1^\dagger}{L_0 - \Gamma_1 \mathbb{1}} \quad \text{(2.15b)}
\end{align}

where $a_1$ and $a_1^\dagger$ are written in the Liouville space form, and $\mathbb{1}$ is the identity operator in the emitter Hilbert space. There is no need to solve for $\tilde{\rho}_0^1$ since it is equal to $\tilde{\rho}_1^0$. In Eq.(2.15) $\tilde{\rho}_0^1$ depends on $\epsilon$ and $\tilde{\rho}_1^0$ on $\epsilon^2$. As the power spectrum in Eq.(2.7) has a prefactor $1/\epsilon^2$, in this expression the dependence on $\epsilon$ disappears algebraically, so the numerical computation does not rely on the value of the coupling parameter.

In principle, this numerical calculation of the matrices given by Eqs.(2.15) could be evaluated using a small value for $\epsilon$. However, this could lead to numerical instabilities due to the smallness of $\epsilon$. With our procedure, instead, such instabilities do not occur thanks to the re-scaled matrices $\tilde{\rho}_{j_1'}^{j_1} = \tilde{\rho}_{j_1'}^{j_1}/\epsilon^{j_1+j_1'}$ (such that $\tilde{\rho}_{j_1}^0 = \tilde{\rho}_{j_1}^0/\epsilon$ and $\tilde{\rho}_{j_1}^1 = \tilde{\rho}_{j_1}^1/\epsilon^2$), which are now $\epsilon$-independent system operators.
The power spectrum is finally given by:

\[
S^{\Gamma_1}(\omega_1) = \frac{\Gamma_1}{2\pi} \text{Tr}[\tilde{\hat{\rho}}^{\Gamma_1}_1],
\]

(2.16)

where \(\tilde{\hat{\rho}}^{\Gamma_1}_j = \hat{\rho}^{\Gamma_1}_j / \epsilon^{j_1+j_2}\).

The substitution of Eq.(2.15) in Eq.(2.16) gives a semi-analytical expression comparable to that obtained in Ref. [125] for the one-photon spectrum, but in our case it is generalised to any open quantum system dynamics described by a superoperator \(L_0\). In addition, the hierarchical set of equations in Eq.(2.15) provides some physical insight on how the sensors are able to measure statistical properties of the light emitted by the system in the steady state \(\hat{\rho}_0^{\Gamma_1}\). Indeed, the emission operator \(a_1^\dagger (a_1)\) acts on an “auxiliary state” \(\hat{\rho}_0^{\Gamma_1}\), which in turn contains information about the emitted transitions filtered at frequency \(\omega_1\).

2.3.2 \(M = 2\): zero-delay correlations

We now focus our attention to the zero time delay second order correlation function \((M = 2)\), which is given by:

\[
g^{(2)}_{\Gamma_1,\Gamma_2}(\omega_1,\omega_2) = \frac{S^{(2)}_{\Gamma_1,\Gamma_2}(\omega_1,\omega_2)}{S^{(1)}_{\Gamma_1}(\omega_1) S^{(1)}_{\Gamma_2}(\omega_2)},
\]

(2.17)

where \(S_{\Gamma_1}(\omega_1)\) and \(S_{\Gamma_2}(\omega_2)\) are the mean count rates for the two sensors, as given in Eq.(2.16), and

\[
S^{(2)}_{\Gamma_1,\Gamma_2}(\omega_1,\omega_2) = \frac{\Gamma_1 \Gamma_2}{(2\pi)^2 \epsilon} \langle n_1 n_2 \rangle.
\]

(2.18)

When the photon correlations do not depend on time, the sensor operators \(n_j\) commute, meaning that normal order in Eq.(2.18) is not necessary. Proceeding as we did before, this time including two sensors, the steady state density matrix can be written as:

\[
\hat{\rho}_{ss} = \sum_{j_1,j_2,j'_1,j'_2=0,1} \hat{\rho}^{j_1;j'_1}_{j_2;j'_2} \otimes |j_1\rangle \langle j'_1| \otimes |j_2\rangle \langle j'_2|,
\]

(2.19)

where \(\{j_1, j'_1\}\) and \(\{j_2, j'_2\}\) are counters over the states of sensor 1 and sensor 2, respectively. Again, the matrices \(\hat{\rho}^{j_1;j'_1}_{j_2;j'_2} = \langle j_1 j_2 | \hat{\rho}_{ss} | j'_1 j'_2 \rangle\) are defined in the Hilbert space of the emitting system only. This definition leads to the following form of the second-order photon coincidence:
to the steady state of the system without any coupling to the sensors. The solutions for the equation for the steady state
\[ L_j, j \] with the power spectrum given by
\[
|\langle \hat{j}_1 \rangle \rangle \langle \hat{j}_2 \rangle \rangle \approx \frac{\Gamma_1 \Gamma_2}{(2\pi)^{1/2}} \text{Tr} \left[ \hat{\rho}_{1,1} \right],
\]
(2.20)

with the power spectrum given by
\[
S_{\ell_1, \ell_2}^{(1)}(\omega_1) = \frac{\Gamma_1}{2\pi} \text{Tr}[\hat{\rho}_{1,0}], \quad S_{\ell_1}^{(1)}(\omega_2) = \frac{\Gamma_2}{2\pi} \text{Tr}[\hat{\rho}_{0,1}],
\]
(2.21)

where \( \hat{\rho}_{j_1,j_2} = \hat{\rho}_{j_1,j_2}/\epsilon^{j_1+j_2+j_1'} \). To compute the matrices \( \hat{\rho}_{j_1,j_2} \), we need to solve the equation for the steady state \( \mathcal{L}(\hat{\rho}_{ss}) = 0 \) with two sensors. Again, the prefactor for \( |j_1\rangle \langle j_1'| \otimes |j_2\rangle \langle j_2'| \) includes only terms \( \hat{\rho}_{\ell_1,\ell_2} \) such that \( \ell_1 + \ell_2 + \ell_1' + \ell_2' \leq j_1 + j_2 + j_1' + j_2' \). This means we discard matrices depending on powers of \( \epsilon \) higher than those in the matrix in question. The hierarchical set of linearly dependent equations, not including those that are Hermitian conjugates of others, results:

\[
\mathcal{L}_0(\hat{\rho}_{0,0}) \simeq 0 \quad (2.22a)
\]
\[
[L_0 - \frac{\Gamma_1}{2} - i\omega_1] (\hat{\rho}_{1,0}) \simeq i a_1 \hat{\rho}_{0,0} \quad (2.22b)
\]
\[
[L_0 - \frac{\Gamma_2}{2} - i\omega_2] (\hat{\rho}_{0,1}) \simeq i a_2 \hat{\rho}_{0,0} \quad (2.22c)
\]
\[
[L_0 - \Gamma_1] (\hat{\rho}_{1,0}) \simeq i (a_1 \hat{\rho}_{0,1} - \hat{\rho}_{1,0} a_1^\dagger) \quad (2.22d)
\]
\[
[L_0 - \Gamma_2] (\hat{\rho}_{0,1}) \simeq i (a_2 \hat{\rho}_{0,1} - \hat{\rho}_{1,0} a_2^\dagger) \quad (2.22e)
\]
\[
[L_0 - \frac{\Gamma_2 + \Gamma_1}{2} - i(\omega_1 + \omega_2)] (\hat{\rho}_{1,1}) \simeq i (a_1 \hat{\rho}_{0,1} + a_2 \hat{\rho}_{1,0}) \quad (2.22f)
\]
\[
[L_0 - \frac{\Gamma_2 + \Gamma_1}{2} - i(\omega_1 - \omega_2)] (\hat{\rho}_{1,0}) \simeq i (a_1 \hat{\rho}_{1,1} - \hat{\rho}_{1,1} a_1^\dagger) \quad (2.22g)
\]
\[
[L_0 - (\frac{\Gamma_1}{2} + \Gamma_2) - i\omega_1] (\hat{\rho}_{1,1}) \simeq i (a_1 \hat{\rho}_{0,1} + a_2 \hat{\rho}_{1,0} - \hat{\rho}_{1,1} a_2^\dagger) \quad (2.22h)
\]
\[
[L_0 - (\frac{\Gamma_2}{2} + \Gamma_1) - i\omega_2] (\hat{\rho}_{1,1}) \simeq i (a_1 \hat{\rho}_{0,1} - \hat{\rho}_{1,1} a_1^\dagger + a_2 \hat{\rho}_{1,0}) \quad (2.22i)
\]
\[
[L_0 - (\Gamma_1 + \Gamma_2)] (\hat{\rho}_{1,1}) = i (a_1 \hat{\rho}_{0,1} - \hat{\rho}_{1,1} a_1^\dagger + a_2 \hat{\rho}_{1,0} - \hat{\rho}_{1,1} a_2^\dagger). \quad (2.22j)
\]

In a similar way, \( \langle \hat{\rho}_{0,0} \rangle \) is the eigenvector with zero eigenvalue for \( \mathcal{L}_0 \) and corresponds to the steady state of the system without any coupling to the sensors. The solutions
for the matrices, in analogy to those in Eq. (2.15), are the following:

\[
\begin{align*}
|\tilde{\rho}^{0,0}_{0,0}\rangle & \simeq \frac{i\alpha_1 |\tilde{\rho}^{0,0}_{0,0}\rangle}{\mathcal{L}_0 - (i\omega_1 + \Gamma_1/2)\mathbb{1}}, \\
|\tilde{\rho}^{0,0}_{0,1}\rangle & \simeq \frac{i\alpha_2 |\tilde{\rho}^{0,0}_{0,0}\rangle}{\mathcal{L}_0 - (i\omega_2 + \Gamma_2/2)\mathbb{1}}, \\
|\tilde{\rho}^{1,0}_{1,0}\rangle & \simeq \frac{i (a_1 |\tilde{\rho}^{1,0}_{1,0}\rangle - |\tilde{\rho}^{0,0}_{1,0}\rangle a_1^\dagger)}{\mathcal{L}_0 - \Gamma_1 \mathbb{1}}, \\
|\tilde{\rho}^{0,1}_{0,1}\rangle & \simeq \frac{i (a_2 |\tilde{\rho}^{0,1}_{0,1}\rangle - |\tilde{\rho}^{0,0}_{0,1}\rangle a_2^\dagger)}{\mathcal{L}_0 - \Gamma_2 \mathbb{1}}, \\
|\tilde{\rho}^{0,1}_{1,1}\rangle & \simeq \frac{i (a_1 |\tilde{\rho}^{1,1}_{0,1}\rangle - |\tilde{\rho}^{0,0}_{1,1}\rangle a_1^\dagger)}{\mathcal{L}_0 - \Gamma_1 \mathbb{1}}, \\
|\tilde{\rho}^{1,1}_{1,1}\rangle & = \frac{i (a_1 |\tilde{\rho}^{1,1}_{0,1}\rangle - |\tilde{\rho}^{0,0}_{1,1}\rangle a_1^\dagger + a_2 |\tilde{\rho}^{1,1}_{0,0}\rangle - |\tilde{\rho}^{1,0}_{1,1}\rangle a_2^\dagger)}{\mathcal{L}_0 - (\Gamma_1 + \Gamma_2) \mathbb{1}}.
\end{align*}
\] (2.23)

Our derivation agrees with previous results [125], in fact, if we replace Eqs. (2.23) in Eq. (2.20), it is possible to find an analytical expression comparable to that presented in [125] for the two-photon spectrum at zero time delay.

The coupled set of equations in Eq. (2.23) and, in particular, the compact form obtained for the relevant matrix $\tilde{\rho}^{1,1}_{1,1}$ in Eq. (2.23), give some insight into the physical meaning of measuring the second order correlations through the sensors weakly coupled to the system. The sensors populations (given by $\text{Tr}[\tilde{\rho}^{1,1}_{1,1}]$) contain the action of the emission operators on “auxiliary conditional states”, in particular $a_1$ on $\tilde{\rho}^{0,1}_{0,1}$ and $a_2$ on $\tilde{\rho}^{1,1}_{0,0}$. These “auxiliary conditional states” carry information about the correlations between the transitions of the system steady state $\tilde{\rho}^{0,0}_{0,0}$, probed at frequencies $\omega_1$ and $\omega_2$.

### 2.3.3 $M > 2$: numerical procedure to compute zero time delay correlations at higher orders

Our method allows also to compute photon correlations at zero time delay of orders higher than the second, providing a compact form of the hierarchical set of equations. The first step is to write the general steady state for the system-plus-sensors in an
The analogous form of Eqs. (2.6) and (2.19):

\[ \hat{\rho}_{ss} = \sum_{j_1, j_1', \ldots, j_M, j_M'} \hat{\rho}_{j_1 \cdots j_M / j_1' \cdots j_M'} (\phi_{j_1 j_1' \cdots j_M}) \otimes |j_1 \rangle \otimes \cdots \otimes |j_M \rangle \langle j_M' |. \]  

(2.24)

where \( \{j_m, j'_m\} \) are counters over the state of sensor \( m \) and

\[ \hat{\rho}_{j_1 \cdots j_M / j_1' \cdots j_M'} = \langle j_1 \cdots j_M | \hat{\rho}_{ss} | j_1' \cdots j_M' \rangle. \]

The \( M \)th order photon-coincidence at \( \tau = 0 \) is given in terms of the trace of matrix with \( j_m = j'_m = 1 \) for all \( m \) as follows:

\[ S^{(M)}_{\Gamma_1 \cdots \Gamma_M} (\omega_1, \ldots, \omega_m, \ldots, \omega_M) = \frac{\Gamma_1 \cdots \Gamma_m \cdots \Gamma_M}{(2\pi)^M} \text{Tr} \left[ \tilde{\rho}_{1 \cdots 1} \right]. \]

(2.25)

The power spectrum for each sensor \( m \), instead, is given by the trace of the matrix with \( j_m = j'_m = 1 \) for \( m \) and \( j_y = j'_y = 0 \) from \( y \neq m \):

\[ S^{(1)}_{\Gamma_m} (\omega_m) = \frac{\Gamma_m}{2\pi} \text{Tr} \left[ \tilde{\rho}_{0 \cdots 0} \right]. \]

(2.26)

where \( \tilde{\rho}^{j_1 \cdots j_M / j_1' \cdots j_M'} = \tilde{\rho}^{j_1 \cdots j_m / j_1' \cdots j_M} / j_1 + j_1' + \cdots + j_m + j_m' + j_M'. \) The matrices \( \tilde{\rho}^{j_1 \cdots j_M / j_1' \cdots j_M'} \) satisfy the following general equation in the steady state \( \mathcal{L}(\hat{\rho}_{ss}) = 0 \):

\[ \mathcal{L} - \sum_{m=1}^{M} \left\{ (j_m + j'_m)\Gamma_m / 2 + (j_m - j'_m)i\omega_m \right\} \tilde{\rho}^{j_1 \cdots j_M / j_1' \cdots j_M'} = i \sum_{m=1}^{M} \left[ \delta_{j_m, 1} a_m \tilde{\rho}^{j_1 \cdots j_m / (1 - \delta_{j_m, 1}) \cdots j_M'} - \delta_{j'_m, 1} a_m \tilde{\rho}^{(1 - \delta_{j_m, 1}) \cdots j_M' / j_1' \cdots j_M} \right], \]

(2.27)

where \( \delta_u, v \) is the Kronecker delta function, equal to zero if \( u \neq v \) or 1 if \( u = v \). The starting point to derive Eq.(2.27) is to see that in Eq.(2.24), the \( M \)th order photon correlation at zero time delay for the emitter-plus-\( M \) sensors system depends on the rescaled matrix \( \tilde{\rho}_{1 \cdots 1} = \langle 1_1, \ldots, 1_M | \hat{\rho}_{ss} | 1_1, \ldots, 1_M \rangle. \) This matrix can be obtained solving the equation for the steady state \( \mathcal{L}(\hat{\rho}_{ss}) = 0 \) which can be written in analogy to Eq.(2.11):

\[ \mathcal{L}(\hat{\rho}_{ss}) = \sum_{j_1, j'_1 \cdots j_M, j_M'} \hat{B}_{j_1' \cdots j_M / j_1 \cdots j_M} (\phi_{j_1 j_1' \cdots j_M}) \otimes |j_1 \rangle \otimes \cdots \otimes |j_m \rangle \otimes |j_M \rangle \langle j_1' | \cdots \otimes |j_M' \rangle = 0. \]

(2.28)
The hierarchy of equations satisfying $\hat{B}^{j_1 \cdots j_M} = 0$ can be derived using the approximation that neglects the down coupling, as previously explained. This leads to a set satisfied by the matrices $\tilde{\rho}^{j_1 \cdots j_M}$. A careful look at the expressions in Eq.(2.14) and Eq.(2.22) allows to derive a general form for such a set. Let us indicate with $J = j_1 + j_1' + \cdots + j_m + j_m' \cdots + j_M + j_M'$ the sum of all matrix indices. For $J = 0$ the solution is simply given by $\mathcal{L}_0 \left( \tilde{\rho}^{0 \cdots 0} \right) \sim 0$. More in general, the form for the left hand side terms for each equation is given by

$$\left[ \mathcal{L}_0 - \sum_{m=1}^{M} \{(j_m + j_m')\Gamma_m/2 + (j_m - j_m')\hat{i}\omega_m \} \right] \tilde{\rho}^{j_1 \cdots j_M} = 0. \quad (2.29)$$

This term represents the evolution under the Liouvillian of the emitter and the decay and phase evolution of the sensors. Each matrix with $J \geq 1$ is coupled only to matrices with $J - 1$. Therefore the solution of the $J = 2M$ matrix $\tilde{\rho}_{1 \cdots 1}$ contains only matrices with $J = 2M - 1$ and so on (cf. Eq.(2.22)). The total number of tier-below matrices required equals $J$ and each of these matrices differs only in one index $j_m$ or $j_m'$, which will be 0 rather than unity. Let us call this tier-below matrices $\tilde{\rho}^{j_1 \cdots j_m \ell_m \cdots j_M}$.

The matrix that differs in the $m$th component such that $j_m = 1$ and $\ell_m = 0$, with all others equal, will add a term of the form $i\alpha_m \tilde{\rho}^{j_1 \cdots j_m \ell_m \cdots j_M}$. Likewise, if $j_m' = 1$ but $\ell_m' = 0$ and $\ell_y = j_y$ and $\ell_y = j_y$ for $y \neq m$, we have a contribution of the form $-i\beta_m \tilde{\rho}^{j_1 \cdots j_m = 0 \cdots j_M}$ $a_m$. Therefore, the right-hand side term, to which Eq.(2.29) is approximated to, will be of the form:

$$\sum_{m=1}^{M} \delta_{j_m,1} \alpha_m \tilde{\rho}^{j_1 \cdots j_m' \cdots j_M} - \delta_{j_m',1} \beta_m \tilde{\rho}^{j_1 \cdots j_M(1-\delta_{j_m',1}) \cdots j_M} a_m \quad (2.30)$$

where $\delta_{u,v}$ is the Kronecker delta function, equal to zero if $u \neq v$ or unity if $u = v$.

The importance of this result lies in the fact that it depends only on the Liouvillian $\mathcal{L}_0$ of the emitting system and, therefore, allows for computation of the frequency-filtered multi-photon correlations that scale efficiently with the dimension of the emitter Hilbert space. This represents an important advantage for quantum emitters where the dimension of the Hilbert space is large, such as multi-chromophoric complexes [45]. Moreover, although we have supposed a Lindblad form for $\mathcal{L}_0$ (see Eq.(2.2)), the expression in Eq.(2.27) does not explicitly depend on this assumption. In the Supplemental Material of [46] it was shown the equivalence between the sensor method and the integral method within systems undergoing
Markovian dynamics, where the quantum regression theorem is applicable. However, a proof of this equivalence beyond the Markovian and quantum regression restriction would allow to use our result in Eq. (2.27) for open quantum systems undergoing non-Markovian dynamics.

2.4 Frequency-filtered correlations at finite delay time

For the calculation of the photon correlation functions at finite time delay we will use time-dependent perturbation theory, focusing on the second order correlation $g^{(2)}_{\Gamma_1\Gamma_2}(\omega_1, T; \omega_2, T + \tau)$. In the steady state $\hat{\rho}_{ss}$ there is no explicit dependence on time $T$, hence the photon correlation can be rewritten as $g^{(2)}_{\Gamma_1\Gamma_2}(\omega_1, \omega_2, \tau)$. In terms of the sensor operators, it becomes

$$g^{(2)}_{\Gamma_1\Gamma_2}(\omega_1, \omega_2, \tau) = \frac{S^{(2)}_{\Gamma_1\Gamma_2}(\omega_1, \omega_2, \tau)}{S^{(1)}_{\Gamma_1}(\omega_1) S^{(1)}_{\Gamma_2}(\omega_2)},$$

(2.31)

where the numerator has the form

$$S^{(2)}_{\Gamma_1\Gamma_2}(\omega_1, \omega_2, \tau) = \frac{\Gamma_1 \Gamma_2}{(2\pi)^2 \epsilon^4} \langle \varsigma_1^\dagger \varsigma_2^\dagger(\tau) \varsigma_2(\tau) \varsigma_1 \rangle$$

(2.32)

and the functions in the denominator are given in Eq. (2.21). To obtain our result, we start from correlations in Eq. (2.32) at positive times $\tau > 0$, meaning that sensor 1 records the first detection, followed by sensor 2 that does the same after a time $\tau$. Here the normal time ordering is of crucial importance as the sensor operators do not commute at different times. Correlations for negative times $\tau < 0$ can be recovered by exchanging $\varsigma_1 \rightarrow \varsigma_2$ and $\varsigma_2(\tau) \rightarrow \varsigma_1(\tau)$. In Liouville space the correlation function in Eq. (2.32) can be expressed as

$$\langle \varsigma_1^\dagger \varsigma_2^\dagger(\tau) \varsigma_2(\tau) \varsigma_1 \rangle = \text{Tr} \{ \varsigma_2^\dagger \varsigma_2 \mathcal{G}(\tau) \varsigma_1 \hat{\rho}_{ss} \varsigma_1^\dagger \}$$

$$\equiv \langle \langle \varsigma_2^\dagger \varsigma_2 \mathcal{G}(\tau) \varsigma_1 \hat{\rho}_{ss} \varsigma_1^\dagger \rangle \rangle,$$

(2.33)

where $\mathcal{G}(\tau) = \exp(\mathcal{L}\tau)$ is the time propagator operator for the entire system including the sensors, and $\mathcal{L}$ is given in Eq. (2.1). The term $\varsigma_1 \hat{\rho}_{ss} \varsigma_1^\dagger$ represents the initial condition, where sensor 1 detects a photon, decaying then to its ground state and leaving the emitter and sensor 2 in a joint “conditional state” of the form:
\[ \hat{\rho}(0) = \varsigma_1 \hat{\rho}_{ss} \varsigma_1^\dagger = \sum_{j_2,j'_2=0,1} \hat{\rho}_{1,j_2}^{1,j'_2} \otimes |j_2\rangle \langle j'_2| \otimes |0\rangle \langle 1|. \]  

(2.34)

Notice that \( \hat{\rho}(0) \) is not normalised but has a trace equal to \( \langle \varsigma_1^\dagger \varsigma_1 \rangle \). We can define

\[ |\hat{\rho}(\tau)\rangle\rangle = G(\tau)|\hat{\rho}(0)\rangle\rangle \]

with initial condition \( |\hat{\rho}(0)\rangle\rangle = |\varsigma_1^\dagger \hat{\rho}_{ss} \varsigma_1\rangle\rangle \). In principle, it would be possible to compute this explicit time-propagation. As sensor 1 is in the ground state, only the interaction Hamiltonian with sensor 2, \( H_{e,2} = \epsilon (a_2 \varsigma_2^\dagger + a_2^\dagger \varsigma_2) \), affects the dynamics of the whole system, requiring in any case a test for convergence in \( \epsilon \). However, since the regime under study considers a small value of the coupling parameter \( \epsilon \), it is possible to analyse such dynamics by using time-dependent perturbation theory with respect to \( H_{e,2} \). Therefore, we expand \( |\hat{\rho}(\tau)\rangle\rangle \) as in [92]

\[ |\hat{\rho}(\tau)\rangle\rangle = |\hat{\rho}^{(0)}(\tau)\rangle\rangle + |\hat{\rho}^{(1)}(\tau)\rangle\rangle + |\hat{\rho}^{(2)}(\tau)\rangle\rangle + \ldots \]  

(2.36)

The zeroth order term corresponds to the dynamics where no interactions happen, that is:

\[ |\hat{\rho}^{(0)}(\tau)\rangle\rangle = G_0(\tau)|\hat{\rho}(0)\rangle\rangle, \]

(2.37)

with \( G_0(\tau) = \exp([\mathcal{L}_0 + \mathcal{L}_1 + \mathcal{L}_2]t) \) and \( \mathcal{L}_0, \mathcal{L}_1 \) and \( \mathcal{L}_2 \) as in Eqs. (2.2) and (2.3). Given the initial condition expressed above, sensor 1 (2) does not contribute to the dynamics for \( \tau > 0 \) (\( \tau < 0 \)), hence can be traced over. The \( k \)th order solution implies \( k \) interactions with \( H_{e,2} \), but time propagation occurs only in terms of \( G_0(\tau) \):

\[ |\hat{\rho}^{(k)}(\tau)\rangle\rangle = -i \int_0^\tau dt H_{e,2}^* G_0(\tau - t)|\hat{\rho}^{(k-1)}(t)\rangle\rangle, \]

(2.38)

where \( H_{e,2}^* \rho \rangle\rangle = [H_{e,2}, \rho] \) indicates a commutator in Liouville space. At this point it is appropriate to notice that the initial condition \( \hat{\rho}(0) \) contains \( \hat{\rho}_{1,j_2}^{1,j'_2} \) which has terms of order \( \epsilon^{2+j_2+j'_2} \), that is, from \( \epsilon^2 \) up to \( \epsilon^4 \). This leads to the conclusion that for the computation of the second order correlation function it is sufficient to consider only terms up to second order in the perturbation theory, because two
interactions will bring terms of order $\epsilon^4$ or higher. In fact, third order perturbation theory would produce terms of order $\epsilon^5$ or higher, which are negligible by our weak coupling assumption. To clarify even more, for example, to compute the 3rd order correlation function in a three sensors system, $\hat{\rho}(0)$ would have terms of order $\epsilon^2$ up to order $\epsilon^6$, hence we would need to go up to the 4th order in the time dependent perturbation theory, in order to have four interactions carrying a factor $\epsilon^4$.

The time-resolved photon correlation can thus be written as

$$\langle \varsigma_1^\dagger \varsigma_2(\tau) \varsigma_2(\tau) \varsigma_1 \rangle = \langle \langle \varsigma_2^\dagger \varsigma_2 | \hat{\rho}(\tau) \rangle \rangle = I_0(\tau) + I_1(\tau) + I_2(\tau), \quad (2.39)$$

where $I_k(\tau) = \langle \langle \varsigma_2^\dagger \varsigma_2 | \hat{\rho}^{(k)}(\tau) \rangle \rangle = \text{Tr} \{ \varsigma_2^\dagger \varsigma_2 \hat{\rho}^{(k)}(\tau) \}$.

The zeroth order term becomes:

$$I_0(\tau) = \langle \langle n_2 | G_0(\tau) \hat{\rho}(0) \rangle \rangle = e^{-\Gamma_2 \tau} \text{Tr} \{ \rho_{1,1}^{(1)} \}, \quad (2.40)$$

which simplifies to $I_0(\tau) = \text{exp}(\langle \langle n_2 | G_0(\tau) \hat{\rho}(0) \rangle \rangle)$. It is peculiar to observe that this term contains the same information as $g^{(2)}_{\Gamma_1 \Gamma_2}(0)$ at zero time delay (see Eqs.(2.17) and (2.20)), while the exponential function is connected to the uncertainty in detection time and does not give any information about the emitting system dynamics.

The following term, coming from the first order perturbation theory, reads as:

$$I_1(\tau) = -i \int_0^\tau dt_1 \langle \langle n_2 | G_0(\tau - t_1) H_{c,2} G_0(t_1) \hat{\rho}(0) \rangle \rangle. \quad (2.41)$$

We proceed considering first the action of $G_0(\tau-t_1)$ to the left, which gives $\langle \langle n_2 | G_0(\tau-t_1) \rangle \rangle = \langle \langle n_2 | \text{exp}[-\Gamma_2(\tau-t_1)] \rangle \rangle$. To the right the elements that give contribution are $a_2 \hat{\rho}^{1,1}_{1,0}(t_1) \text{exp}[-(\Gamma_2/2 + i\omega_2)t_1]$ and $\hat{\rho}^{1,0}_{1,1}(t_1) a_2^\dagger \text{exp}[-(\Gamma_2/2 - i\omega_2)t_1]$, with

$$|\hat{\rho}^{1,j_2}_{1,j_2'}(t)) \rangle \rangle \equiv \Theta(t) \text{exp}(L_0 t) |\hat{\rho}^{1,j_2}_{1,j_2'}(0)) \rangle \rangle$$

defined through the evolution of the system only. But these two terms are complex conjugates, therefore it is possible to express them in the form:

$$I_1(\tau) = 2\epsilon \text{Im} \left( \int_0^\tau dt_1 e^{-\Gamma_2(\tau-t_1/2)+i\omega_2 t_1} \text{Tr} [a_2 \hat{\rho}^{1,1}_{1,0}(t_1)] \right). \quad (2.42)$$
This is essentially a finite time Laplace transform of a complex number. Here the density matrix $\hat{\rho}_{1,0}^{1,1}(t_1)$ evolves under the action of Liouvillian $\mathcal{L}_0$.

Finally, the second order term, $I_2(\tau)$, takes the form:

$$ I_2(\tau) = -\int_0^\tau dt_2 \int_0^{t_2} dt_1 \langle \langle n_2 | G_0(\tau - t_2) H_{e,2}^\dagger G_0(t_2 - t_1) H_{e,2} G_0(t_1) | 0 \rangle \rangle . \quad (2.43) $$

Since there are two interactions involved, both $\hat{\rho}_{1,0}^{1,0} \otimes |0_2\rangle \langle 0_2|$ and $\hat{\rho}_{1,1}^{1,1} \otimes |1_2\rangle \langle 1_2|$ terms can contribute. However, $\text{Tr}[\hat{\rho}_{1,1}^{1,1}] \ll \text{Tr}[\hat{\rho}_{1,0}^{1,0}]$, therefore we have to consider only $\hat{\rho}_{1,0}^{1,0} \otimes |0_2\rangle \langle 0_2|$ in our initial condition. The second order contribution therefore becomes:

$$ I_2(\tau) = -\epsilon^2 \int_0^\tau dt_2 \int_0^{t_2} dt_1 e^{-\Gamma_2 (\tau - t_2)} \langle \langle n_2 | a_{2\downarrow} G_0(t_2 - t_1) a_{2\downarrow} G_0(t_1) | 0 \rangle \rangle + h.c. $$

$$ = -2\epsilon^2 \text{Re} \int_0^\tau dt_2 \int_0^{t_2} dt_1 e^{-\Gamma_2 (\tau - (t_2 + t_1)/2) + i\omega_2 (t_2 - t_1)} \text{Tr} \{ a_2(t_2 - t_1) \hat{\rho}_{1,0}^{1,0}(t_1) a_2^\dagger \} , \quad (2.44) $$

where $h.c.$ indicates the Hermitian conjugate, $\hat{O} | \rho \rangle \equiv \hat{O} \hat{\rho}$ and $\hat{O}^\dagger | \rho \rangle \equiv \hat{\rho} \hat{O}$. $a_2(t)$ is written in the Heisenberg picture and represents the time dependent operator, evolving through the adjoint of $\mathcal{L}_0$. The double integral is numerically more complex but can be solved.

Eq.(2.32) for the time-resolved photon correlations becomes

$$ S_{\Gamma_1,\Gamma_2}^{(2)}(\omega_1, \omega_2, \tau > 0) = \frac{\Gamma_1 \Gamma_2}{(2\pi)^2 \epsilon^4} [I_0(\tau) + I_1(\tau) + I_2(\tau)] . \quad (2.45) $$

Notice that $I_0(\tau)$, $I_1(\tau)$ and $I_2(\tau)$ will all feature a prefactor $\epsilon^4$. Therefore, the $\epsilon$ dependence in Eq.(2.45) cancels out algebraically, as expected. The time-resolved photon-coincidence can therefore be written as:

$$ S_{\Gamma_1,\Gamma_2}^{(2)}(\omega_1, \omega_2, \tau > 0) = \frac{\Gamma_1 \Gamma_2}{(2\pi)^2} \left[ \tilde{I}_0(\tau) + \tilde{I}_1(\tau) + \tilde{I}_2(\tau) \right] , \quad (2.46) $$

with $\tilde{I}_k(\tau) = \epsilon^{-4} I_k(\tau)$ the $k$th order term, which requires $k$ interactions with the coupling Hamiltonian $H_{e,2}$. The final expression for the second-order correlation at a finite time delay reads:
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\begin{equation}
\begin{aligned}
g_{(2)}^{(1)}(\omega_1, \omega_2, \tau > 0) = \frac{\tilde{I}_0(\tau) + \tilde{I}_1(\tau) + \tilde{I}_2(\tau)}{\langle \tilde{n}_1 \rangle \langle \tilde{n}_2 \rangle}
\end{aligned}
\end{equation}

with \( \langle \tilde{n}_1 \rangle = \text{Tr} \left[ \tilde{\hat{\rho}}_{1,0} \right] \) and \( \langle \tilde{n}_2 \rangle = \text{Tr} \left[ \tilde{\hat{\rho}}_{0,1} \right] \).

The correlation for \( \tau < 0 \) is obtained by taking \( \hat{\rho}(0) = s_2 \hat{\rho}_{ss} s_2^\dagger \) and doing time-dependent perturbation theory with respect to \( H_{e,1} \). This results in making the replacements \( \Gamma_2 \rightarrow \Gamma_1, \omega_2 \rightarrow \omega_1, a_2 \rightarrow a_1, \hat{\rho}_{1,1}^{1,1}(t_1) \rightarrow \hat{\rho}_{0,1}^{1,1}(t_1), \) and \( \hat{\rho}_{1,0}^{1,0}(t_1) \rightarrow \hat{\rho}_{0,1}^{0,1}(t_1) \) in Eqs.(2.40), (2.42) and (2.44).

At this point it is relevant to underline that, in general, the time-resolved two-photon coincidence can show time asymmetry if the two frequencies detected are different from each other (\( \omega_1 \neq \omega_2 \)), even in the case \( a_1 = a_2 \). This can be seen in the definition of \( I_1 \) in Eq.(2.42) and \( I_2 \) in Eq.(2.44): both contributions have exponentials in their integrands, depending on \( \omega_2 \) or \( \omega_1 \) for positive or negative times, respectively.

Instead, symmetric time-resolved correlation functions are expected whenever we are in presence of identical system emission operators (\( a_1 = a_2 \)), identical frequencies (\( \omega_1 = \omega_2 \)) and identical sensor decay rates (\( \Gamma_1 = \Gamma_2 \)).

Finally, we want to bring to the attention that the perturbative method used to obtain the second order time-dependent correlation can also be applied in the calculation of higher-order photon correlations when only one sensor has a time delayed detection, i.e. \( g_{(M)}^{(1)}(\omega_1, ..., \omega_m, \tau, ..., \omega_M) \). However, the generalisation to multiple time delays is more complex. For instance, computation of the 3rd order correlations for different delay times implies the application of second-order perturbation theory with respect to the interactions with sensors 2 and 3, \( H_{e,2} \) and \( H_{e,3} \) respectively, but at different times during the evolution. This implies to solve a four dimensional numerical integration. In this case it is more efficient to compute the auxiliary matrices that define the steady state (see Eq.(2.27)) and propagate in time without perturbation.

### 2.4.1 Behaviours at short time delays

Now we want to analyse the behaviour at short time delay regime. Regarding the first order contribution, as mentioned above, we have:

\begin{equation}
\tilde{I}_0(\tau) \propto e^{-\Gamma_2 \tau} \quad \text{for all } \tau \geq 0
\end{equation}

meaning that the time dependence simply captures the uncertainty in the detection.
As for the other two contributions, when $\tau$ is smaller than any relevant system timescale, to lowest order, we obtain:

\begin{align}
\tilde{I}_1(\tau) &\sim 2\tau \text{Im}(\text{Tr}[a_2\tilde{\rho}_{1,0}^{1,1}]) \\
\tilde{I}_2(\tau) &\sim \tau^2 \text{Re}(\text{Tr}[a_2\tilde{\rho}_{1,0}^{1,0}a_2])
\end{align}

(2.49)

for $\tau \geq 0$. Here, the most interesting information is given by the short time behaviour of $\tilde{I}_2(\tau)$. In this term, after a first iteration with $H_{e,2}$ (see Eq. (2.43)), the system evolves in time, thus its short-time behaviour can involve contributions from coherent dynamics inside the excited manifold of the system under scrutiny. Indeed, the proportionality of $\tilde{I}_2(\tau)$ to $\tau^2$ hints that quantum speed-up processes can be captured by this function [127].

For $\tau < 0$, sensors detect photons in the opposite way (sensor 2 detects the first photon, followed by the detection of another photon from sensor 1 after a time $\tau$), then we have:

\begin{align}
\tilde{I}_1(\tau) &\sim 2\tau \text{Im}(\text{Tr}[a_1\tilde{\rho}_{0,1}^{1,1}]) \\
\tilde{I}_2(\tau) &\sim \tau^2 \text{Re}(\text{Tr}[a_1\tilde{\rho}_{0,1}^{0,1}a_1])
\end{align}

(2.50)

Generally, $\text{Re}(\text{Tr}[a_1\tilde{\rho}_{0,1}^{0,1}a_1]) \neq \text{Re}(\text{Tr}[a_2\tilde{\rho}_{1,0}^{1,1}])$ and analogously $\text{Im}(\text{Tr}[a_2\tilde{\rho}_{1,0}^{1,1}]) \neq \text{Im}(\text{Tr}[a_1\tilde{\rho}_{0,1}^{1,1}])$. Therefore, we expect an asymmetry in $g^{(2)}_{\Gamma_1,\Gamma_2}(\omega_1, \omega_2, \tau)$ for positive and negative $\tau$, even when $a_1 = a_2$.

### 2.4.2 Behaviours at large time delays

We now examine the contributions $\tilde{I}_1(\tau)$ and $\tilde{I}_2(\tau)$ in the case of $\tau$ large with respect to the emitter or sensor linewidth timescales. We indicate with $\gamma_{\text{sys}}$ the largest emitter decay rate linked to the field operator $a_2$.

In the regime of $\gamma_{\text{sys}} \gg \Gamma_2$ and $\tau\gamma_{\text{sys}} \gg 1$, we can make the approximation

$$
\tilde{I}_1(\tau) \sim 2e^{-\Gamma_2\tau} \text{Im}\left(\int_0^\infty dt_1 e^{+\Gamma_2 t_1/2 + i\omega_2 t_1} \text{Tr}[a_2\tilde{\rho}_{1,0}^{1,1}(t_1)]\right).
$$

(2.51)

This integral is now independent of $\tau$ and can be identified as the infinite Laplace transform $F(s)$ of $\text{Tr}[a_2\tilde{\rho}_{1,0}^{1,1}(t_1)]$ and $s = \Gamma_2/2 + i\omega_2$, i.e. $\tilde{I}_1(\tau) \sim 2e^{-\Gamma_2\tau} \text{Im}\{F(\Gamma_2/2 + i\omega_2)\}$, thus time dependence is only due to uncertainty in the detection time. Since $I_1(0) = 0$, the contribution $\tilde{I}_2(\tau)$ undergoes an initial rise, followed by an exponential decay.
On the other hand, if $\gamma_{\text{sys}} \ll \Gamma_2$, $\tilde{\rho}_{1,0}^{(2)}(t)$ can be approximated as having a single dominant coherent transition frequency $\omega_{\text{sys}}$, namely $\tilde{\rho}_{1,0}^{(2)}(t) \simeq \exp(+\gamma_{\text{sys}} t - i\omega_{\text{sys}} t) \tilde{\rho}_{1,0}^{(1)}(0)$, and slowly varying. Defining $\tilde{t}_1 = \tau - t_1$, it is possible to write

$$
\tilde{I}_1(\tau) = 2 \text{Im} \left( \int_0^\tau d\tilde{t}_1 e^{-\Gamma_2(\tilde{t}_1+\tau)/2+i\omega(\tilde{t}_1-\tau)} \text{Tr}[a_2 \tilde{\rho}_{1,0}^{(2)}(\tau - \tilde{t}_1)] \right) \quad (2.52)
$$

$$
\simeq 2 \text{Im} \left( \frac{e^{-(\Gamma_2+\gamma_{\text{sys}})\tau/2} - e^{-\Gamma_2\tau}}{(\Gamma_2 - \gamma_{\text{sys}})/2 + i(\omega_2 - \omega_{\text{sys}})} \text{Tr}[a_2 \tilde{\rho}_{1,0}^{(2)}(\tau)] \right), \quad (2.53)
$$

where, by assumption, the dominant term is the numerator of the fraction resulting in a damped oscillatory function. The approximation of a single frequency cannot be applied when the sensor linewidth is smaller than the emission spectrum.

We expect $g_{1,2}^{(2)}(\omega_1, \omega_2, \tau) \to 1$ when $\Gamma_2 \tau \gg 1$ and $\gamma_{\text{sys}} \tau \gg 1$. Since $\tilde{I}_0(\tau)$ and $\tilde{I}_1(\tau)$ decay exponentially in this regime, $\tilde{I}_2(\tau)$ has to tend to a constant value. To see this, it is possible to rewrite $\tilde{I}_2$ in terms of $\tilde{t}_1 = \tau - (t_2 + t_1)/2$ and $\tilde{t}_2 = t_2 - t_1$ as

$$
\tilde{I}_2(\tau) = 2\text{Re} \int_0^\tau d\tilde{t}_2 \int_0^{\tau-\tilde{t}_2/2} d\tilde{t}_1 e^{-\Gamma_2 \tilde{t}_1 + i\omega \tilde{t}_2} \text{Tr}[a_2(\tilde{t}_2) \tilde{\rho}_{1,0}^{(2)}(\tau - \tilde{t}_1)(\tilde{t}_1+\tilde{t}_2)/2) a_2^\dagger]. \quad (2.54)
$$

As $\tau \to \infty$, $\tilde{\rho}_{1,0}^{(2)}(\tau)$ will approach the form of the original steady state for the emitter, therefore it is possible to write $\tilde{\rho}_{1,0}^{(2)}(\tau - t_1/2 - \tilde{t}_2) \to \langle \tilde{n}_1 \rangle \tilde{\rho}_{0,0}^{(2)} - \Delta \tilde{\rho}_{ss}(\tau - t_1/2 - \tilde{t}_2)$. The trace of the difference term $\Delta \tilde{\rho}_{ss}$ is expected to be exponentially small when $\tau \to \infty$, and the variation in terms of $\tilde{t}_1$ and $\tilde{t}_2$ to be slow enough to be neglected. Therefore the integral over $\tilde{t}_1$ can be taken to obtain

$$
\tilde{I}_2(\tau) \sim \frac{2 \langle \tilde{n}_1 \rangle}{\Gamma_2} \text{Re} \int_0^\tau d\tilde{t}_2 \left( 1 - e^{-\Gamma_2(\tau - \tilde{t}_2/2)} \right) e^{-\tilde{t}_2} \text{Tr} \left[ a_2(\tilde{t}_2) \left( \tilde{\rho}_{0,0}^{(2)} - \Delta \tilde{\rho}_{ss}(\tau - \tilde{t}_2/2) \right) a_2^\dagger \right]. \quad (2.55)
$$

Taking the integral over $\tilde{t}_2$ to infinity (assuming $\gamma_{\text{sys}} \tau \gg 1$), the term dependent on $\tilde{\rho}_{0,0}^{(2)}$ will tend to $\langle \tilde{n}_1 \rangle \langle \tilde{n}_2 \rangle$ and the remainder term, which is a function of $\Delta \tilde{\rho}_{ss}(\tau - \tilde{t}_2/2)$, will tend to zero, giving $g_{1,2}^{(2)}(\omega_1, \omega_2, \tau) \to 1$. Assuming $\Delta \tilde{\rho}_{ss}(t)$ does not have rapidly oscillating components, we expect Eq.(2.55) to be a good general approximation for a wide range of $\tau$. 
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2.5 Consistency check about the equivalence of the sensor and the integral methods

As part of this project, we also wanted to carry out a consistency check concerning the equivalence between the original sensor method and the integral method. Therefore, before applying our procedure to compute frequency-filtered and time-resolved photon correlations to a biological toy model, we wish to underline the reasons why the normal and time ordering in Eq.(2.32) are essential to guarantee physical results.

We start considering Eq.(42) in the Supplement Material of Ref. [46,47]:

\[ \partial_\tau \langle n_1(0)n_2(\tau) \rangle = -\Gamma_2 \langle n_1(0)n_2(\tau) \rangle + 2 \text{Re}[ie_2 \langle n_1(0)(\bar{s}_2 a^\dagger)(\tau) \rangle], \quad (2.56) \]

where \( n_j = \zeta_j^\dagger \zeta_j \) is the sensor number operator and \( \langle n_1(0)n_2(\tau) \rangle \equiv \text{Tr}[n_2(\tau)\hat{\rho}_{ss} n_1] \).

The equation written in this way does not contain the normal order of the operators, leading to implausible results, such as negative values in \( g_{11}^{(2)}(\omega_1, \omega_2, \tau) \). To see this, we write the steady state density matrix for the whole emitter-plus-sensors system as in Eq.(2.19). In this way the difference between using or not normally ordered operators becomes immediately evident:

\[ \zeta_1 \hat{\rho}_{ss \zeta_1}^\dagger = \sum_{j_1, j_2 = 0,1} \hat{\rho}_{1,j_2}^{1,j_2} \otimes |j_2\rangle \langle j_2| \otimes |0_1\rangle \langle 0_1| \quad (2.57) \]

\[ \hat{\rho}_{ss \zeta_1}^{\dagger} = \sum_{j_2, j_2' = 0,1} |j_2\rangle \langle j_2'| \otimes \left( \hat{\rho}_{1,j_2}^{1,j_2} \otimes |1_1\rangle \langle 1_1| + \hat{\rho}_{0,j_2'}^{1,j_2} \otimes |0_1\rangle \langle 1_1| \right). \quad (2.58) \]

First of all, it is worth to mention that, even if the two expressions above are different, they have equal traces, i.e. \( \text{Tr}[n_2 \hat{\rho}_{ss} n_1] = \text{Tr}[n_2 \zeta_1 \hat{\rho}_{ss \zeta_1}^\dagger] \), implying that at \( \tau = 0 \) the normal order for computation of the second-order photon counting statistics is not necessary. However, the difference in these expressions does affect the correlations at finite delay times \( \tau \neq 0 \). The second expression, which does not involve the normal order, has the term \( \hat{\rho}_{1,j_2}^{1,j_2} \otimes |1_1\rangle \langle 1_1| \) rather than \( \hat{\rho}_{1,j_2}^{1,j_2} \otimes |0_1\rangle \langle 0_1| \) in the first one. It also contains an additional term \( \hat{\rho}_{0,j_2'}^{1,j_2} \otimes |0_1\rangle \langle 1_1| \), which makes the expression not Hermitian (the Hermitian conjugate term with \( |1_1\rangle \langle 0_1| \) vanishes due to the action of \( n_1 \)).

The effect of this difference appears more visible when we consider the mean value \( \langle n_1(0)n_2(\tau) \rangle \equiv \text{Tr}[n_2(\hat{\rho}_{ss} n_1)(\tau)] \). Indeed, this equation shows that the population of sensor 1 decays exponentially in time with a rate \( \Gamma_1 \). In terms of derivatives in \( \tau \) this implies that the term \( \hat{\rho}_{1,j_2}^{1,j_2} \otimes |J_2\rangle \langle J_2| \) in \( (\hat{\rho}_{ss \zeta_1}^\dagger \hat{\rho}_1^\dagger)(\tau) \) receives an extra factor \( -\Gamma_1 \) when compared to those in \( (\zeta_1 \hat{\rho}_{ss \zeta_1}^\dagger)(\tau) \), which is not included in Eq.(2.56). This already disproves Eq.(2.56).
On the other hand, a similar equation that involves the use of the normal order is valid:

$$\partial_\tau \langle \varsigma_1 (0) n_2 (\tau) \varsigma_1 (0) \rangle = -\Gamma_2 \langle \varsigma_1 (0) n_2 (\tau) \varsigma_1 (0) \rangle + 2 \text{Re} [i \epsilon_2 \langle \varsigma_1 (0) (\varsigma_2 a^\dagger) (\tau) \varsigma_1 (0) \rangle] + O(\epsilon_1^2, \epsilon_2^2) .$$

(2.59)

The solution of this normally ordered derivative in $\tau$ can be obtained starting from a vector similar to $w'[11, \mu_2 \nu_2](\tau)$ given in Eq.(43) in the Supplemental Material of [46,47] but that carries the normal order:

$$\tilde{w}[11, \mu_2 \nu_2](\tau) = \begin{bmatrix} \langle \varsigma_1^\dagger (\varsigma_2^\dagger, \mu_2 \nu_2 \varsigma_2^\dagger \varsigma_2^\dagger a^\dagger \nu \varsigma_2^\dagger \nu^\dagger) \rangle \varsigma_1 (\tau) \\ \langle \varsigma_1^\dagger (\varsigma_2^\dagger, \mu_2 \nu_2 \varsigma_2^\dagger \nu^\dagger) \varsigma_1 (\tau) \rangle \\ \langle \varsigma_1^\dagger (\varsigma_2^\dagger, \mu_2 \nu_2 \varsigma_2^\dagger \nu^\dagger) \varsigma_1 (\tau) \rangle \\ \langle \varsigma_1^\dagger (\varsigma_2^\dagger, \mu_2 \nu_2 \varsigma_2^\dagger \nu^\dagger) \varsigma_1 (\tau) \rangle \\ \vdots \end{bmatrix} .$$

(2.60)

The time derivatives of the elements in $\tilde{w}[11, \mu_2 \nu_2](\tau)$ are of the form

$$\partial_\tau \langle \varsigma_1^\dagger (\varsigma_2^\dagger, \mu_2 \nu_2 \varsigma_2^\dagger \nu^\dagger) \rangle \varsigma_1 (\tau) = \text{Tr}\{(\varsigma_2^\dagger, \mu_2 \nu_2 \varsigma_2^\dagger \nu^\dagger) \varsigma_1 (\tau) \mathcal{L} (\varsigma_1 \rho_{ss} \varsigma_1^\dagger)\} ,$$

(2.61)

where the Liouvillian is defined as previously in Eq.(2.1). More specifically, we would like to obtain an equation when $\mu_2 = 0$ and $\nu_2 = 1$.

Applying the procedure described in the supplemental material of [46,47] or our alternative time-dependent perturbation approach, it is possible to prove that, in the limit $\langle n_{1(2)} \rangle \ll 1$, the solution for the normally ordered correlation is formally identical to Eq. (44) in the Supplemental Material in Ref. [46,47]:

$$\partial_\tau \tilde{w}[11, 01](\tau) = [\mathbf{M} - (i \omega_2 + \Gamma_2 / 2) \mathbb{I}] \tilde{w}[11, 01](\tau) - i \epsilon_2 T_- \tilde{w}[11, 00](\tau) ,$$

(2.62)

where $\mathbf{M}$ is the matrix that controls the dynamics of the emitting system. This means that the normally ordered vector $\tilde{w}[11, \mu_2 \nu_2](\tau)$ (in Eq.(2.60)) obeys exactly the same equations given in the proof in the Supplemental Material [46], according to the clarification presented in the Erratum [47].
2.6 Comparison between results obtained with new and original formalism

At this point we compare the results given by our new formalism with the previous method involving the sensors. To follow this purpose, we consider a prototype biological system, formed of a dimer coupled to a collective vibrational mode, as in Refs [22,34,128]. Our motivation arises from the measurements conducted at ambient temperature that have shown anti-bunching effects in photon counting statistics experiments, both in bichromophoric [129,130] and multi-chromophoric systems [45].

The toy model considered is described by the electronic Hamiltonian given in Eq.(1.61) with \( N = 2 \), where the two sites are also coupled to two vibrational modes of the same frequency, whose Hamiltonian is expressed in Eq.(1.74). This linear coupling between the electronic and vibrational degrees of freedom is given in Eq.(1.78). The introduction of the collective coordinates and the transformation into the exciton basis (explained in detail in Sec.1.4), lead to the form of the Hamiltonian expressed in Eq.(1.81) and here reported for clarity:

\[
H_0 = E \tilde{M} + \frac{\Delta E}{2} \tilde{\sigma}_z + \omega_{\text{vib}} D^\dagger D + \frac{g}{\sqrt{2}} \left( \cos(2\theta) \tilde{\sigma}_z - \sin(2\theta) \tilde{\sigma}_x \right) (D + D^\dagger). \tag{2.63}
\]

All the other operators in the equation above have been previously specified in Sec.1.4.

At this point, following the procedure presented in Sec.1.3.3.2, we consider energy transfer dynamics assuming generators of the Lindblad form as in Eq.(1.50) to describe the system of interest. Since a light-harvesting complex is formed of pigments organised in protein scaffolds, the coupling between them and the surrounding vibrational protein environment has to be taken into account in the dissipation processes. Therefore, as first decoherent term in Eq.(1.50) (\( \mu = 1 \)), we choose a pure dephasing model in the site basis to describe such interaction [131]. We assume that the bath fluctuations at different sites are uncorrelated and that the correlations in the protein environment are independent on the sites, meaning that each chromophore undergoes the same coupling strength \( \gamma_{pd} \) to the bath [16]. Therefore, looking at Eq.(1.50), each site is subject to pure dephasing at a rate \( \gamma_{c1} = \gamma_{pd} \), with jump operator \( c_1 = A_k = |k\rangle\langle k| \), with \( k = 1, 2 \). This term alone would lead to exponential decay of coherences in the density matrix and to an equalisation of populations at long times, corresponding then
to the limit of high temperatures [56]. The simulations here presented were also performed using the Redfield master equation, with dissipator in Eq.(1.34). Since the results obtained were qualitatively very similar to those obtained using the pure dephasing model, we chose to perform all the simulations with this simpler model.

Another dissipator term we take into account in the phenomenological master equation Eq.(1.50) has to do with the phonon modes. Considering the collective mode, one can assume it experiences thermal relaxation with emission ($\mu = 2$ in Eq.(1.50)) and absorption ($\mu = 3$) rates $\gamma_{c2} = \Gamma_{\text{th}}(\eta(\omega_{\text{vib}}) + 1)$ and $\gamma_{c3} = \Gamma_{\text{th}}\eta(\omega_{\text{vib}})$, respectively, and corresponding to jump operators $c_2 = D$ and $c_3 = D^\dagger$. Here $\eta(\omega_{\text{vib}}) = \left(e^{\beta\omega_{\text{vib}}} - 1\right)^{-1}$ is the mean phonon number for the vibrational mode and $\beta = 1/K_BT$ is the thermal energy scale.

Due to the interactions with the zero point fluctuations, the excited vibronic states are characterised by radiative decay processes ($\mu = 4$ in Eq.(1.50)) to the ground state at rate $\gamma_{c4} = \gamma$. To define the form of the jump operator, we denote the vibrational eigenstates of the collective mode operators $D\dagger D$ as $|l\rangle$, where $l = 0, 1, \cdots, L$, with $L$ the maximum number set in the numerical simulation. As a result, the ground electronic-vibrational eigenstates of $H$ (in Eq.(1.81)) can be written as $|G, l\rangle \equiv |G\rangle \otimes |l\rangle$. The excited vibronic eigenstates are indicated as $|F_v\rangle$ and expressed as quantum superpositions of states $|X_i, l\rangle \equiv |X_i\rangle \otimes |l\rangle$ i.e. $|F_v\rangle = \sum_{i,l}^{L} C_i(v) |X_i, l\rangle$. The jump operator describing the emission from the vibronic states takes then the form $c_4 = \sigma_{vl} = |G, l\rangle \langle F_v|$, where $v = 1, \cdots, 2L$ and $l = 0, 1, \cdots, L$.

Finally, the highest energy exciton $|X_1\rangle$ experiences incoherent pumping, which drives the steady state of the system out of equilibrium. The jump operator describing such process is $c_5 = \sigma_{X_1}^\dagger = |X_1\rangle \langle G|$ and it occurs at rate $\gamma_{c5} = P_{X_1}$.

These considerations lead to the following form of the Linblad master equation:

$$
\mathcal{L}_0(\hat{\rho}) = -i [H_0, \hat{\rho}] + \sum_{k=1,2} \frac{\gamma_{pd}}{2} \mathcal{L}_{A_k}(\hat{\rho}) + \frac{\Gamma_{\text{th}}(\eta(\omega_{\text{vib}}) + 1)}{2} \mathcal{L}_D(\hat{\rho})
+ \frac{\Gamma_{\text{th}}\eta(\omega_{\text{vib}})}{2} \mathcal{L}_{D^\dagger}(\hat{\rho})
+ \gamma \sum_{v=1}^{2L} \sum_{l=1}^{L} \mathcal{L}_{\sigma_{vl}}(\hat{\rho})
+ \frac{P_{X_1}}{2} \mathcal{L}_{\sigma_{X_1}^\dagger}(\hat{\rho}),
$$

(2.64)

We now introduce the sensors in the formalism: their bare Hamiltonian is given by Eq.(1.97), while their coupling to the emitting system has the form of Eq.(1.98). Since we couple the sensors to the excitons, we have $a = \sigma_{X_1} + \sigma_{X_2}$. This creates a new system of coupled equations.

90
\[ H_{e,m} = \epsilon \left[ (\sigma_{X_1} + \sigma_{X_2}) \gamma_m^\dagger + (\sigma_{X_1}^\dagger + \sigma_{X_2}^\dagger) \gamma_m \right], \]  

(2.65)

where we have assumed that each sensor is coupled to the emitting system with equal strength \( \epsilon \). In addition, we suppose they have identical linewidths \( \Gamma \), so that the second term for the Liouvillian superoperator in Eq.(2.1) is given by:

\[
\mathcal{L}_I(\hat{\rho}) = \sum_{m=1}^{M} \left( \frac{\Gamma}{2} \mathcal{L}_{\omega_m}(\hat{\rho}) - i [H_m + H_{e,m}, \hat{\rho}] \right).
\]

(2.66)

In the right-hand side of Eqs.(2.64) and (2.66), \( \mathcal{L}_{\omega}(\rho) \) has the expression given in Eq.(1.51).

We analyse a bio-inspired toy model with parameters in Refs. [22, 132], where the energy difference between the sites is \( \Delta \alpha = 1.042 \text{ cm}^{-1} \), while the electronic coupling has value \( V = 92 \text{ cm}^{-1} \) [22]. The average energy of the two excitons is \( E = 18000 \text{ cm}^{-1} \) [132], while the energy difference between them is \( \Delta E = 1.058 \text{ cm}^{-1} \). This energy splitting is of the same order of the vibrational frequency \( \omega_{\text{vib}} = 1.11 \text{ cm}^{-1} \), whilst the thermal energy \( k_B T = 200 \text{ cm}^{-1} \) is comparable to the coupling between the electronic and vibrational degrees of freedom \( g = 267.1 \text{ cm}^{-1} \), but much smaller than \( \omega_{\text{vib}} \). This means that a number of \( L = 4 \) vibrational levels in the collective mode is sufficient to guarantee converged results. Note that in our numerical simulations all wavenumbers are multiplied by \( 2\pi c \), where \( c \) is the speed of light. The value of the electronic pure dephasing is \( \gamma_{pd} = [1 \text{ ps}]^{-1} \). We also consider an enhanced radiative decay rate of \( \gamma = [0.5 \text{ ns}]^{-1} \) and a pumping rate \( P_{X_1} = [0.6 \text{ ns}]^{-1} \). The thermal damping \( \Gamma_{\text{th}} \) is equal to the sensor linewidth \( \Gamma \), such that \( \Gamma_{\text{th}} = \Gamma = [4.8 \text{ ps}]^{-1} \).

All the computations in this chapter and in the following have been performed using the Matlab software. Fig.2.2 presents the power spectra \( S_{\Gamma}(\omega_1) \) for the vibronic dimer, comparing our formalism and the previous method, with different values of \( \epsilon \) satisfying \( \epsilon \ll \sqrt{\Gamma \gamma Q}/2 \sim 10^{-1} \text{ cm}^{-1} \). The highest peak can be observed at frequency \( \omega_1 = R_3 = 17455 \text{ cm}^{-1} \) and includes transitions from the excited vibronic states mainly localised on the lowest exciton \( |X_2, l\rangle \) to the ground state with the same vibrational quanta \( |G, l\rangle \). It captures also transitions from excited states with bigger amplitude on the highest exciton \( |X_1, l\rangle \rightarrow |G, l + 1\rangle \). The peak at \( \omega_1 = R_4 = 18515 \text{ cm}^{-1} \) accounts for transitions from excited vibronic states quasi-localised on \( |X_1, l\rangle \rightarrow |G, l\rangle \), as well as transitions from states quasi-localised on \( |X_2, l\rangle \rightarrow |G, l\rangle \), where...
\[ |G, l - 1 \rangle. \]

Figure 2.2: Power spectra \( S_{\Gamma}(\omega_1) \) for the system under study as a function of the frequency \( \omega_1 \). The figure is in log scale and compares the results with the new proposed method and the original sensor method.

In Fig. 2.3 (a) it can be seen that the original \( \epsilon \)-dependent method tends to slightly underestimate the spectrum, with differences of the order of \( \epsilon \). The results converge for \( \epsilon \sim 10^{-3}\text{cm}^{-1} \).

Figure 2.3: (a) Intensity of power spectrum at a fixed frequency, \( S_{\Gamma}(\omega_1 = R_3) \) in log-log scale, and (b) zero-delay time second-order correlation \( g^{(2)}_{\Gamma}(R_4, R_3) \) in semilog scale, as functions of \( \epsilon \). Both functions are calculated with the \( \epsilon \)-dependent method for our vibronic dimer.

Fig. 2.4(a) represents the second order correlation function at zero time delay \( g^{(2)}_{\Gamma}(\omega_1, \omega_2) \): here, one frequency has been fixed (\( \omega_2 = R_3 \)), while the other (\( \omega_1 \)) scans over the whole spectrum. We observe anti-bunching over the full regime of frequencies, with a bigger offset from zero for the pair of frequencies (\( R_3, R_3 \)), meaning that transitions between states with these energies are weakly correlated.
Figure 2.4: (a) Comparison between the second order photon correlations at zero time delay $g_1^{(2)}(\omega_1, R_3)$ versus $\omega_1$ computed with the new method and the $\epsilon$-dependent sensor method for different values of $\epsilon$. (b) $|\Delta g_\epsilon^{(2)}(0)|$, the absolute difference value between the predictions of the two methods, versus $\omega_1$ for two values of $\epsilon$.

The results with the two methods agree up to differences that scale with $\epsilon^2$, as it can be noted in Fig.2.4(b). This figure plots $|\Delta g_\epsilon^{(2)}(0)|$, that is the absolute value of the difference between the values obtained with our formalism (solving Eq.(2.22)) and the original $\epsilon$-dependent method. The latter tends to overestimate the second order photon correlations as shown in Fig.2.3(b), which plots $g_\epsilon^{(2)}(R_4, R_3)$ as function of $\epsilon$.

We now focus the attention to the function $g_\epsilon^{(2)}(R_4, R_3, \tau)$ computed in Figs. 2.5(a) and (b), which depict the photon correlations between the frequencies $\omega_1 = R_4$ and $\omega_2 = R_3$, as a function of the delay time. We perform the computation of this time-resolved correlations in two ways. First of all, we compute the numerical integration for the contributions $\tilde{I}_0(\tau)$, $\tilde{I}_1(\tau)$ and $\tilde{I}_2(\tau)$ in Eq.(2.47) and add them together (Fig.2.5(a)). Secondly, we follow the $\epsilon$-dependent method (Fig.2.5(b)). The two approaches show agreement for both short-time (main panels) and long-time regimes (inset (ii) in Fig.2.5(a) and inset in Fig.2.5(b)).
The figures put in evidence the asymmetry of $g^{(2)}(R_4, R_3, \tau)$ with respect to $\tau$, which appears in the time scale of the vibronic decoherence in our model (set mainly by $\Gamma_{th}$). The components $\nu \tilde{I}_k(\tau)$ ($k = 0, 1, 2$), with $\nu = [\langle \tilde{n}_1 \rangle \langle \tilde{n}_2 \rangle]^{-1}$, are also plotted in Fig.2.5(a). As predicted, $\tilde{I}_0(\tau)$ decays exponentially from the initial value set by $g^{(2)}_1(R_4, R_3, \tau = 0)$. $\tilde{I}_1(\tau)$ is linear in $\tau$ in the short time regime and becomes negative for bigger times (see inset (i) in Fig.2.5(a)). This reflects an overdamped oscillation that decays to zero in the long-time regime, in agreement with the behaviours discussed in Section 2.4.2. Even if $\tilde{I}_1(\tau)$ takes negative values at some times, they are counteracted by $\tilde{I}_0(\tau)$ and $\tilde{I}_2(\tau)$, so that $g^{(2)}_1(R_4, R_3, \tau)$ has always physical meaning. Fig.2.5 also highlights that the short-time asymmetry in $g^{(2)}_1(R_4, R_3, \tau)$ is related to $\tilde{I}_1(\tau)$ and $\tilde{I}_2(\tau)$, meaning that the correlation function is capturing coherent processes in this time scale. Depending on which frequency is probed first, such coherent processes set a different rate for approaching the uncorrelated steady-state emission at large times (see inset (ii) in Fig.2.5(a)).

In summary, we have shown that the formalism we proposed is equivalent to the $\epsilon$-dependent sensor method to compute frequency-filtered correlation functions.
However, within our method there is no dependence of correlation functions on \( \epsilon \), hence it does not need to test the convergence of results for different values of \( \epsilon \), and it avoids possible numerical instabilities associated to the smallness of this factor. An eventual identification of possible instabilities with the \( \epsilon \)-dependent method can be difficult, since it depends on the system analysed.

### 2.7 Conclusion

Using the sensor method, we have presented an alternative approach for the calculation of the frequency-filtered and time-resolved correlation functions, both at zero time delay and at finite delay time. Our main results are summarised by Eqs. (2.25)-(2.27) and Eq. (2.47).

The formulation is based on the perturbation theory and allows to solve the problem of computing photon correlations using a series of auxiliary matrices defined in the Hilbert space of the emitter only. This set of matrices gives some insight into the physical processes involved in the measure of photon correlations through the weak coupling to the sensors. We recover some analytical results previously obtained for the power spectrum and the zero time delay second order correlation function [46,47,113,125], which confirm the validity of our approach.

In addition, in Refs. [46,47] the quantum regression theorem was at the basis of the proof for the equivalence between the sensor and integral methods to calculate \( \lambda \)-photon correlations. Instead, our relations in Eqs. (2.25)-(2.27) and Eq. (2.47), in principle, are valid for a general non-Markovian, non-perturbative open quantum dynamics of the emitter.

Another advantage of our method is that the numerical computation of the photon correlations does not depend explicitly on the choice of the small coupling parameter \( \epsilon \), therefore there is no need to check the convergence and the stability of the results.

Recently, it has been demonstrated the equivalence between the results obtained with the weak and coherent coupling to the sensors in Refs. [46,47] and a cascaded incoherent coupling of finite strength between the emitter and the sensors [133,134]. This represents another way to compute photon correlations and implies equivalence also with our approach.

Our formulation to evaluate time-resolved correlations uses the time-dependent perturbation theory to obtain the equation of the second-order correlation function \( g^{(2)}_{1,1,\Gamma_1}(\omega_1, \omega_2, \tau) \) in Eq. (2.47). It is expressed as a sum of three components \( \tilde{I}_0, \tilde{I}_1 \) and \( \tilde{I}_2 \), each giving an idea of the physical processes ruling the correlations at different
It is important to notice that the theoretical approach here developed recovers the limit of $g_{\Gamma_1 \Gamma_2}^{(2)}(\omega_1, \omega_2, \tau) \to 1$ for large times, as seen in Sec.2.4.2. The computation of two of these components needs numerical integration of single and double integrals.

This formalism can be extended to higher-order but when there is delay in only one of the detectors. The generalisation to multiple time delays is more complicated. In this case, it could be best to compute the auxiliary matrices given in Eq.(2.27) and then propagate in time without perturbation, therefore combining the main advantages of both our method and the previous sensor formalism.

We also showed the agreement between the two methods comparing the outcomes for the frequency-filtered and time-resolved photon correlations of a bio-inspired prototype system, simulating a light-harvesting vibronic dimer.

Our goal, at this point, was to prove the equivalence between the predictions of the two formalisms, therefore we did not provide a detailed analysis of the physics behind the system under consideration. However, it is important to highlight that the results obtained suggest that frequency-filtered and time-resolved photon-counting statistics can offer a powerful tool to measure coherent contributions to the emission dynamics in biomolecular complexes [45]. A more detailed analysis of the frequency-filtered photon counting statistics for this bio-inspired toy model will be displayed in the following chapters.
Chapter 3

Frequency-filtered and
time-resolved photon counting
statistics of prototype light
harvesting dimers

We now apply the theoretical setup developed in Chap. 2 to compute frequency-filtered and time-resolved correlation functions for the light emitted by prototype photosynthetic complexes in free space. The aim is to assess the extent to which these frequency-filtered photon correlations allow to probe the quantum interactions between electronic and vibrational degrees of freedom in prototype light-harvesting units. In particular, we assess whether such photon correlations carry out a signature of steady-state quantum coherence within the excited state manifold.

3.1 Introduction

Two-photon correlations are one of the most widely used tools to observe quantum behaviour in photon detection processes [100, 102, 135]. In particular, a value of the correlation function less than 1 implies that the system under study is subject to sub-Poissonian statistics, which can usually be related to antibunching effects [136, 137]. The presence of this property has enabled identification of the quantum interplay of composite systems in different scenarios which include cavity [138–140] and circuit [141, 142] quantum electrodynamics and optomechanics [143]. More recently, it has also been applied in the field of quantum biology to measure photon antibunching of a single light-harvesting complex [122, 144]. Within
this area, researchers have been looking for tools that could unequivocally prove
the presence of non-trivial quantum effects in certain biomolecular processes. In
the last decade ultrafast two-dimensional spectroscopy techniques have been able to
show oscillatory behaviour in the electronic dynamics of photosynthetic complexes,
lasting several picoseconds [9,12,25,29,30]. It has been suggested that the coherent
dynamics happening within these photosynthetic systems witnesses the interaction
between the electronic and vibrational degrees of freedom [1, 22, 29–35]. Neverthe-
less, this hypothesis requires further confirmation with different approaches, since
there are some controversial debates in the community about this matter [36].
Multidimensional spectroscopy, indeed, presents some challenges due to both the
difficulty of investigating individual molecules and on the unambiguous understand-
ing of the origin of the beating patterns observed in the coherent dynamics of light
harvesting systems.

From a theoretical perspective, the quantum coherent dynamics involving this vi-
bronic mechanism has been argued to lead to truly non-trivial quantum behaviour,
such as non-classical fluctuations of collective molecular motions [22]. Photon cor-
relations of the light emitted by single systems could test such theoretical predic-
tions [45].

In this context, it is interesting to see whether or not second order correlation
functions can complement and confirm the presence of coherent dynamics suggested
by ultrafast two-dimensional spectroscopy [49, 121]. The aim of this work is to
find complementary experimental signatures of this quantum interaction between
electronic and vibrational degrees of freedom, by analysing the photon counting
statistics of the light emitted by the excitons of two different prototype dimers. The
biggest advantage of using this technique is the concrete possibility to investigate
the problem experimentally.

Experiments on individual molecules of light-harvesting complexes at room temper-
ature had shown until recently very low fluorescence emission. However, in [45], a
single molecule of light harvesting complex 2 (LH2) has been weakly coupled to a
gold nanoantenna, giving raise to an over 500-fold fluorescence enhancement. There-
fore this is very promising thanks to the tangible possibility to probe quantum effects
in photosynthetic systems by measuring frequency-filtered and time-resolved second
order correlation functions.

In photodetection experiments the light under study usually passes through fil-
ters which select specific frequencies relevant to understand particular spectral prop-
erties of the system. The effects of the filters have been studied both from a theoreti-
cal and experimental point of view [46, 47, 109, 111, 115, 133]. In one of the formalisms recently developed [50] these filters are replaced by sensors weakly coupled to the system under scrutiny. This method is based on time dependent perturbation theory up to the order of the correlation one wants to compute: it has been described in Chap. 2 and it is the approach we will follow for the analysis of the two prototype models of interest.

We will proceed as follows. In Sec. 3.2 we describe the system: a prototype vibronic dimer within two different regimes, one with the excitons quasi-localised over the sites and the other exhibiting more delocalised excitons. Sec. 3.3 analyses the dynamics of the two configurations. Then, Secs. 3.4 and 3.5 present the investigation of the related counting statistics. Finally, Sec. 3.6 is devoted to concluding remarks.

### 3.2 Model in free space

We focus our analysis on a prototype vibronic dimer [22, 34, 128] within two slightly different regimes. The choice of the dimer is due to the fact that it is the minimal unit needed to observe such effects. In addition, this choice has been pushed forward by experimental measurements of correlation functions in similar bichromophoric systems [129, 130] and multi-chromophoric systems [45] that have shown anti-bunching at room temperature.

The system under study is a dimer where each chromophore has an excited electronic state $|k\rangle$ with energy $\alpha_k$ ($k = 1, 2$), and the electronic Coulomb interaction is given by $V_{kk'}$. As already explained in Sec. 1.2.3.1, under normal light conditions, the flux of photons is very low with respect to its transport time through the aggregate, meaning that the dynamics of the system can be studied in the single excitation manifold [76]. Each site is individually coupled to a quantised vibrational mode of frequency $\omega_{vib}$ much larger than the thermal energy scale $k_B T$, with coupling strength $g$. The vibrational modes are described by the operators $d_k$ and $d_k^\dagger$, which annihilates and creates, respectively, a phonon of the vibrational mode of chromophore $k$. Following the rationale in Chap. 1 (Sec. 1.4), introducing the collective mode and transforming into the exciton basis, the effective Hamiltonian for the prototype dimer takes the form of a generalised quantum Rabi model [145], as shown in Eq. (1.81) and here reported for clarity:

$$H = E\tilde{M} + \frac{\Delta E}{2} \tilde{\sigma}_z + \omega_{vib} D_+^\dagger D_- + \frac{1}{\sqrt{2}} g \left( \cos(2\theta) \tilde{\sigma}_z - \sin(2\theta) \tilde{\sigma}_x \right) (D_- + D_-^\dagger)$$ (3.1)
The size of the mixing angle $\theta$ determines the degree of localisation of the excitons over the sites. In particular, here, we analyse two different situations close to the limit cases: “dimer 1”, that is the standard central dimer in PE545 cryptophyte antenna (illustrated in Fig.3.1(a)) quasi-localised on the sites and “dimer 2”, which undergoes a slightly bigger delocalisation.

(a)

<table>
<thead>
<tr>
<th>General parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta E = 1058.2 \text{ cm}^{-1}$</td>
</tr>
<tr>
<td>$E = 18000 \text{ cm}^{-1}$</td>
</tr>
<tr>
<td>$\omega_{\text{vib}} = 1111 \text{ cm}^{-1}$</td>
</tr>
<tr>
<td>$g = 267.1 \text{ cm}^{-1}$</td>
</tr>
<tr>
<td>$\beta = (K_B T)^{-1} = 0.0048 \text{ cm}$</td>
</tr>
<tr>
<td>$\gamma = (0.5 \text{ ns})^{-1}$</td>
</tr>
<tr>
<td>$\gamma_{\text{pd}} = (1 \text{ ps})^{-1}$</td>
</tr>
<tr>
<td>$P_{X_1} = (0.6 \text{ ns})^{-1}$</td>
</tr>
<tr>
<td>$\Gamma_{\text{th}} = (1 \text{ ps})^{-1}$</td>
</tr>
<tr>
<td>$\Gamma = (4.8 \text{ ps})^{-1}$</td>
</tr>
</tbody>
</table>

(b) Table in Fig.3.1(b) shows the values of parameters characterising both configurations.

(c)

<table>
<thead>
<tr>
<th>Dimer 1</th>
<th>Dimer 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g &gt; V_1$</td>
<td>$g \sim V_2$</td>
</tr>
<tr>
<td>$\zeta_1 = \frac{2V_1}{\Delta \alpha_1} = 0.1$</td>
<td>$\zeta_2 = \frac{2V_2}{\Delta \alpha_2} = 0.5$</td>
</tr>
<tr>
<td>$V_1 = 92 \text{ cm}^{-1}$</td>
<td>$V_2 = 236.6 \text{ cm}^{-1}$</td>
</tr>
<tr>
<td>$\Delta \alpha_1 = 1042 \text{ cm}^{-1}$</td>
<td>$\Delta \alpha_2 = 946.5 \text{ cm}^{-1}$</td>
</tr>
</tbody>
</table>

Figure 3.1: Picture (a) represents the dimer under study and is based on the protein structure of PE545. Table (b) reports the set of parameters common to both the regimes analysed, while table (c) indicates the parameters for the two specific configurations.

Table in Fig.3.1(b) shows the values of parameters characterising both configura-
tions, while the table in Fig.3.1(c) highlights the differences between them. (For clarity, in our numerical calculations all wavenumbers given in the tables are multiplied by $2\pi c$, where $c$ is the speed of light.) More specifically, the two regimes present different degrees of delocalisation of the excitons over the sites, that we indicate with:

$$
\zeta_i = \tan(2\theta_i) = \frac{2V_i}{\Delta \alpha_i} \quad \text{with: } i = 1, 2
$$

(3.2)

For the first model (dimer 1), we have chosen parameters inspired by the central dimer in the cryptophyte antennae PE545 \[22, 132\] (see table in Fig.3.1(c)): in this case the degree of delocalisation is $\zeta_1 = 0.1$.

We build the model for dimer 2 maintaining the same resonance condition between the exciton energy splitting and the vibrational energy ($\Delta E_1 = \Delta E_2 = \Delta E$) and fixing the degree of delocalisation at the value $\zeta_2 = 0.5$. Given these conditions, the coupling between the sites in dimer 2 becomes $V_2 = \zeta_2 \frac{\Delta E}{\sqrt{1 + \zeta_2^2}}$ and the energy splitting between them $\Delta \alpha_2 = \frac{\Delta E}{\sqrt{1 + \zeta_2^2}}$.

The interaction between the chromophores and the environment (protein and solvent) involves many degrees of freedom, which makes the exact solution challenging. Here, we address the problem by accounting, at a Hamiltonian level, for the relevant exciton-vibration interactions, while including dephasing and relaxation channels in a phenomenological manner as described in Sec.1.3.3.2. Under the hypothesis of weak system-bath coupling, the interaction between the electronic and vibrational degrees of freedom leads to dynamics characterised by dephasing and relaxation. In addition, the energy transfer dynamics of the system only is described by generators of the Linblad form expressed in Eq.(2.64) and here reported for clarity:

$$
\mathcal{L}_0(\hat{\rho}) = -i [H_0, \hat{\rho}] + \sum_{k=1,2} \frac{\gamma_{pd}}{2} \mathcal{L}_{A_k}(\hat{\rho}) + \frac{\Gamma_{th}(\eta(\omega_{vib}) + 1)}{2} \mathcal{L}_D(\hat{\rho})
$$

(3.3)

$$
+ \frac{\Gamma_{th} \eta(\omega_{vib})}{2} \mathcal{L}_{D^{\dagger}}(\hat{\rho}) + \gamma \frac{2L}{2} \sum_{p=1}^{2L} \sum_{l=1}^{L} \mathcal{L}_{\sigma_{p},l}(\hat{\rho}) + \frac{P_{X_1}}{2} \mathcal{L}_{\sigma_{X_1}}(\hat{\rho}).
$$

The sensors and their decoherent terms in the master equation are described by Eqs. (1.97), (1.98) and (2.66), respectively, and rewritten here for clarity:

$$
H_m + H_{cm} = \omega_{m} s_{m}^{\dagger} s_{m} + \epsilon_m (a_{m}^{\dagger} s_{m} + a_{m} s_{m}^{\dagger})
$$

(3.4)
\[ \mathcal{L}_1(\dot{\rho}) = \sum_{m=1}^{M} \left( \frac{\Gamma}{2} \mathcal{L}_{\epsilon_m}(\dot{\rho}) - i [H_m + H_{e,m}, \dot{\rho}] \right). \] (3.5)

### 3.3 Dynamics

For our analysis we have chosen bio-inspired dimers that satisfy the condition \( \Delta E \sim \omega_{\text{vib}} \gg K_B T \), meaning that the intramolecular mode of interest has energy comparable to the energy difference between the excitons, but much larger than the thermal energy scale (cf. the table in Fig.3.1(b)). In such a case the effects of underdamped high-energy vibrational motions are expected to be the most important [31, 146]. In nature many light-harvesting complexes comprise pairs of chromophores which fall in this regime. Two examples are the central dimer PEB\(_{50c}\)-PEB\(_{50d}\) in the cryptophyte antennae PE545 [147], and the Chl\(_{660b}\)-Chl\(_{a602}\) pair in the light-harvesting complex II (LH II) of higher plants [147].

The dynamics and non-classical features of these systems have previously been investigated [22] and spectroscopy of photosynthetic complexes, including such a prototype, has revealed long-lived quantum beating signals [12].

![Figure 3.2: Dynamics (populations and coherences) of the electronic system only without the sensors: (a) for dimer 1 (quasi-localised model) and (b) dimer 2 (more delocalised model), with parameters in Fig.3.1(b) and 3.1(c) and \( \rho_{\text{el}} = Tr_{\text{vib}}\{\rho(t)\} \).](image)

Fig.3.2 shows the dynamics of the electronic degrees of freedom for the two regimes of dimer 1 (a) and dimer 2 (b). For both models, the initial condition chosen for the electronic part is the exciton with highest energy, namely \( \rho_{\text{el}}(0) = |X_1\rangle\langle X_1| \). The initial state considered for the vibrational part, instead, is a thermal distribution \( \rho_{\text{vib}}(0) = \rho_{\text{th}} = \sum_{n=0}^{\infty} P(n) |n\rangle\langle n| \), where \( n \) denotes the phonon occupation number of the relative displacement mode coupled with the exciton dynamics, while \( P(n) \) is the thermal occupation of the nth level given by \( P(n) = \left(1 - e^{-\frac{\hbar \omega}{K_B T}}\right) e^{-\frac{\hbar \omega n}{K_B T}} \).
Therefore, the total initial state reads:

$$\rho_{\text{tot}}(0) = \sum_{n=0}^{\infty} P(n) |X_1\rangle\langle X_1| \otimes |n\rangle\langle n|.$$  \hspace{1cm} (3.6)

The plots depict both the population of the lowest exciton and the coherence between the two excitons, with $\rho_{\text{el}} = \text{Tr}_{\text{vib}}\{\rho(t)\}$. As we can see in Fig.3.2, both populations and coherences oscillate with a frequency related to the electronic interaction $V$ ($\sim (0.4\text{ps})^{-1}$ for dimer 1 and $\sim (0.2\text{ps})^{-1}$ for dimer 2). The smallest value of the period of oscillation for dimer 2 (see Fig.3.2(b)) is related to the fact that in this configuration the excitons are more delocalised over the sites. Coherences, instead, are also modulated by a higher frequency of the order of the energy difference between the excitons $\Delta E$ ($\sim (0.03\text{ps})^{-1}$), which is the same for both dimers. In addition, it can be noticed that for dimer 2 populations oscillate with a larger amplitude, meaning that more coherent energy transfer happens in this more delocalised configuration.

It is also worth mentioning that the oscillations in both populations and coherences of the order of $V$ are observed because the value of the pure dephasing rate has been set at $\gamma_{pd} = (1\text{ps})^{-1}$. Increasing this value would destroy such oscillations, bringing the system to the equilibrium faster and making the coherences decay in shorter time [31].

**Figure 3.3:** Vibronic dynamics of the system without the sensors. The figure represents some populations (a) and coherences (c) for dimer 1 (quasi-localised model) and for dimer 2 (b) and (d) (more delocalised model), with parameters in Fig.3.1(b) and 3.1(c).
As a further analysis, we also present the vibronic populations and coherences in Figs. 3.3(a)(b) and 3.3(c)(d), respectively. In this case the amplitude of oscillations for both populations and coherences is much smaller, though their frequencies are similar, as expected. This is due to the fact that every eigenstate of the vibronic system |\(F_\nu\rangle\) is a linear superposition of the exciton-vibrational states |\(X_i, l\rangle\). Therefore, when we calculate, for example, the population \(\langle F_\nu | \rho | F_\nu \rangle\) and expand |\(F_\nu\rangle\) in terms of |\(X_i, l\rangle\), we obtain different terms oscillating with different frequencies, that almost cancel out. The same considerations apply to the coherences. It can also be noticed that, within configuration 1, coherences decay faster (lasting up to 3 ps) than in configuration 2, where they last up to 4 ps (cf. Figs. 3.3(c) and 3.3(d)).

Converged results have been obtained restricting the vibrational Hilbert space to \(L = 4\). However, even using only two excitations in the collective vibrational mode (\(L = 2\)) gives results for the statistics qualitatively and quantitatively very close to those that converge, as shown in Appendix A.

### 3.4 Counting statistics in free space

We now focus on the computation of the frequency-filtered and time-resolved photon correlations using the formalism presented in Chap.2.

#### 3.4.1 First order correlations

First of all, we compute the power spectra according to Eq.(2.16). Fig.3.4 shows the frequencies emitted by the system of interest for both configurations. In the case of dimer 1 (Fig.3.4(a)) the frequencies emitted by the system are: \(R_1 = 15220\) cm\(^{-1}\), \(R_2 = 16330\) cm\(^{-1}\) and \(R_3 = 17450\) cm\(^{-1}\), \(R_4 = 18480\) cm\(^{-1}\), \(R_5 = 19600\) cm\(^{-1}\). We concentrate our attention on the peaks at frequencies \(R_3\) and \(R_4\), because they correspond to the highest frequencies emitted and, for this reason, they were chosen for the further analysis of frequency-filtered and time-resolved correlation functions. The highest peak at frequency \(R_3\) is mainly due to the transitions |\(X_2, 0\rangle\rightarrow|G, 0\rangle\) and |\(X_1, 0\rangle\rightarrow|G, 1\rangle\), but it also includes contributions deriving from all the transitions with the same energy, such as |\(X_2, l\rangle\rightarrow|G, l\rangle\) or |\(X_1, l\rangle\rightarrow|G, l+1\rangle\). One of the other relevant peaks can be seen at frequency \(R_4\) and it is related to the transitions |\(X_1, 0\rangle\rightarrow|G, 0\rangle\) and |\(X_2, 1\rangle\rightarrow|G, 0\rangle\), plus other contributions from transitions with the same energy.

The examination of the model with more delocalisation of the excitons (dimer 2) leads to the power spectrum in Fig.3.4(b), which exhibits peaks at the same fre-
quencies as dimer 1, but with more splittings in some of them, due to enhanced delocalisation over the sites.

Figure 3.4: Power spectra of the exciton emission for: (a) dimer 1 (quasi-localised model) and (b) dimer 2 (more delocalised model), with parameters in Fig. 3.1(b) and 3.1(c). The figure is in log scale.

3.4.2 Second order correlations: zero time delay

To compute the frequency-filtered correlation function at zero time delay, we fixed the frequency at the peak \( \omega_2 = R_3 \) (the highest peak in both power spectra in Fig. 3.4), whereas the other photon has variable frequency \( \omega_1 \) which scans the spectral range. The results in Fig. 3.5 seem to suggest that one would observe antibunching for all emitting states within the pure dephasing model, however we will provide a deeper analysis later on, which will not necessarily lead to this conclusion.
3.4.3 Second order correlations: finite time delay

We now present the results for the computation of the time-resolved second order correlation function at finite time delay, for both the auto-correlations $R_4 - R_4$ and the cross-correlations $R_4 - R_3$, again within both regimes.

First of all, we computed the standard $g^{(2)}(\tau)$, to see what kind of information it could provide. In the simulation presented in Fig.3.6 the emission operator considered are the exciton operators ($\sigma_{X_1} + \sigma_{X_2}$). As it can be noticed, the blind detectors analysis of these models gives the standard behaviour of $g^{(2)}(\tau)$ for a single quantum system emitting photons of any frequency, as presented in Fig.3.6. This implies that the blind photon correlations are not able to distinguish among different regimes. Notice that $g^{(2)}(\tau)$ is identical for the two situations. This is because the approach of $g^{(2)}(\tau)$ to the uncorrelated emission unit is dominated by the radiative decay mechanism over a time scale which is the same for both systems.

To confirm this, we also investigated the standard $g^{(2)}(\tau)$ for a third configuration: the central dimer in PC645 algae. In this case the energy gap between the excitons is different from that in the two dimers under study, since $\Delta E = 645\text{cm}^{-1}$. However, the two-photon correlation exhibits exactly the same behaviour seen in the two
previous regimes (this is the reason why the plot has not been reported here). This behaviour is due to the fact that in all three regimes the exciton lifetime is of the order of 1ns and the standard \( g^{(2)}(\tau) \) reaches uncorrelated emission just in that time scale. Therefore, we can conclude that such color blind analysis of the second order correlation function is not able to capture the differences between two configurations exhibiting a different degree of exciton delocalisation.

In contrast, the time-resolved second order correlation function, reveals specific features for the two dimers, as depicted in Figs.3.7 and 3.8. They show the dependence of the correlations both at positive and negative delay times. The statistics describing the system under study is sub-Poissonian, since \( g^{(2)}(\tau) < 1 \), but interpreting the nature of the light emitted in this case requires more analysis.

Photon antibunching is signified by a normalised two-time correlation function that increases from the initial value at \( \tau = 0 \), namely \( g^{(2)}(t, t + \tau) > g^{(2)}(t, t) \). Equivalently, its characterisation for a well behaved function \( g^{(2)}(t, t + \tau) \) (continuous and with derivatives at every order), relies on having positive derivative at \( \tau = 0 \) [148]. However, these definitions are ambiguous when \( g^{(2)}(t) \) shows oscillatory or structured features [149–151] and deducing the nature of the light emitted in these cases requires more analysis.
Figure 3.7: Frequency- and time-resolved auto-correlation function $g^{(2)}_I(R_4, R_4, \tau)$ versus $\tau$ predicted for (a) dimer 1 (quasi-localised model) and (b) dimer 2 (more delocalised model), with parameters in Fig.3.1(b) and 3.1(c). The inserts in panels (a) and (b) show the short time behaviour of $\tilde{\nu}_I^1(\tau)$ and $\tilde{\nu}_I^2(\tau)$ (with $\nu = [\langle \tilde{n}_1 \tilde{n}_2 \rangle]^{-1}$).

The auto-correlations shown in Fig.3.7 fall precisely in this situation: they do not exhibit anti-bunching within either model, independently on the degree of delocalisation of the excitons. In fact, there are periods where $g^{(2)}_I(0) > g^{(2)}_I(\tau)$, meaning that the light is not necessarily antibunched [137, 152], despite showing sub-Poissonian statistics. To be able to establish this, investigation of higher order correlations are needed [152], but they are beyond the scope of this work.

As expected, given that we are detecting the same frequency $R_4$, the photon correlation is symmetric for positive and negative times. In addition, Fig.3.7(a) witnesses a peculiar behaviour given by the oscillations observed around $\tau = 0$: this kind of oscillations has also been observed in other systems [133]. The frequency of these oscillations is $\omega = (1\text{ps})^{-1}$, but they cannot be directly related to the dynamics observed in Figs.3.2 and 3.3. Those figures, indeed, describe ultrafast dynamics with initial state given in Eq.(3.6), which is different from the steady state that represents the initial condition in the counting statistics analysis. These oscillations, more evident in Fig.3.7(a), have to do with internal coherent dynamics, but with current technologies they cannot be resolved experimentally.

What Fig.3.7 seems to suggest is that the frequency-filtered and time-resolved auto-
correlations could give information about the degree of delocalisation of the system. Indeed, the oscillations around \( \tau = 0 \) quickly average to zero for dimer 2, that experiences more delocalisation.

Figure 3.8: Frequency- and time-resolved cross-correlation function \( g^{(2)}(R_4, R_3, \tau) \) for (a) dimer 1 (quasi-localised model) and (b) dimer 2 (more delocalised model), with parameters in Fig.3.1(b) and 3.1(c). The inserts in panels (a) and (b) show the short time behaviour of \( \nu I_1(\tau) \) and \( \nu I_2(\tau) \).

Fig.3.8 represents the second-order, time delayed cross-correlations. The dip in the time-resolved \( g^{(2)}(R_4, R_3, \tau) \) does not go to zero, while it does in the condition of colour blind filters (Fig.3.6). This off-set is related to the loss of time resolution due to the presence of the filters. Even more importantly, it is possible to notice that the minimum of the correlation function is not at \( \tau = 0 \) ns: again the system is characterised by sub-Poissonian statistics, but it is not possible to assert that the light is antibunched without further analysis.

The most remarkable aspect displayed in Fig.3.8 is the asymmetry between positive and negative times, contrary to what is shown for auto-correlations. Therefore we are interested in quantifying the asymmetry of the correlation function with respect to the y-axis. We define the function:

\[
 f_- = \| f(x) - f(-x) \|. 
\]  
(3.7)

If \( f_- = 0 \), the function is fully symmetric, while if \( f_- > 0 \), the function is not
symmetric. In our case \( f(x) \) corresponds to the values of \( g_k^{(2)}(R_4, R_3, \tau) \) for positive times \( \tau > 0 \), namely when the frequency \( R_4 \) is detected before than \( R_3 \). Viceversa, \( f(-x) \) corresponds to the values of \( g_k^{(2)}(R_4, R_3, \tau) \) for negative times \( \tau < 0 \), that is when the first frequency detected is \( R_3 \). The norm used is the functional norm given by \( \| f_- \| = \sqrt{\sum_k |f_k|²} \), where \( h = (\tau_{\text{max}} - \tau_{\text{min}})/N_{\text{points}} \). Here \( \tau_{\text{max}} \) and \( \tau_{\text{min}} \) are the maximum and minimum of the time interval considered in Fig.3.8, and \( N_{\text{points}} \) is the number of points in the numerical vector \( g_k^{(2)}(R_4, R_3, \tau) \). This analysis gives \( f_- = 0.6 \) for the correlation function describing the quasi-localised excitons model, and \( f_- = 0.11 \) for the more delocalised configuration. Hence, dimer 1 exhibits more asymmetry than dimer 2.

These results highlight an important feature: the asymmetry of the correlation function is an indication of the emission dynamics being dependent on which photon is detected first. This feature results to be more notorious in the system where the vibronic mechanism involves quasi-localised excitons.

We now investigate whether \( g_k^{(2)}(R_4, R_3, \tau) \) witnesses coherence in the excited state by analysing the specific processes that \( I_1 \) and \( I_2 \) capture (their formal expressions are given in Eqs.(2.42) and (2.44)). Regarding the contribution \( I_1 \) given in Eq.(2.42), within the approximation of \( t_2 - t_1 \simeq 0 \), we can write:

\[
\text{Tr}[a_2 \tilde{\rho}^{1,1}_{1,0}(t_1)] = \sum_{i=1}^{2} \sum_{l=0}^{L} \langle X_i, l | \tilde{\rho}^{1,1}_{1,0}(t_1) | G, l \rangle,
\]

meaning that this contribution is related to the interference of coherence elements between the ground and the excited states. Notice also that \( I_1 \) tends to zero in the intermediate-time regime, as shown in our numerical results presented in Fig.3.8 (a) and (b) (insets). This means that in the intermediate- to long-time regimes, the frequency-filtered and time-resolved correlations are dominated by \( I_2 \). This has important consequences in using this technique to witness excited-state coherences as we analyse below.

For very small times \( (t_2 - t_1 \simeq 0) \), the trace that appears in \( I_2 \) (cf. Eq.(2.44)) can be approximated as:

\[
\text{Tr}[a_2(t_2 - t_1) \tilde{\rho}^{1,0}_{1,0}(t_1) a_2^d] \simeq \sum_{i=1}^{2} \sum_{j=1}^{2} \sum_{l=0}^{L} \langle X_i, l | \tilde{\rho}^{1,0}_{1,0}(t_1) | X_j, l \rangle.
\]

This result indicates that \( I_2 \) tracks superpositions of excited states which arise only when the excitonic states are subjected to quantum coherent dynamics. Notice also that the oscillatory pattern, both in \( I_1 \) and \( I_2 \), changes from dimer 1 to dimer 2, indicating that this must come from coherent vibronic evolution rather than solely from coherent vibrational dynamics.
The above analysis shows that frequency- and time-resolved photon correlations are sensitive to the exciton-vibration interactions and that these correlation functions witness coherences within the excited state manifold of the systems under study.

To support this hypothesis, we have also performed a simulation with the same parameters in Fig.3.8(a), but decreasing the coupling to the effective vibrational mode \( g = (33 \text{ps})^{-1} = 1 \text{cm}^{-1} \). The dotted plot in Fig.3.9 shows a behaviour closer to the perfect quantum emitter, with a smaller asymmetry \( f_- = 0.54 \). This result suggests that the statistics is affected by the vibronic dynamics.

Figure 3.9: Frequency- and time-resolved cross-correlation functions \( g^{(2)}_\Gamma(R_4, R_3, \tau) \) for dimer 1 comparing different couplings \( g \) to the phonon bath (other parameters in Fig.3.1(b) and 3.1(c)).

The asymmetry observed in Fig.3.8 has also another non-trivial implication. In general, time symmetry of the cross-correlations of two different state variables around equilibrium are a fundamental aspect bringing to the Onsager relations [153]. The symmetry comes from the microscopic reversibility (two different state variables are assumed to be symmetric under time-reversal), and, very importantly, it requires that the detailed balance is respected. This means that transitions between any two states take place with equal frequency in either direction at equilibrium. In a Markovian process, this further implies that the equilibrium probability current vanishes [154]. On the other hand, in open quantum systems, one is usually interested in the steady state out of equilibrium. Here, correlation functions of the light emitted by an open system are probed with different detection techniques, which is the situation studied in this Chapter. Generally, in all these cases, the fluctuations around the steady state may have a specific time order, thus breaking the symmetry and the detailed balance. Nonetheless, even if the detailed balance is not guaranteed to hold out of equilibrium [155], there are several cases where the particular boundary conditions and the symmetry of the problem allow it still to
Therefore, it is not trivial when we find a situation in which there is a breakdown of the detailed balance. In our case, the steady state system is out of equilibrium because of the incoherent pumping of the highest exciton. Furthermore, we have observed that the correlation function is asymmetric, thus reporting the breakdown of the detailed balance. In the situation analysed, the asymmetry can be traced back to the particular form of the contribution $I_2$ in Eq. (2.44), which has two different frequencies, $\omega_2$ and $\omega_1$ in the exponential factor for positive or negative times, respectively.

### 3.5 Relations between coherent contribution dynamics and filtering analysis

To gain a better understanding of the features shown by the study of the frequency-filtered and time-resolved correlation functions, we now present the plots for different pumping rates $P = (0.3, 0.6, 0.9\text{ns})^{-1}$ of the highest exciton (Figs. 3.10 and 3.11) and for different values of the thermal damping of the collective mode $\Gamma_{th} = (1, 3, 6.7\text{ps})^{-1}$ (Figs. 3.12 and 3.13). In nature this damping rate has a fixed value, however, it is possible to change it within superconducting circuits [161].

![Figure 3.10: Frequency- and time-resolved auto-correlation functions $g^{(2)}(R_d, R_d, \tau)$ for (a) dimer 1 (quasi-localised model) and (b) dimer 2 (more delocalised model), for different pumping rates $P$, with the other parameters in Fig. 3.1(b) and 3.1(c).](image)
In both Figs. 3.10 and 3.11 it can be observed that a larger pumping rate gives a higher intensity of the correlation function. Additionally, the auto-correlations in Fig.3.10(a) show the same oscillatory features observed in Fig.3.7.

Figure 3.11: Frequency- and time-resolved cross-correlation functions $g_\Gamma^{(2)}(R_4, R_3, \tau)$ for (a) dimer 1 (quasi-localised model) and (b) dimer 2 (more delocalised model), for different pumping rates $P$, with the other parameters in Fig.3.1(b) and 3.1(c).

The same analysis discussed before to evaluate the asymmetry of $g_\Gamma^{(2)}(R_4, R_3, \tau)$ reveals that in Fig.3.11(a) $f_- = 0.85, 0.60, 0.53$, for the yellow, blue and red curve, respectively. In Fig.3.11(b), instead, $f_- = 0.16, 0.11, 0.10$, for the yellow, blue and red curve, respectively. This means that within both models, the cross-correlations exhibit more asymmetry when the pumping rate is bigger, namely when the system is pumped more often, being then driven towards classical conditions. Dimer 1 displays more asymmetry due to the quasi-localised nature of the excitons, which implies a light emission behaviour further from the purely quantum.

The analysis of the auto-correlations for different damping rates of the mode reveals that, within the model of dimer 1 (Fig.3.12(a)), the intermediate value of $\Gamma_{th}$ (blue curve) guarantees the achievement of the equilibrium earlier, while the intensity of the correlation around $\tau = 0$ ns increases when the coherences decay faster. In the case of more delocalisation (dimer 2), instead, a closer look at larger times shows that the smaller the damping rate is, the slower the system reaches the equilibrium (see Fig.3.12(b)).
Figure 3.12: Frequency- and time-resolved auto-correlation functions $g^{(2)}(R_4,R_4,\tau)$ for (a) dimer 1 (quasi-localised model) and (b) dimer 2 (more delocalised model), for different damping rates $\Gamma_{th}$ for the mode, with the other parameters in Fig.3.1(b) and 3.1(c).

Figure 3.13: Frequency- and time-resolved cross-correlation functions $g^{(2)}(R_4,R_3,\tau)$ for (a) dimer 1 (quasi-localised model) and (b) dimer 2 (more delocalised model), for different damping rates $\Gamma_{th}$ for the mode, with the other parameters in Fig.3.1(b) and 3.1(c).
Regarding the cross-correlation analysis, in Fig.3.13(a) some similar features can be observed within the two regimes. In fact the values for the function $f_-$ in Fig.3.13(a) are $f_- = 0.6, 0.46, 0.3$, for the yellow, blue and red curve, respectively. This means that within the model of dimer 1 the asymmetry is more evident for bigger values of $\Gamma_{th}$ (see yellow curve). The direct implication of this result is that the more the asymmetry is emphasised in the cross correlation functions, the further the behaviour of the emitting system is from the perfect quantum emitter. Also the configuration for dimer 2 in Fig.3.13(b) displays that the asymmetry affects the correlation function slightly more when the thermal damping rate increases, with $f_- = 0.0491, 0.0482, 0.0440$, for the yellow, blue and red curve, respectively.

The comparison of these values for dimer 1 and dimer 2 highlights a very important aspect: a more evident asymmetry is a feature describing the quasi-localised nature of the excitons, while a cross-correlation function exhibiting more symmetry characterises the collective nature of the emission due to the bigger delocalisation of the excitons over the sites.

It is also worth noting that, in particular for dimer 1, we can observe two different rates of approaching the uncorrelated emission for positive and negative times. As already pointed out, positive and negative times correspond to detection of frequencies with inverted order. In other words, the first frequency probed at positive times is the second frequency detected at negative times. Different transitions correspond to different coherences: in this sense the peculiar behaviour shown by the correlation function witnesses that different coherences approach the equilibrium state at different rates.

### 3.6 Conclusion

In Chap.2 it has been highlighted that the theoretical approach developed to compute the frequency-filtered and time-resolved photon correlations allows to recover the correct behaviour of $g_1^{(2)}(\omega_1, \omega_2, \tau)$ for long times. In this chapter, this method has been used to study some statistical properties of two prototypes of light harvesting complexes.

It has been proved that this photon counting analysis does capture features that colour blind detectors do not, reflecting the effects of the exciton-vibration interaction. The technique is also very promising, given the possibility to apply the theoretical approach to experimental setups. This would allow to focus on individ-
ual complexes in order to overcome the challenge dealt with the average behaviour of biomolecules ensembles in spectroscopic experiments.

To examine the effects of different electronic delocalisation, two different regimes have been investigated. The simulations show two fundamental aspects. One is that the asymmetry observed in the cross correlation functions is more evident in the configuration of quasi-localised excitons, while a bigger delocalisation of the excitons over the sites, and then a more collective behaviour in the light emission, manifest themselves in a more symmetric shape of the correlation function. Equally relevant is that in both configurations more asymmetry can be observed when vibronic coherences decay faster. This seems to suggest that a more symmetric correlation function characterises a system where a longer quantum interaction between these degrees of freedom takes place. However, this hypothesis needs further investigation.

In conclusion, even in such simple systems and in the steady state condition, this kind of study provides evidence of the exciton-vibration interaction. Frequency- and time-resolved photon correlation measurements can, indeed, probe coherent contributions to the emission statistics of light-harvesting complexes. Such correlations are affected by the vibronic coupling characterising biomolecules, witnessing coherences within the excited state manifold of the systems of interest. This implies that correlation functions carry clear signatures of quantum coherent dynamics and, therefore, they can be a very useful tool to investigate new features in simple systems as well as in more complicated biological antennae.

The results presented in this Chapter are in preparation for submission to a peer-review journal.
Chapter 4

Coloured photon counting statistics of bio-inspired dimers coupled to a cavity

In this chapter we consider the same bio-inspired vibronic dimers considered in Chap.3 but now in interaction with the confined mode of an optical cavity. We analyse the frequency-filtered and time-resolved statistics of the combined system-cavity, using the perturbative formalism developed in Chap.2. We consider the weak system-cavity coupling such that the presence of the cavity in this configuration has the effect of increasing the rate of light emission by our systems of interest. At the same time, the regime of weak coupling guarantees that the cavity does not affect significantly the internal quantum mechanical structure of the system of interest.

4.1 Introduction

In Chap.3 we have analysed how the frequency-filtered and time-resolved correlation functions can reveal important information about the dynamics of the system under study in free space. However, this configuration suffers from very low photon emission, which makes the measurements of such photon-statistics challenging. To improve this aspect the system can be coupled to a cavity mode, in order to enhance the photons detected [162–164].

Big steps forward have been made in the field of quantum optical phenomena, especially at single photon level [165], thanks to the use of optical cavities with high quality factors to analyse light-matter interaction for single atoms [166] or quantum dots [167]. Quantum optical phenomena have been explored also in the strong
system-cavity coupling [168], as well as in the ultra-strong [168–171] and in the deep strong [172] coupling regimes. The feature common to these three situations is that the coupling strength $g_c$ between the system and the cavity dominates any decay rate $\gamma_i$ involved in the dynamics [173], that is $g_c > \gamma_i$. However, the relationship between the coupling strength and the frequency of the cavity mode is different in each of these cases. In the ultra-strong regime the coupling strength is of some order of magnitude comparable to or larger than fractions of the cavity frequency, namely $g_c \gtrsim 0.1\omega_c$ [168–171]. In the deep strong regime, instead, the coupling is comparable to or larger than the cavity frequency, that is $g_c \gtrsim \omega_c$ [172]. In all these regimes system and cavity become interwoven and the system does not couple to its environment in an independent form. This means that they cannot be treated as separate systems and the master equation governing the dynamics has to be written in the dressed basis to have consistency in thermodynamics [174].

The presence of incoherent internal vibrations within biological molecules has made difficult to use them in quantum optical applications. Indeed, these molecules are characterised by specific transitions, with wavelength spanning from the microwave to the ultraviolet, depending on what they are related to (rotational, vibrational and electronic degrees of freedom). In the past few decades, the study of single molecules in solid state has been achievable thanks to high spatial and spectral resolutions, but these systems are still characterised by some decoherence due to the phononic coupling [175]. Nonetheless, it has recently been demonstrated that an organic molecule located inside a microcavity exhibits the same behaviour of a two-level quantum system [176]. Moreover, within the quantum biology field, the strong coupling between excitons of a photosynthetic light-harvesting antennae and a confined optical cavity mode has been investigated [177]. This strong coupling regime implies the formation of polariton states, whose energy differs from both the exciton and photon. As a consequence, the pathway of the energy transfer in photosynthetic antenna can be modified, yet without altering the molecular structure of the complex.

However, in this work we are not interested in cavity-system settings that modify the transfer pathways, but in settings where the weak coupling between the bio-inspired models and the optical cavity allows to investigate the dynamics of individual light-harvesting systems.
4.2 Motivation

The aim of this chapter is to analyse how the presence of a weakly coupled cavity affects the correlation functions of the system under scrutiny. We will apply the sensor formalism developed in Chap. 2, coupling the sensors to the cavity mode, in order to examine the one- and two-coloured photon spectrum and extrapolate information about the dynamics of the vibronic system of interest. The system we envision is represented in Fig. 4.1.

From a theoretical viewpoint, cavity quantum electrodynamics setups have already been employed to investigate the excitation energy transfer dynamics in photosynthetic complexes in weak coupling regime [178]. This study considers the FMO (Fenna-Matthews-Olson) pigment-protein complex subject to coherent pumping and interacting with an optical microcavity, in order to analyse the statistical properties of the emitted photons. The goal was to gain information about the coherent quantum dynamics of the light harvesting system looking at the counting statistics associated with it. The authors claim that the zero time delay second order correlation $g^{(2)}(0)$ depends on the amount of the dephasing involved in the dynamics, which could help understand the strength of interaction between the biomolecule and its environment.

![Figure 4.1: Representation of the system we analyse in this chapter: a bio-inspired system, undergoing incoherent pumping, is located inside a cavity weakly coupled to sensors, which detect outcoming photons at specific frequencies.](image)

The reason behind our choice of weakly coupling the biological system to a cavity is to increase the emission of the photons coming out of the system. In a recent work [179], indeed, the authors have been able to create quantum dots single-photon sources, interacting with confined optical modes, that register a Purcell factor three.
times bigger than the analogous situation in free space. We consider the two model systems described in the previous chapter (see Sec.3.2), so as to show the effect of a different delocalisation of the excitons over the sites.

### 4.3 Model: vibronic system coupled to a cavity

We focus the attention on the prototype biological dimers introduced in Sec.3.2, investigating two different regimes of exciton delocalisation. We consider the vibronic system with Hamiltonian given in Eq.(1.82) and fully explained in Sec.1.4. Here, we report its expression for clarity:

\[ H_{\text{el-vib}} = \alpha M + \frac{\Delta \alpha}{2} \sigma_z + V \sigma_x + \omega_{\text{vib}} (d_1^\dagger d_1 + d_2^\dagger d_2) + \sum_{k=1}^{2} g |k\rangle\langle k| (d_k^\dagger + d_k). \]  

(4.1)

We remind the reader that in this case \( \sigma_z \) has been defined as \( \sigma_z = |1\rangle\langle 1| - |2\rangle\langle 2| \), that is the population difference between local excited states. Similarly \( \sigma_x = |1\rangle\langle 2| + |2\rangle\langle 1| \).

The choice of operating in the site basis is due to the presence of the cavity introduced in the new setup, which does not allow to decouple the coordinates related to the mode centre of mass from those related to its relative displacement.

The cavity mode is described as a quantum harmonic oscillator of frequency \( \omega_c \) and creation and annihilation operators \( b_k \) and \( b_k^\dagger \), respectively. The cavity excitation has been assumed on resonance with the highest exciton transition \( \omega_c = \omega_1 = 18529 \, \text{cm}^{-1} \). We also suppose local electronic states of the vibronic dimer coupled to the cavity with strength \( g_c \), so that the cavity-system interaction is described by the Hamiltonian:

\[ H_{\text{el-c}} = \omega_c b^\dagger b + \frac{1}{2} \sum_{k,k' = 1}^{2} g_c [(\sigma_k + \sigma_{k'}) b^\dagger + (\sigma_k^\dagger + \sigma_{k'}^\dagger) b]. \]  

(4.2)

Here, it has been assumed that the electronic degrees of freedom are weakly coupled to the cavity mode, therefore the rotating wave approximation has been applied in the equation above (the coupling is very weak in comparison to the electronic transitions).

As the system under scrutiny is a multilevel system, coupling it to a cavity mode in resonance with the exciton transitions allows to selectively increase such specific emission. Therefore, the analysis of the statistical properties of the light emitted by
the cavity in resonance with some characteristic frequency of the system of interest allows to gain information about it. Hence we assume the hypothetical sensors are weakly coupled to the cavity with a Hamiltonian taking the form given in Eqs. (1.97) and (1.98) and here reported:

$$H_{c-m} = \sum_m [\omega_m \sigma_m^\dagger \sigma_m + \epsilon_m (b_m^\dagger + b_m)].$$  \hspace{1cm} (4.3)

Dissipations and dephasing channels for the system-cavity are introduced via a phenomenological master equation in the Lindblad form (see Sec. 1.3.3.2). More specifically, the Lindblad master equation (see Eqs. (2.64) and (2.66)) is used to express the dephasing and relaxation processes happening during the evolution. Here, we report both Eqs. (2.64) and (2.66) together (adapted to the site basis we are working on), including also the relaxation term for the cavity:

$$\mathcal{L}(\hat{\rho}) = -i [H_{\text{el-vib}} + H_{\text{el-c}} + H_{c-m}, \hat{\rho}]$$

$$+ \frac{\gamma_{pd}}{2} \mathcal{L}_{A_k}(\hat{\rho}) + \frac{\gamma}{2} \sum_v \sum_r \mathcal{L}_{\sigma_v^r}(\hat{\rho}) + \frac{P_{X_1}}{2} \mathcal{L}_{\sigma_{X_1}}(\hat{\rho})$$

$$+ \frac{2}{\Gamma_{th}} \mathcal{L}_{b_k}(\hat{\rho}) + \Gamma_{th} \mathcal{L}_{L_{b_k}}(\hat{\rho}) + \frac{\Gamma_{c}}{2} \mathcal{L}_{c}(\hat{\rho}) + \sum_m \frac{\Gamma_m}{2} \mathcal{L}_{\sigma_m}(\hat{\rho}),$$ \hspace{1cm} (4.4)

where all the parameters are specified in Tables 3.1(b) and 3.1(c), in Sec.3.3. Since we are working in the site basis, we denote the vibrational eigenstates of the phonon modes with $|l\rangle$ for mode 1 and $|l'\rangle$ for mode 2, where $l = 0, 1, \cdots, L$ and $l' = 0, 1, \cdots, L'$, with $L$ and $L'$ the maximum numbers set in the numerical simulation (we assumed $L = L'$). We also indicate the eigenstate of the cavity mode with $|l''\rangle$ where $l'' = 0, 1, \cdots, L''$, with $L''$ the maximum number set in the numerical simulation. In the Eq. above $z = L * L' * L'' = L^2 * L''$. $\Gamma_c$ is the cavity decay rate and the choice of its value has been based on parameters used for cavity quantum electrodynamics experiments [180], considering an intermediate situation between a “good” or “bad” cavity, and with low dispersions and relatively high quality factor $Q$. The latter is defined as $Q = \omega_c / \Gamma_c$ and for a realistic good cavity its value can be of the order of $10^6$ [180]. The value of the cavity frequency has been chosen equal to the energy of the highest exciton $\omega_c = E_1 = 18529\text{cm}^{-1}$, therefore for a quality factor of $Q = 6 \cdot 10^6$, the corresponding decay rate is $\Gamma_c = (10\text{ns})^{-1} = 10^8\text{Hz}$. 
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The size of the mixing angle $\theta$ determines the degree of localisation of the excitons over the sites, through the expression displayed in Eq. (3.2). Here, our purpose is to investigate again two cases close to the two limits of quasi-localised and more delocalised excitons over the sites (more details are given in Sec. 3.3). This delocalisation is expressed through the parameter $\zeta = \tan(2\theta) = 2|V|/\Delta \alpha$. The parameters related to these two situations are reported in table 3.1(b), that shows the common values in the two regimes, and in table 3.1(c), where the differences between them have been highlighted. For clarity, we specify that in our numerical calculations all wavenumbers given in the tables are multiplied by $2\pi c$, where $c$ is the speed of light.

Dimer 1 is inspired to the central dimer in the cryptophyte antennae PE545 [22, 132], where $\zeta_1 = 0.1$. The second model instead, dimer 2, exhibits the same energy difference between the excitons ($\Delta E_1 = \Delta E_2 = \Delta E$), as well as the same resonance condition between them and vibrational energy ($\Delta E \sim \omega_{\text{vib}}$). However, the degree of delocalisation has been chosen to be slightly bigger, $\zeta_2 = 0.5$. Starting from these conditions, the coupling between the sites in dimer 2 is given by $V_2 = \zeta_2 \Delta E / \left(2\sqrt{1 + \zeta_2^2}\right)$ and the energy splitting between them by $\Delta \alpha_2 = \Delta E / \sqrt{1 + \zeta_2^2}$.

### 4.4 Counting statistics in the cavity

#### 4.4.1 Numerical simulations

Before presenting the results obtained, it is important to specify some aspects that make the numerical performance quite challenging. The main difficulty is due to the fact that, in principle, bosonic modes require infinite excitations, then causing an exponential growth of the Hilbert space. However, in practice, it is necessary to restrict the Hilbert spaces of both the phonon modes and the cavity mode.

Regarding the vibrational modes, based on the analysis presented in Sec. 3.3, we know that a maximum number of excitations $L = 2$ suffices to analyse the photon statistics associated to the vibronic systems of interest, as shown in Appendix A.

The situation for the Hilbert space associated to the cavity mode requires a more careful thought. To show the reason behind this assertion, in Appendix B, we analyse the power spectra and the time-resolved correlation functions for both dimers, considering two different values of the coupling strength ($g_c = (1.33\, \text{ps})^{-1} = 25 \, \text{cm}^{-1}$ in Fig.B.1 and $g_c = (0.67\, \text{ps})^{-1} = 50 \, \text{cm}^{-1}$ in Fig.B.2). The figures compare the results obtained with two different values for the maximum number of excitations in the cavity mode, $L'' = 3, 4$.

As it can be noticed in Figs.B.1(a) and (b) and Figs.B.2(a) and (b), the power spec-
tra for both dimers and both values of couplings show convergence for $L'' = 3$. It has been verified that the same conclusion holds for the computation of the second order correlation at zero time delay. Concerning the cross correlation function at finite time delay, Fig.B.1(d) and Fig.B.2(d) show that for dimer 2 a maximum number of $L'' = 3$ guarantees results qualitatively close to the those that converge. However, for dimer 1 such value of $L''$ does not suffice to assure convergence at short time delays for either of the two $g_c$ values considered. We therefore consider $L'' = 4$.

4.4.2 First order correlations $S_1^{(1)}(\omega_1)$

We now investigate the statistical properties of the two bio-inspired systems of interest. First of all, we analyse the power spectra for different values of the coupling between the electronic degrees of freedom and the cavity. The aim is to highlight similarities with the power spectra found in free space (see Fig.3.4), in order to guarantee a condition for the cavity coupling that does not alter significantly the emission frequencies of the system under study.

The one-photon correlations reported in Fig.4.2 describe the situations for the two different models: dimer 1, with quasi-localised excitons (see Fig.4.2(a)), and dimer 2, with more delocalised excitons (see Fig.4.2(b)). It shows the frequencies emitted by the system of interest for both configurations: the main peaks are about the same and the feature common to both is that the larger the coupling, the more structured the spectrum becomes. In presence of the cavity the main frequencies emitted by the systems are: $R_2 = 16330 \, \text{cm}^{-1}$ and $R_3 = 17450 \, \text{cm}^{-1}$, $R_4 = 18480 \, \text{cm}^{-1}$. When the system experiences more delocalisation, it can be observed a more emphasised splitting of the peak at $R_3$ and a slightly different structure for the peak at $R_4$ (see Fig.4.2(b)). The power spectrum exhibiting a more similar structure to that observed in free space (cf.Fig.3.4) is obtained for $g_c = (1.33 \, \text{ps})^{-1}$, and therefore we choose this value to perform further simulations for the time-resolved analysis. In fact, although the condition of weak coupling for the decay rates $g_c < \gamma_i$ is not met by the value $g_c = (1.33 \, \text{ps})^{-1}$, it is still good enough to be considered for the purpose of this work, since $g_c \ll \omega_c$. 
Figure 4.2: Power spectra for: (a) the quasi-localised model in dimer 1 and (b) the more delocalised in dimer 2, with parameters given in Tables 3.1(b) and 3.1(c). The yellow line corresponds to the spectrum with the largest value of coupling. The plots are in arbitrary units and the spectra have been translated with respect each other to better distinguish their features. The figure is in log scale.

4.4.3 Zero time delay second order correlations $g_\Gamma^{(2)}(\omega_1, R_3)$

The computation of the second order frequency-filtered correlations at zero time delay in Fig.4.3 is carried out by fixing the frequency at the peak $\omega_2 = R_3$ (one of the main peaks in both power spectra in fig.(4.2)), and letting the frequency of the other photon $\omega_1$ vary over the whole spectral range. In this case, the comparison among the three different coupling parameters $g_c$ is reported again for completeness. Fig.4.3 seems to suggest that antibunching is observed within both models for intermediate and smaller coupling, as well as for the largest system-cavity coupling in the more delocalised system. The only exception can be observed for the quasi-localised model, when the coupling parameter is the largest ($g_c = (0.67\text{ps})^{-1}$). In this case, the correlation between frequency $R_3$ and frequencies slightly smaller than $R_4$ shows bunching. Moreover, within this regime, the overall values of $g_\Gamma^{(2)}(\omega_1, R_3)$ are closer to zero, indicating that such cross-correlated emission is more antibunched. Fig.4.3 also highlights that the correlation computed with $g_c = (1.33\text{ps})^{-1}$ is overall closer to zero for the more delocalised model, again meaning that the system in this configuration exhibits more antibunching.
Figure 4.3: Second order correlations at zero time delay for: (a) dimer 1 and (b) dimer 2, with parameters in Fig.3.1(b) and 3.1(c). The figure is in semilog scale. The yellow line corresponds to the spectrum with the largest value of coupling.

4.4.4 Finite time delay second order correlations $g^{(2)}_1(R_4, R_3, \tau)$

Figure 4.4: Frequency- and time-resolved cross-correlation function $g^{(2)}_1(R_4, R_3, \tau)$ for: (a) the quasi-localised configuration in dimer 1 and (b) the more delocalised model in dimer 2, with parameters in Fig.3.1(b) and 3.1(c).
To better understand the nature of light emitted, the time-resolved second order cross-correlations $R_4 - R_3$ have been computed at finite time delay, again for both configurations. Fig.4.4 seems to suggest that both dimers are emitting antibunched light, although the statistics observed is not trivial. In both regimes the presence of the cavity does alter the statistics of the light emitted by the system very significantly. In particular, the photon correlation observed for dimer 2 exhibits a completely different behaviour with respect to that shown in free space (cf. Fig.3.8), being now very far from the characteristic perfect quantum emitter correlation. It is also worth noticing that in both Figs.4.4(a) and (b) the derivatives at long times are positive, meaning that the correlation functions will eventually tend to 1, as expected (see Sec.2.4.2).

![Figure 4.5](image)

Figure 4.5: Frequency- and time-resolved cross-correlation functions $g^{(2)}_{\Gamma}(R_4, R_4, \tau)$ for: (a) the quasi-localised configuration in dimer 1 and (b) the more delocalised model in dimer 2, for different damping rates $\Gamma_{th}$ for the modes, with the other parameters in Fig.3.1(b) and 3.1(c).

As a further investigation, we examine the cross-correlation comparing different values of the thermal damping rates, to gain an insight of the effect of the vibrational relaxation on the statistical properties of the light emitted by the systems. Fig.4.5 represents the time-resolved correlation function within both regimes and for two values of the thermal damping: $\Gamma_{th} = (1ps)^{-1}$ and $\Gamma_{th} = (6.67ps)^{-1}$. For slower vibrational relaxation, the photon statistics of dimer 1 changes from sub-Poissonian...
to super-Poissonian as can be seen in Fig.4.5 (square markers).

To understand better the implications of this change from sub- to super-Poissonian statistics, we now analyse the Cauchy-Schwarz inequality (CSI) for these correlations [181]. The CSI states that correlations of the product of two variables $X$ and $Y$ are bounded by the product of the auto-correlations, namely $|⟨XY⟩|^2 ≤ ⟨X^2⟩⟨Y^2⟩$. However, when the two variables are quantum observables, a violation of this inequality can occur [182–188]. This means that correlations between the observables can be strong enough to overcome the product of auto-correlations. In this context, the CSI inequality can be expressed through the correlators between the sensors. More specifically, we define $g_{Γ,ij}^{(2)}(τ)$ as in Eq.(2.31), considering the same linewidth for both sensors, that is:

$$g_{Γ,ij}^{(2)}(τ) = g_{Γ}^{(2)}(ω_i, ω_j, τ) = \frac{S_{Γ}^{(2)}(ω_i, ω_j, τ)}{S_{Γ}^{(1)}(ω_i) S_{Γ}^{(1)}(ω_j)} \frac{⟨ς^\dagger_i ς^\dagger_j(τ)ς_j(τ)ς_i⟩}{⟨ς^\dagger_i ς_i⟩⟨ς^\dagger_j ς_j⟩}. \tag{4.5}$$

The CSI in time is then expressed through the ratio [189]:

$$R_{Γ,ij} = \frac{[g_{Γ,ij}^{(2)}(τ)]^2}{g_{Γ,ii}^{(2)} g_{Γ,jj}^{(2)}} = \frac{⟨ς^\dagger_i ς^\dagger_j(τ)ς_j(τ)ς_i⟩^2}{⟨ς^\dagger_i ς_i⟩^2 ⟨ς^\dagger_j ς_j⟩^2} < 1. \tag{4.6}$$

The calculation of this ratio for the quasi-localised configuration in dimer 1, with the smallest value of the thermal damping $Γ_{th} = (6.67 \text{ps})^{-1}$, shows violation of the CSI for $τ < 0$, implying the presence of nonclassical effects when frequency $R_3$ is detected before $R_4$. This means that, although the statistics exhibits partial super-Poissonian distribution, the nature of the light emitted is quantum and presents antibunching. This effect has also been found in Ref. [139], where a two-level system was strongly coupled to a single mode of an optical cavity undergoing coherent pumping. The signature of the quantum nature of the emitter in our model is more evident when the thermal damping is smaller, namely when the vibronic coherences survive longer. The quantum behaviour of the light emitted reflects the quantum character of the interaction between the electronic degrees of freedom and the vibrational modes.

Finally, it is worth underlining an important point. In all the results presented above, we have coupled the sensors to the cavity mode. However, one could ask what happens if the sensors had been coupled to the electronic degrees of freedom. We have verified that the second order photon correlations remain qualitatively the same, but having coupled the sensors to the cavity has the advantage of increasing the intensity of the signal emitted. This has motivated our choice, as already mentioned at the beginning of this Chapter.
4.5 Conclusion

In this Chapter we aimed to complement the study of the second order photon correlation in free space, carried out in Chap.3. We have predicted frequency-filtered and time-resolved correlation functions of bio-inspired systems weakly coupled to a cavity mode, which probe coherent contributions to the emission statistics.

Having coupled the system to a cavity mode is often a good strategy to enhance the signal carrying out the quantum features of the emitter [83]. The use of the cavity has revealed to be very effective in our case. In fact, the light emitted by the system in free space can be difficult to capture, due to the low emission. The presence of the cavity allows to overcome this difficulty: increasing the coupling of the system to the cavity, the intensity of the emitted light is significantly enhanced. In principle this effect would continue when increasing the coupling even further. However, this would also alter the inner dynamics of the prototype photosynthetic complex, hybridising the states of the cavity and the system. For this reason the coupling strength has not been increased above a certain value, which guarantees a condition of weak coupling.

Moreover, the fact that we couple the system to the cavity has shown another interesting effect. The computation of the second order correlation function has, indeed, displayed super-Poissonian behaviour of the light emitted when the thermal damping of the phonon modes is reduced, meaning that the vibronic coherences of the system are more protected (see Fig.4.5). Even though a super-Poissonian distribution of the light emitted seems to be an indicator of classical light, one still needs to verify whether or not the correlation functions violate the CSI. In our case, we have indeed verified that the CSI is violated, which implies the quantum character of the light emitted. Therefore we have generated a beam of light that violates the CSI despite its super-Poissonian properties. This implies that the analysis of the statistics of the light emitted by the biomolecule of interest can provide information about the coherent contributions to the emission.

Our approach is very promising for the research in this field, since it could open the way to new experimental investigations that might be able to clarify and finally answer the main question debating in the community, that is whether or not photosynthetic complexes are characterised by non-trivial quantum coherence processes.
Conclusions and outlook

In the field of quantum biology, photosynthesis has become the most paradigmatic process studied to understand the extremely high efficiency in the light harvesting process and energy transfer.

Experimentally, such effects have been investigated thanks to the development of two-dimensional electronic spectroscopy. In particular, it has revealed that the dynamics of biological systems presents oscillatory behaviour lasting up to picoseconds. These beatings survive for a surprising long time, given that electronic dephasing was expected to happen in a few hundreds of femtoseconds. One of the explanations proposed for these observations is intermolecular vibronic coupling, where excitons and some vibrational motions interact in a coherent form, promoting long-lasting coherent oscillations of quantum superpositions of excited states.

However, confirmations of this hypothesis with alternative techniques that can provide unambiguous signatures of these effects are needed.

Since one of the most powerful tools to identify quantum properties of light and emitters is the analysis of correlation functions, the aim of this thesis was to employ quantum optics techniques to explore quantum coherence interplay within prototype photosynthetic complexes.

Our first step (Chapter 2) has been to develop an alternative formulation of the sensor method to compute frequency-filtered and time-resolved correlation functions, both at zero and finite time delay. This method treats perturbatively the coupling between the system of interest and the sensors, and defines the photon correlations through a series of auxiliary matrices determined in the Hilbert space of the emitter only. These matrices also offer an insight into the physical processes involved in the measure of correlations. The expression for the time-resolved second order correlation function contains the sum of three contributions. Each of them gives an insight on the physical processes governing the correlations at different timescales.

The advantages of using this approach are several. First of all, the dimension of the Hilbert space results reduced, since the detectors are not included in the expression...
of the photon correlations. Secondly, the results obtained do not rely on any assumption, meaning that they are valid also for non-Markovian systems. Moreover, within this approach correlation functions do not depend on the coupling parameter to the sensors, thus not requiring check for convergence of the results.

A further development of this research could be to prove the equivalence between the sensor method and the integral standard method used to compute photon correlations, without relying on quantum regression theorem and, therefore, on Markovian approximation. In such a case, we would be able to use the results obtained in our research even for non-Markovian quantum systems.

The following step (Chapter 3) has been to apply the method developed in Chapter 2 to compute frequency-filtered and time-resolved photon correlations to two different prototype photosynthetic complexes, in free space. This kind of analysis does capture features that the standard correlation function does not, therefore already proving the potential power of this tool. The two studied configurations differ for the degree of delocalisation of the excitons over the sites. The analysis shows important aspects.

Firstly, although the time-resolved correlation function exhibits sub-Poissonian statistics, it is not trivial to associate it to antibunching effects. Indeed, the cross-correlation shows asymmetry in the regime where the vibronic mechanism involves quasi-localised excitons, whereas the dimer characterised by more delocalisation presents a more symmetric correlation function. This is connected to the fact that the latter configuration is defined by a more collective behaviour in the light emission, therefore exhibiting features closer to the perfect quantum emitter. Nonetheless, the observed time-asymmetric fluctuations do indicate that the vibronic mechanism still affects the emission in this more delocalised system.

Secondly, but even more importantly, this frequency- and time-resolved photon correlation analysis is affected by the interplay between electronic and vibrational degrees of freedom. Indeed, it witnesses coherences, together with populations, within the excited state manifold of the system under study.

We have shown that frequency-filtered and time-resolved correlations capture quantum coherent contributions to excited states dynamics. This includes both populations and coherences. A further interesting investigation could be to understand the weight of each of these components. In addition, the computation of higher order correlations may shed light on the nature of the signal emitted by these biological complexes.

Finally (in Chapter 4), measurements of the frequency-filtered and time-resolved
correlation functions have been performed on the same two bio-inspired toy models, now weakly coupled to a cavity mode. Indeed, one of the main challenges in experiments when analysing single biomolecules using photoluminescence, is the weakness of the signal emitted. The presence of the cavity, however, enables to selectively increase the light emitted. In particular, as it is in resonance with one of the characteristic frequencies of the system, it allows to witness the electronic dynamics happening inside the biomolecule.

In principle, the larger the coupling, the more enhanced the light emitted. However, this coupling strength cannot be too large, due to the alteration it would cause to the internal dynamics of the system of interest. For this reason, a regime of weak coupling has been chosen for the purpose of this work. Nevertheless, exploring the regime of strong coupling could be interesting for a future investigation, since the emitted signal would probably increase even more. We point out that in this case one should consider a different master equation, as the two systems (cavity and vibronic part) would not be independently coupled to the different baths.

The coupling of the system to the cavity has shown interesting behaviours of the time-resolved cross-correlations. First of all, the signal emitted has increased due to the presence of the cavity. It exhibits super-Poissonian statistics, more evident in the configuration characterised by quasi-localised excitons and under a small thermal damping of the vibrational modes, meaning when the vibronic coherences of the system survive longer. Despite a super-Poissonian distribution of the light emitted seems to suggest a classical behaviour, a deeper analysis on the correlation function has been performed and we verified that the CSI is violated, implying the quantum nature of the light emitted.

Future works could analyse these correlations for more complex biological systems embedded in optical cavities. This approach appears, indeed, very promising thanks to the concrete possibility to experimentally measure filtered correlation functions of the light emitted by single molecules. The combination of such predictions with the experiments have the potential to unravel novel signatures of quantum coherent processes within biomolecules.

In conclusion, the research carried out in this thesis could pave the way to finally provide unambiguous proofs of quantum coherent processes occurring in the dynamics of single photosynthetic complexes.
Appendix A

Convergence for L in free space

The analysis of both the power spectra (Fig.A.1(a)) and the zero (Fig.A.1(b)) and time resolved photon correlations (Fig.A.1(c)) for the system in free space shows that converged results can be obtained considering a maximum number of vibrational excitations of $L = 4$. However, even using only two excitations $L = 2$ in the collective vibrational mode it is possible to obtain correct qualitative and quantitative results.

Figure A.1: The figure represents (a) the power spectra, (b) the zero time delay and (c) the time-resolved photon correlations for dimer 1, considering different values of the maximum number of excitations $L$ in the collective vibrational mode.
Appendix B

Numerical checks in the cavity configuration

Fig.B.1 and Fig.B.2 analyse the power spectra and the time-resolved correlation functions for both dimers, considering two different values of the coupling strength $(g_c = (1.33\text{ps})^{-1} = 25 \text{ cm}^{-1}$ and $g_c = (0.67\text{ps})^{-1} = 50 \text{ cm}^{-1}$, respectively. The figures compare the results obtained with two different values for the maximum number of excitations in the cavity mode, $L'' = 3, 4$.

It can be observed that the power spectra for both dimers and both values of couplings show convergence for $L'' = 3$. The same consideration holds for the cross correlation function of dimer 2 at finite time delay, as shown in Fig.B.1(d) and Fig.B.2(d). In this case, indeed, a maximum number of $L'' = 3$ guarantees results qualitatively close to the those that converge. However, a different analysis needs to be done for dimer 1, since the value of $L'' = 3$ does not suffice to assure convergence at short time delays for either of the two $g_c$ values considered. We therefore consider $L'' = 4$. 
Figure B.1: Power spectra (a) and (b) and time-resolved correlation functions (c) and (d) for both dimers, with coupling to the cavity $g_c = (1.33 \text{ps})^{-1} = 25 \text{ cm}^{-1}$ and other parameters given in Tables 3.1(b) and 3.1(c), comparing different values of the maximum number of excitations $L''$ in the cavity mode. (The figure for the power spectra is in log scale.)

Figure B.2: Power spectra (a) and (b) and time-resolved correlation functions (c) and (d) for both dimers, with coupling to the cavity $g_c = (0.67 \text{ps})^{-1} = 50 \text{ cm}^{-1}$ and other parameters given in Fig.3.1(b) and 3.1(c), comparing different values of the maximum number of excitations $L''$ in the cavity mode. (The figure for the power spectra is in log scale.)
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