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ABSTRACT
Transitional boundary layers over lifting bodies represent an important class of flows in many industrial applications, and accurately capturing the transition is crucial for the prediction of important phenomena such as lift, drag, and trailing-edge noise. In this study, we consider how large eddy simulations (LESs) can be used to capture the natural boundary layer transition and compare the results to fully resolved direct numerical simulations that provide a detailed picture of the transition and trailing edge flow. The ability of LES to capture the transition is considered by looking at different elements of the subfilter scale modeling and discretization. The behavior of the subfilter scale model is shown to be critical, and it must remain inactive during the early stages of transition to avoid erroneous predictions due to excessive dissipation. Dispersion errors, when present, can cause the natural transition mechanism to be bypassed at an earlier stage, which leads to higher levels of turbulent kinetic energy at the trailing edge.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5126663

I. INTRODUCTION

Transitional boundary layers are present in a wide range of flows in aerospace, marine, and a variety of other applications. For flows at moderate Reynolds numbers, the exact nature and location of the transition is important as this plays a crucial role in determining characteristics such as frictional drag. The dynamics of the boundary layer also influence the behavior of the trailing edge flow and tip-vortex formation, which are important acoustic sources in many applications. The frequency content of the fluctuations at the trailing edge is closely correlated with the resulting acoustic spectrum, and so accurate acoustic analyses are predicated on being able to predict the development and behavior of the boundary layer.

A large number of experimental and numerical studies have been carried out on boundary layer flows over flat plates and foil bodies in order to better understand the different mechanisms by which transition can occur. Particular attention has been paid to the transition of flat-plate boundary layers via the growth of Tollmien-Schlichting waves. The influence of separation bubbles on boundary layer transition, which are of particular importance to lifting surfaces, has also been explored in a number of works using a direct numerical simulation. Such efforts have resulted in a much improved understanding of the stages of transition, although some questions remain, particularly regarding the later nonlinear stages. The transition in a detached flow over a foil at low Reynolds numbers is considered in Ref. 6, which shows Kelvin-Helmholtz instabilities in the large separated region on the suction side. Experimental studies have also investigated the dynamics of laminar separation bubbles and their role in boundary layer transition. These studies have provided detailed insights into the complex interactions between the separation and transition points as well as effects of the trailing edge flow on the upstream bubble. Studies such as these highlight the challenging flow physics that numerical models must be able to capture in order to correctly predict the dynamics of the boundary layer and trailing edge flow. Direct numerical simulations have also provided valuable insights into the effects of freestream turbulence on boundary layer transition. The receptivity of the boundary layer to different intensities and scales of turbulence has been explored, showing how larger turbulent structures can bring forward the transition point through a mechanism known as bypass transition. While these studies have provided valuable insights into the detailed physics of boundary layer flows, DNS remains prohibitively expensive for most...
physically relevant configurations and so one must look to alternative methods.

Large eddy simulation is based on the concept of filtering out the smallest turbulent scales and modeling their effect on the flow field separately. For a wide variety of flows, a large eddy simulation (LES) has been shown to be an effective way of drastically reducing the computational requirements compared to a DNS, while retaining the important flow features. However, one of the fundamental difficulties in using the LES for transitional boundary layers lies in resolving the scales that are responsible for the initial transition. This is known as the receptive stage, where disturbances in the flow field or unstable shear layers result in growing velocity fluctuations in the boundary layer. The use of large eddy simulations to model the transition process for a flat-plate boundary layer has been reported in a number of studies, for example, Refs. 11–14. In one study,\textsuperscript{11} large eddy simulations of the flow over a flat plate were considered to assess how well the skin friction was predicted at each stage. A number of different subfilter scale (SFS) models were considered, with the constant coefficient models proving to be overly dissipative and incapable of capturing the transition. The excessive damping is noted in other studies, for example.\textsuperscript{11} In another recent study,\textsuperscript{13} a forcing function was proposed based on linear stability theory to provide the initial disturbance for the transition of a flat-plate boundary layer in order to overcome the high mesh resolutions required. Transition in a separated flow has also been considered.\textsuperscript{15} In this study, experimental data were used to provide a pressure field representative of a foil-type body that is then imposed on a flat plate.

An important application of modeling transitional boundary layer flows is the prediction of trailing edge noise. The relationship between boundary layer instabilities and trailing edge noise has been explored experimentally\textsuperscript{16,17} and also numerically\textsuperscript{18} using the direct numerical simulation. The focus of these studies has been on tonal noise induced by Tollmien-Schlichting waves that are amplified in a separated region close to the trailing edge on the pressure side of a foil. A number of criteria have been identified that, if satisfied, give rise to large amplitude tonal noise. One such requirement is that the boundary layer is still transitional at the trailing edge and hence correctly capturing the location and nature of the transition is vital for predicting such phenomena.

The use of large eddy simulations for the prediction of trailing edge noise has also been investigated in a number of recent works. A common approach, often referred to as a hybrid method, is to use the pressure and velocity fields from an incompressible LES as the input data for an acoustic model such as those proposed by Curle\textsuperscript{19} or Ffowcs-Williams and Hawking.\textsuperscript{20} This approach is adopted in a number of works, for example, Refs. 21 and 22, among others. However, such studies tend to rely heavily on detailed experimental data for validation, and a lack of thorough verification of the simulations makes it difficult to think of LES as a predictive tool in this regard at present. Such simulations are still limited to moderate Reynolds numbers, with mesh resolutions often being commensurate with a “coarse” DNS in the near-wall region.

There is little consensus in the published literature of how best to carry out large eddy simulations for boundary layer flows, and a number of different subfilter scale (SFS) models and discretization approaches are used. While it is well known that the use of upwind-biased schemes introduces artificial dissipation into the solution, they are still widely used. This is primarily because pure central schemes can introduce numerical instabilities, which, if large enough, prevent a solution from being obtained. This is particularly true when higher Reynolds numbers considered as fine enough meshes are often not computationally feasible. In Ref. 22, the QUICK (quadratic upstream interpolation for convective kinematics) scheme is used for the convective term, whereas a bounded central scheme is adopted in Refs. 21 and 23. This is a type of blended scheme where a level of up-winding is used to stabilize the solution. A different study\textsuperscript{23} uses a fourth-order central scheme to minimize the dissipative effects of the discretization scheme. Numerous different subfilter scale models are also used. For example, the authors of Ref. 23 used the standard Smagorinsky model to look at the effects of biomimetic structures on trailing edge noise reduction. Dynamic models are also employed, most commonly the dynamic Smagorinsky model, for example, in Ref. 22. Detailed studies of the validity of the different approaches are scarce, and so further research is needed to improve confidence in the predictive capabilities of LES for phenomena such as trailing edge noise. A comparison of the performance of two different SFS models (wall-adapting and QR eddy-viscosity models) is considered in Ref. 23. Here, the performance is also assessed by considering the transitional flow over a foil. It is found that both models capture the transition process but with varying levels of accuracy. However, the sensitivity of the results to the mesh resolution and discretization scheme is not considered in this study.

One of the main challenges for using the large eddy simulation in this regard lies in the interaction between the numerical errors and the subfilter scale modeling. Depending on the modeling approach used, errors in the cut-off region can contaminate lower wavenumbers. A number of efforts to understand and quantify the different types of errors have been made for a range of different flows, for example, Refs. 26–29, but how well such methods apply to transitional boundary layers is less understood. It is clear from these results that there is a complex relationship between the grid resolution, the subfilter model, and the discretization scheme. A better understanding of this relationship when considering transitional boundary layer flows is therefore needed in order that appropriate methods and grids are used.

In this study, we consider the transition of the boundary layer over a foil (see Table I) at a Reynolds number of $Re = 10^5$ with zero free-stream turbulence. The foil has a 4° angle of attack which gives rise to a small, thin laminar separation bubble on the suction side. This results in an inviscid Kelvin-Helmholtz instability, which eventually leads to a fully developed turbulent boundary layer. The aim of this paper is to assess how large eddy simulations can be used to capture the natural transition of the boundary layer and the
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resulting trailing edge flow. The analysis focuses on the transition process in order to better understand how the LES can be used to accurately model practical configurations involving transitional and turbulent boundary layers. The Kelvin-Helmholtz instability is also an important mechanism for the generation of turbulence in tip-vortex flows, and so an understanding of how numerical methods capture this process is crucial to a wide range of applications pertaining to lifting surface flows, such as aircraft wing tips and marine propeller blades.

In this paper, fully resolved direct numerical simulations are carried out, which provides a detailed description of the separation bubble, boundary layer transition, and the subsequent spectral content of the fluctuations in the boundary layer. These data are used to validate a number of different large eddy simulations, where the effects of the subfilter scale model, discretization scheme, and mesh resolution are considered. The performance of the different modeling techniques is assessed in terms of the presence of different types of errors, including artificial dissipation and dispersion errors, with the DNS data providing an excellent benchmark that allows for such errors to be identified and understood. A key aim is to understand the limits of different modeling techniques with respect to the mesh resolution. The cost of DNS is prohibitive for many practical applications, whereas the LES can be applied more widely. In order for the large eddy simulation to be used with more complex geometries and higher Reynolds numbers, a better understanding of the mesh requirements and how to control different sources of error is needed.

For the LES, we consider several second-order discretization schemes with fixed amounts of blending. This allows us to understand the trade-off between instabilities, dispersion errors, and the effects of artificial dissipation at different points in the flow field. There are, of course, a number of schemes that use limiters or NVD (normalized variable diagram) approaches to do this. Such approaches use different measures of unboundedness to determine the required level of blending, and some, for example, the bounded central scheme used in Ref. 21, reduce to first-order in certain circumstances, which is highly undesirable for the LES. Because the level of blending varies across the flow domain when this approach is used, it can be difficult to understand the effect on the flow field. By fixing the level of blending, a clearer insight into the effects can be obtained.

Section II details the numerical approach and methods adopted in the study and the geometry; meshing and boundary conditions are discussed in Sec. III. The DNS results describing the flow field are provided in Sec. IV and results from the large eddy simulations are presented in Sec. V, together with a discussion on the relative performance of the different methods. A number of conclusions are given in Sec. VI, along with recommendations on the verification for large eddy simulations of boundary layer flows.

II. METHODS

A. Governing equations

The governing equations for an incompressible Newtonian fluid are given in the following equations:

$$\frac{\partial U_j}{\partial t} + U_i \frac{\partial U_j}{\partial x_i} = -\frac{1}{\rho} \frac{\partial p}{\partial x_j} + \frac{\partial^2 U_j}{\partial x_i^2}. \tag{2}$$

For direct numerical simulations, all of the flow scales are resolved and so no further modeling is required. For the large eddy simulation, the flow field is split into a resolved part and a modeled part by spatially averaging the continuity and momentum equations. The latter part, representing the higher wave-number turbulence, is then modeled using a subfilter scale model. The filtered equations are derived by introducing a general filtering operator, \(G\), to each variable,

$$\bar{\phi}(x,t) = \int_V G(r,x)\phi(x-r,t)\,dr. \tag{3}$$

Applying the filter to each of the variables, the filtered equations are obtained,

$$\frac{\partial \bar{U}_j}{\partial t} + \bar{U}_i \frac{\partial \bar{U}_j}{\partial x_i} = -\frac{1}{\bar{\rho}} \frac{\partial \bar{p}}{\partial x_j} + \frac{\partial^2 \bar{U}_j}{\partial x_i^2} - \frac{\partial \tau_{ij}}{\partial x_i}, \tag{4}$$

where

$$\tau_{ij} = \bar{U}_i \bar{U}_j - \bar{U}_i \bar{U}_j. \tag{5}$$

It is important to note that in the derivation of Eq. (4), it is assumed that the operations of filtering and differentiation commute. For this to be true in the general sense, the filter function must be spatially homogeneous. As will be shown later, the filter width is usually taken to be some function of the grid size and so will not, in general, satisfy this condition. However, the error will remain small so long as the gradients in the mesh remain small. This is an important consideration when designing meshes for the LES.

B. Large eddy simulation

The filtered equations given by Eq. (4) are not closed, and so we must introduce an additional model to account for the effects of the subfilter scale (SFS) stresses, \(\tau_{ij}\). In this study, two different models for the subfilter scale stresses are considered: the Smagorinsky model and the local dynamic k model.

The Smagorinsky model is widely used and is an eddy viscosity model based on a mixing length, which is usually defined by the grid size. The eddy viscosity assumption relates the SFS viscosity to the stress tensor through

$$\tau_{ij} = -2\nu_{SFS} \bar{S}_{ij}, \tag{6}$$

where \(\bar{S}_{ij}\) denotes the filtered rate-of-strain. The subfilter scale viscosity is determined using a lengthscale which is related to the filter width through a constant, \(C_s\) known as the Smagorinsky constant,

$$\nu_{SFS} = C_s \Delta. \tag{7}$$

The Smagorinsky constant can vary considerably from one flow to the next, but a value of 0.1 is often used and this is adopted here.
empirical function based on the law-of-the-wall. The lengthscale in Eq. (7) then becomes

\[ \lambda_t = C_t \Delta \left[ 1 - e^{-r/\lambda_t} \right], \]  

where \( \lambda_t \) is a constant usually taken to be 26.\(^8\)

It can also be seen in Eqs. (6) and (7) that the Smagorinsky model is purely dissipative and can account only for the energy being transferred from the resolved scales to the modeled scales. The transfer of momentum from the modeled scales to larger scales, known as back-scatter, has been shown to be present in a range of transitional and turbulent flows,\(^6,7\) and it has further been shown that failure to account for this effect can prevent the growth of perturbations in the velocity field that leads to boundary layer transition.\(^9\)

The consequences of this are explored further in Sec. V.

The second subfilter scale model considered is the localized dynamic k model developed by Kim and Menon.\(^5,25\) This is a one-equation transport model for the subfilter scale turbulent kinetic energy. The idea of using a dynamic procedure to determine model coefficients has been applied to a number of models, for example, by Germano et al.\(^1\) for the determination of \( C_v \) in the Smagorinsky model. The motivation behind this lies in the fact that the different subfilter scale effects.

Following the approach set out by Kim and Menon,\(^5,25\) we begin by defining the SFS turbulent kinetic energy as

\[ k_{SFS} = \frac{1}{2} \left( \overline{\overline{u}} \overline{u} - \overline{u} \overline{u} \right). \]  

The transport equation for this is given by

\[ \frac{\partial k_{SFS}}{\partial t} + \overline{u} \frac{\partial k_{SFS}}{\partial x_l} = -\frac{\partial \overline{\sigma_{ii}}}{\partial x_l} - \epsilon_{SFS} + \frac{\partial \overline{\sigma_{ii}}}{\partial x_l} + \nu_{SFS} \frac{\partial k_{SFS}}{\partial x_l}. \]  

The SFS dissipation rate, \( \epsilon_{SFS} \), is modeled using

\[ \epsilon_{SFS} = C_v k_{SFS}^{3/2} \frac{\epsilon}{\Lambda}. \]  

The subgrid scale stress tensor is then given by

\[ \sigma_{ij} = -2C_t \Delta^{1/2} \overline{\overline{u}_i \overline{u}_j} + \frac{2}{3} \delta_{ij} k_{SFS}. \]  

The coefficients \( C_t \) and \( C_v \) are determined using a dynamic procedure. The test filter is usually taken to be twice the grid filter and is denoted by \( \Delta \). Using this, we derive the test-scale Leonard’s stress,

\[ L_{ij} = \overline{u_i \overline{u}_j} - \overline{u_i} \overline{u}_j. \]  

The resolved turbulent kinetic energy at the test filter level is therefore

\[ k_{tot} = \frac{1}{2} \left( \overline{\overline{u}} \overline{u} - \overline{u} \overline{u} \right). \]  

From this, the model constants are defined as

\[ C_t = \frac{L_{ij} \sigma_{ij}}{\sigma_{lm} \sigma_{lm}}, \]  

where

\[ \sigma_{ij} = -\Delta^{1/2} \overline{\overline{u}_i \overline{u}_j}, \]  

and

\[ C_v = \frac{\Delta}{k_{SFS}^{3/2}} \left( \nu + \nu_{SFS} \right) \left( \frac{\partial \overline{\overline{u}_i}}{\partial x_l} \frac{\partial \overline{\overline{u}_i}}{\partial x_l} - \frac{\partial \overline{\overline{u}_i}}{\partial x_l} \frac{\partial \overline{\overline{u}_j}}{\partial x_l} \right). \]  

The model therefore contains no free parameters, with all coefficients being determined from the smallest resolved scales.

It only remains to define the filter width. This is most commonly related to the cell volume through

\[ \Delta = \sqrt{h_x h_y h_z}, \]  

where \( h_i \) denotes the cell length in the \( i \)th direction. This approach introduces a problem for boundary layer flows, where high aspect-ratio cells are used in the near wall region. The use of Eq. (18) then leads to the filter width being less than the cell length in the streamwise direction, which introduces errors into the flow field. To avoid this problem, a different filter definition is used in this study,

\[ \Delta = \lambda \cdot \max(h_x, h_y, h_z), \lambda \in \mathbb{R}. \]  

The appropriate value for the filter-grid ratio, \( \lambda \), depends on both the mesh resolution and the discretization scheme. Several studies have considered suitable values for the filter-grid ratio.\(^\text{29,45}\) These studies concluded that the filter width should be at least 4 times the cell width when a second-order scheme is used and 2 times the width when a sixth-order scheme is used. A value of \( \lambda = 4 \) is used in this study unless otherwise stated.

C. Numerical methods

The general purpose finite-volume code OpenFOAM is used for all of the simulations in this study. The coupled pressure/velocity fields are solved at each time step using the PISO (pressure implicit with splitting of operators) algorithm with an algebraic multigrid solver for the pressure correction equation. The time derivative is discretized using a 3-point backward scheme.

For the direct numerical simulations, a second-order central scheme is used for the convective term, whereas several different methods are used for the LES. The central scheme is favorable because it exhibits lower dissipation than an upwind-biased scheme. However, it is prone to dispersion errors, particularly on coarser meshes. Because of this, it can be favorable to introduce a level of up-winding to stabilize the solution field. This can be achieved through a blended approach, which is considered below. For the convective flux through a face, denoted here as \( \psi \), the general form of a second-order scheme is (see Fig. 1),

\[ \psi_x = \psi_{\psi} + \frac{1}{2} \psi(r)(\psi_{\psi} - \psi_{\psi}), \]  

where

\[ r = \frac{\psi_{\psi} - \psi_{\psi}}{\psi_{\psi} - \psi_{\psi}}. \]  

The function, \( \psi(r) \), can be used to determine the level of blending. We define a weighting factor, \( \alpha \), \( \alpha \in [0, 1] \), where \( \alpha = 0 \) results in a pure central scheme. Using this, we can rewrite Eq. (20) as

\[ \psi_x = \psi_{\psi} + \frac{1}{2} (1 - \alpha + \alpha r)(\psi_{\psi} - \psi_{\psi}). \]
III. PROBLEM DEFINITION

The numerical study is split into two parts. The first part considers fully resolved direct numerical simulations to allow for a detailed picture of the flow physics to be developed. Results from two highly refined meshes are compared, with excellent agreement seen. A number of large eddy simulations are presented in the second part, with the results being compared to the DNS. A total of 5 different mesh resolutions are considered, with grid-independence of the DNS data being demonstrated with the two highest resolution meshes (D and E in Table II). Large eddy simulations are carried out on meshes A, B, and C. The Smagorinsky and dynamic k SFS models are considered together with three different discretization schemes.

A. Geometry and meshing

The geometry under consideration is a NACA0012 airfoil with a chord length of 0.3 m. The foil has a trailing edge bluntness equal to 0.25% of the chord. The trailing edge thickness is intended to represent a sharp but physically realistic form. The choice of span is a compromise between computational effort and the ability to fully resolve the three-dimensional boundary layer. As a guide, in Ref. 47, a span of $s = 0.2c$ is found to be adequate to capture the largest scales for the DNS of the flow over a foil in full stall. Other studies use a smaller span, for example, $s = 0.16c$ in Ref. 21 and $s = 0.1c$ in Ref. 4. A span of $s = 0.2c$ is used in this study.

The domain extends 4 chord lengths upstream and 10 downstream. In the z-direction, the domain extends 4 chord lengths above and below the foil. Preliminary studies found this to be adequate to prevent reflections off the boundaries.

The mesh designs are block-structured with a C-grid around the foil. Multiblock grading is used to allow for a better control over the refinement in key regions (see Fig. 2). 5 different mesh resolutions are considered, ranging from $1.8 \times 10^6$ to $58 \times 10^6$ elements. The parameters of each, given in wall units, are shown in Table II. The nondimensional mesh parameters have been estimated using the wall shear-stress from the Blasius boundary layer equation. The validity of this is assessed during the postprocessing. For comparison, the mesh parameters used in a number of other similar studies are given in Table III.

B. Boundary and initial conditions

A fixed value boundary condition is applied to the velocity field at the inlet, and a zero-gradient condition is applied at the outlet. The velocity magnitude is $\bar{U} = 5$ ms$^{-1}$. A no-slip condition is imposed on the foil. For the pressure field, a zero-gradient condition is imposed at the inlet with a fixed-value condition at the outlet. For the LES, the turbulent quantities are set to zero on the foil and the inlet, with a zero-gradient condition imposed at the outlet. Note that this means that the freestream subfilter scale turbulent kinetic energy is zero.
The flow-field is initialized with a steady RANS computation using the \( k-\omega \) SST turbulence model. This enables the computations to start with a more realistic flow-field which improves the stability of the calculation and also reduces the length of time needed to obtain statistically meaningful results.

The simulations are run for a total of \( 30c/U \). The initial transients were found to have attenuated leaving a statistically stationary flow after approximately \( 12c/U \). A fixed time step is chosen to satisfy the CFL condition. This required time steps of \( 3.33 \times 10^{-4}c/U \) and \( 2.5 \times 10^{-4}c/U \) for meshes D and E, respectively. These simulations required approximately 50 000 core-hours (on 256 cores) for mesh D and 230 000 for mesh E (on 512 cores).

The validity of the mesh dimensions given in Table II has been assessed using the computed \( z^+ \) (wall-normal) values over the foil. The mean \( z^+ \) is 0.52 for mesh D and 0.31 for mesh E, which is slightly lower than the estimated values. However, for mesh D, the instantaneous \( z^+ \) exceeds 1 at certain times due to velocity fluctuations where the boundary layer transitions but only by a small margin. For mesh E, \( z^+ \) remains below 1 apart from right at the leading edge. This is shown in Fig. 3. Both meshes exceed the criterion right at the leading edge on the suction side, but this is not thought to affect the results.

IV. DIRECT NUMERICAL SIMULATIONS

A. Mean flow

The mean boundary layer flow is characterized by a thin separation bubble on the suction side. A small region of reversed flow exists close to the wall within this bubble until the reattachment point. This is illustrated in Fig. 4. The pressure side of the boundary layer remains attached and laminar along the entire chord length.

Excellent agreement is seen between the results from meshes D and E as is demonstrated for the mean pressure coefficient and mean boundary layer, as shown in Figs. 5 and 6.

The boundary layer profiles in Fig. 6 show that the first half of the boundary layer is characterized by a growing separation region. This then reattaches at around \( x/c = 0.56 \), which
The growth of the separation bubble can be seen more clearly in Fig. 7, which also shows the region of reversed flow close to the wall.

8. Boundary layer transition

The transition of the boundary layer occurs in several stages. The region of reversed flow close to the wall inside the separation bubble results in an unstable shear layer giving rise to a streamwise instability. Analysis of the velocity data in this region reveals that the amplitude of the fluctuations grows rapidly toward the end of the bubble, as shown in Figs. 8 and 9.
Spectral analysis reveals further insights into the growth of the fluctuations during the early stages of transition. Figure 9 shows that the initial disturbance is dominated by a narrowband component centered around 140 Hz, which grows rapidly between \( x/c = 0.4 \) and \( x/c = 0.5 \). During the initial transition, the amplitude of the streamwise and wall-normal fluctuations is far greater than for the spanwise fluctuations. However, it can be seen that when the spanwise fluctuations start to develop toward the end of the separation bubble, their structure is similar to that of the streamwise fluctuations, indicating a degree of coupling, possibly through \( u'z' \). Between \( x/c = 0.4 \), where the fluctuations are first seen, and \( x/c = 0.6 \), the normalized rms of the streamwise fluctuations (normalized by freestream velocity) grows from 0.0024 to 0.2106, which is an increase of almost 2 orders of magnitude.

It is often the case that the early stages of boundary layer transition are due to some external parameter, such as low-intensity free-stream turbulence, surface roughness, or an imperfection in the geometry. However, the shear layer in the near-wall region combined with the recirculation of the flow inside the bubble appears to provide this initial perturbation, meaning that no external action is needed for the transition to occur. This process follows that of a Kelvin-Helmholtz instability.

After the boundary layer reattaches at approximately \( x/c = 0.56 \), the structure of the fluctuations becomes increasingly chaotic and the narrowband component disappears. Once the boundary layer becomes fully turbulent, the spanwise fluctuations increase sharply but remain lower than the streamwise fluctuations at lower wavenumbers. At higher wavenumbers, the amplitudes in each direction are much closer, indicating an increasing level of isotropy for the smaller scales, whereas the larger, energy containing scales are more anisotropic. This can be seen in Fig. 10.

The fluctuations of the surface pressure also show a sharp increase in the spanwise fluctuations followed by an increasingly broadband spectrum. The surface pressure spectra are shown in Fig. 11 for both meshes D and E, again showing excellent agreement. Analysis of the boundary layer also reveals that the turbulent kinetic energy grows to a maximum around the point where the boundary layer becomes fully turbulent and then decays toward the trailing edge. This also shows a very sharp growth between \( x/c = 0.5 \) and \( x/c = 0.6 \). Results for both meshes D and E are shown in Fig. 12, again indicating excellent agreement between the 2 meshes. Figure 12 also shows that the highest turbulent kinetic energy is found in the boundary layer region \( 30 < y^+ < 50 \).

An overview of the transition process can also be seen by looking at the vorticity over the foil. Figure 13 shows this using a contour plot of the \( Q \)-criterion, \( Q = \frac{1}{2} (|\Omega|^2 - |S|^2) \), where \( \Omega \) and \( S \) denote the vorticity and rate-of-strain tensors, respectively. A 2-dimensional tube vortex structure can be seen where the transition process begins which quickly breaks down into 3-dimensional vortical structures which are convected over the trailing edge.

We can summarize the following transition process:

1. Flow separation close to the leading edge leads to the formation of a laminar separation bubble on the suction side.
2. A streamwise instability grows in the bubble very close to the wall, dominated by a narrowband component at 140 Hz.
3. Small spanwise fluctuations start to appear shortly before the reattachment of the boundary layer.
4. The boundary layer reattaches coinciding with significant growth in fluctuations in all directions. The narrowband component in the streamwise fluctuations disappears.
5. The boundary layer becomes fully turbulent with no narrowband component and is convected over the trailing edge.

V. LARGE EDDY SIMULATIONS

To begin with, the performance of the two subfilter scale models is considered, followed by an assessment of the different discretization schemes.

A. Effect of sub-filter scale model

Significant differences are observed between the Smagorinsky model and the dynamic k model. Simulations conducted using the Smagorinsky model do not show any transition, and so the boundary layer remains laminar on both the pressure and suction sides of the foil. This is irrespective of the discretization scheme and mesh resolution. For all three meshes, there is a separated region close to the trailing edge on the suction side which expands as the mesh is refined, as shown in Fig. 14. Convergence toward the DNS data is not seen for the simulations using the Smagorinsky model for the three meshes used. All such simulations exhibit trailing edge flows consistent with laminar boundary layers, with tonal fluctuations corresponding to von Kármán vortex shedding. This behavior contrasts sharply with that seen for the dynamic k model (see Fig. 15), which does capture a transition in all cases.

To explain the differences in the flow fields resolved by the two models, we consider the subfilter scale viscosity in the boundary layer at $x/c = 0.4, 0.5, 0.6$, which covers the region over which the transition should occur. This is shown in Fig. 16. The dynamic k model is effectively inactive in the boundary layer at $x/c = 0.4$, with the subfilter scale viscosity more than 2 orders of magnitude lower than the molecular viscosity. The Smagorinsky model predicts a peak subfilter scale viscosity of $6 \times 10^{-5}$, which is 4 times larger than the molecular viscosity. This prevents the growth of any disturbance in the boundary layer and so prevents the transition from occurring. The dynamic k model only becomes active at $x/c = 0.6$, which corresponds to the point at which the smaller turbulent scales...
appear in the flow (as shown in Fig. 10). This suggests that this model is behaving correctly in that it is not damping out the larger scales in the boundary layer. The formulation of the Smagorinsky model is such that the subfilter scale viscosity must reduce with increasing mesh resolution and this is shown in Fig. 17. However, based on the rate of reduction in $\nu_{SFS}$, it can be concluded that, without modifying $C_s$, the mesh would have to be refined beyond that required for the DNS in order to capture the transition process.

The direct proportionality of the turbulent lengthscale to the filter width in the Smagorinsky model also leads to difficulties with the damping function applied at the wall. Increasing the filter-grid ratio results in the sub-filter-scale viscosity being too large in the near-wall region. This was found to lead to nonphysical boundary layer behavior for larger filter-grid ratios. A solution to this might be to increase $A^+$ to force $\nu_{SFS} \to 0$ at the wall, but such an approach would be, to some degree, arbitrary.

The Smagorinsky coefficient could of course be reduced, either in the near-wall region or for the entire domain. This would reduce the subfilter scale viscosity and may allow for the transition to be captured. The same is true for the near-wall treatment. However, the required change to any model coefficient depends on the stage of the transition. During the initial stages, we require that $\nu_{SFS} \ll \nu_{mol}$. As turbulence develops, $\nu_{SFS}$ needs to increase in response to the growth of the subfilter scales. The ability to do this is a key benefit of using the dynamic $k$ model, where the local resolved flow field is used to determine the model coefficients.

The failure to capture the transition has a number of consequences, both for the prediction of global forces such as lift and drag.
FIG. 15. Instantaneous streamwise velocity contours for (a) mesh C, LES with the dynamic k model and (b) mesh D, DNS.

FIG. 16. Comparison of the mean subfilter scale viscosity in the boundary layer at $x/c = 0.4, 0.5, 0.6$ for the two SFS models. Results are for mesh C using a pure central scheme.

FIG. 17. Mean SFS viscosity determined by the Smagorinsky model in the boundary layer at $x/c = 0.4, 0.5, 0.6$. 
and also on the prediction of the trailing edge flow. The separation region at the trailing edge predicted by the Smagorinsky model leads to a large overprediction in the drag and an under-prediction in the lift. Significant differences are also seen in the pressure spectra at the trailing edge, which is shown in Fig. 18. The pressure spectra at the trailing edge consist primarily of discrete frequencies at multiples of 65 Hz when the Smagorinsky model is used, whereas no discrete frequencies are observed for simulations conducted using the dynamic k model, which is in agreement with the DNS data.

### B. Effect of mesh resolution and discretization scheme

The previous analysis has shown that the Smagorinsky model, in its standard form, is unsuitable for resolving transitional flows and so is not considered further in this study. The local dynamic k model has shown that it does allow for the transition from laminar to turbulent to occur and so we must now consider how well simulations using this model capture each stage of the transition and the resulting turbulent boundary layer.
An overview of the qualitative differences in the mesh resolution and discretization schemes can be obtained by considering the isocontours of Q, shown in Fig. 19. For both of the discretization schemes shown, the flow field appears to converge toward the DNS data as the mesh is refined but there are marked differences in the results. The central difference scheme gives rise to significant dispersion errors for the coarser meshes, which manifest as unphysical fluctuations in the flow field. These appear predominantly toward the trailing edge but are also present in the region where the separation bubble should be. These errors are not visible in the vorticity plots for the 75-25 blended scheme, and a more expected convergence pattern is seen, with increasingly small turbulent structures being resolved as the mesh is refined.

The DNS data show the transition process beginning with a streamwise disturbance in the shear layer that results from the region of reversed flow close to the wall. Therefore, in order for the LES to capture the transition correctly, the bubble and region of reversed flow must be adequately resolved. Figures 20 and 21 show that the pure central scheme fails to capture the separation bubble for the 2 coarsest meshes, whereas the blended schemes show a separation bubble with a region of reversed flow for all three mesh resolutions. The predicted bubble size and the magnitude of the reversed flow increase as the mesh is refined, with the results converging toward the DNS data. For a given level of resolution, the 75-25 blended scheme produces the most accurate representation of the bubble. Even when using mesh C, the central scheme only allows for a very small region of reversed flow to be captured, whereas results from the blended scheme agree well with the DNS data at this resolution.

The failure of the coarser meshes when combined with a pure central scheme to capture the separation bubble can be explained by considering the vortical structures shown in Fig. 19. These indicate the presence of velocity fluctuations in the flow field that are upstream of where the transition should take place. The predicted levels of resolved turbulent kinetic energy in the boundary layer (see Figs. 22 and 23) show that the transition process predicted by the large eddy simulations is more gradual and begins further upstream than is predicted by the DNS. This is particularly true of the coarse meshes with pure central differencing.

This result should be considered in the context of the fundamental basis of large eddy simulation, which would suggest that coarse meshes might fail to resolve the small-scale instabilities that lead to the transition and either delay or prevent the transition from occurring. Clearly this behavior is not seen and the results generally show the coarser meshes predicting an earlier transition. This transition also occurs irrespective of whether the separation bubble forms, and so we must consider what other mechanisms are responsible for the behavior.

A more detailed understanding of this can be obtained by considering how the fluctuations evolve over the chord length. Figure 24...
shows the spectra of the streamwise velocity fluctuations for simulations using a pure central scheme. The behavior is clearly very different from that seen in the DNS. The boundary layer already contains significant fluctuations at $x/c = 0.4$ with very little periodicity. A growth in the fluctuations is observed for mesh C, but no narrowband component is present. The fluctuations are an order of magnitude higher at $x/c = 0.4$ than predicted by the DNS.

The earlier transition seen in these simulations can be attributed to the dispersion errors in the flow field. Where the laminar separation bubble does not form, it is because that the boundary layer is already turbulent, with the transition having occurred upstream. As we have seen, the dispersion errors manifest as fluctuations in the flow field and so behave, in some sense, like freestream turbulence. This, in turn, causes the early transition to occur through a mechanism more like bypass transition.

The introduction of a small blending factor reduces the dispersion errors in the flow field and allows for the correct transition mechanism to occur. As the mesh is refined from A to C, and as the blending factor is increased, the fluctuations at $x/c = 0.4$ reduce. With a 10% level of up-winding (see Fig. 25), no fluctuations are seen at $x/c = 0.4$ for mesh C. Increasing this to a 25% level of up-winding removes fluctuations from mesh B (Fig. 26). Therefore, the artificial dissipation introduced by the up-winding helps to remove the dispersion errors in the pre-transitional and transitional region. Convergence toward the DNS data can therefore be broken down into stages. First, as the mesh is refined or the blending is...
increased, the dispersion errors responsible for an early transition are reduced. If these errors are reduced enough, the transition will occur by the correct mechanism but the initial stage may not be well captured and transition will be delayed. Refining the mesh further still moves this point upstream toward the location predicted by the DNS.

It is interesting to note that by $x/c = 0.6$, all of the simulations using blended schemes predict similar levels of fluctuations at low wavenumbers, with increasing levels of dissipation observed at higher wavenumbers as the mesh becomes coarser. This shows that once the boundary layer has become fully turbulent and providing that the dispersion errors are minimal, the simulations behave as expected, with increased mesh refinement providing increased resolution.

It is important to recognize that the artificial dissipation introduced by blending is also a type of error. While the effect is positive in the pretransitional and transitional stages, the negative effects can be seen once the boundary layer is fully turbulent. Here, the effect is to damp out the higher-wavenumber fluctuations as can be seen at $x/c = 0.6$. However, the dissipative effects are observed mainly at higher frequencies than those seen during the early stages of the transition. This, combined with the earlier results, shows that the artificial dissipation introduced by the blending does not prevent or delay the transition from occurring. This highlights one of the benefits of using spectral analysis as part of any verification as it allows for the wavenumber at which artificial dissipation becomes noticeable to be determined.

The interactions between the discretization scheme and the subfilter scale model also merit closer attention. In the pretransition stage, a decrease in subfilter scale activity is seen with increased blending (see Figs. 27 and 28). This is consistent with the increased dissipation that comes with an increased level of up-winding. In this region, such behavior is favorable as the subfilter scale activity here should be minimal. The SFS activity that does occur at $x/c = 0.4$ is brought about in response to the presence of erroneous velocity fluctuations, which in this case result from the discretization scheme.

The spectral analysis shows that this results in fluctuations over a wide range of scales, whereas the dynamic $k$ SFS model is effective only at higher wavenumbers. Therefore, the subfilter scale model does not dissipate these fluctuations.

At $x/c = 0.6$, the boundary layer is in the final stages of transition, with three-dimensional turbulent structures dominating. Interestingly, for all discretization schemes, we see an increase in the subfilter scale viscosity as the mesh is refined. Only at the trailing edge is the expected pattern observed, with reduced subfilter scale activity for more resolved meshes. This behavior again highlights the complex interaction between the SFS model, the discretization schemes, and the mesh resolution. This also shows that the artificial dissipation introduced by the discretization schemes used here does not replace the role of the SFS model, as is the case for the implicit LES.

We finally wish to assess how well each simulation has predicted the trailing edge flow. In Figs. 22 and 23, it can be seen that the coarser meshes overpredict the resolved turbulent kinetic energy here. The preceding analysis of the boundary layer transition process shows that this is because of the earlier transition that occurs due to the dispersion errors in the flow.

Spectral analysis of the resolved turbulent kinetic energy at the trailing edge shows that the overprediction occurs at low wavenumbers. The spectral content of the resolved turbulent kinetic energy as
a function of mesh resolution and discretization scheme is shown in Fig. 29. A clear convergence can be seen as the mesh is refined, particularly when the pure central scheme is considered. Interestingly, the overprediction of $k$ at low wavenumbers is also seen in a recent DNS study, where simulations of the flow over a NACA0012 are performed at a Reynolds number of 500,000. The aim of the study is to assess the grid convergence. In this study, the frequency spectrum of the turbulent kinetic energy at a point close to the trailing edge is determined and this also shows overpredictions at low wavenumbers for the coarser meshes. This shows that such errors are primarily the result of the discretization process rather than a consequence of the subfilter scale modeling.

The effects of dissipation are also clear in Fig. 29. The higher wavenumber energies are underpredicted when coarsening the mesh or increasing the amount of blending in the discretization scheme.

It is noted that despite large differences in the transition process, the levels of turbulent kinetic energy are not that dissimilar when comparing the different simulations. This is partly due to the fact that spectral information about the transition is lost once the boundary layer becomes fully turbulent. Thus, in terms of the trailing edge flow, the actual mechanism and spectral content of the transition is only important if the boundary layer is still transitional at the trailing edge.

VI. CONCLUSIONS

DNS and LES have been carried out on the flow over a foil at a moderate Reynolds number to better understand how the large eddy simulations can be used to model flows involving boundary-layer transition. The direct numerical simulations reveal detailed information about the process of the boundary layer transition. The growth of a streamwise disturbance in the separated flow is observed, followed by a secondary three-dimensional instability. The transition process leads to a broadband trailing edge flow, with the initial narrowband component seen in the separation bubble no longer present.

A thorough comparison of the LES and DNS results has been carried out in order to better understand the behavior of LES for transitional boundary layer flows over foils. Direct numerical simulations have provided an excellent set of data against which the large eddy simulations can be compared. Grid independence of the DNS data has been demonstrated, providing a good level of confidence in the data.

The comparison of results from the two SFS models has determined that the Smagorinsky model is unsuitable for capturing the natural transition of the boundary layer. It is well known that this model can be overly dissipative but it is used for studies of boundary layer flows where no external perturbation is applied to the boundary layer. The analysis here shows that the overprediction of the subfilter scale viscosity in the boundary layer prevents transition leading to a laminar boundary layer producing tonal fluctuations at the trailing edge. Grid convergence toward the DNS data is not seen for the three meshes used, indicating that the mesh will need to be at least as refined as those used for the DNS in order to accurately predict the boundary layer flow. It may be the case that transition can be captured if sufficient levels of freestream turbulence or surface roughness are included, but this may result in a different transition mechanism and so the flow would differ from that predicted by the DNS.

From this, we can conclude that the choice of SFS model is a key consideration for modeling transitional boundary layer flows. In particular, an important criterion is that the model remains inactive during the initial stages of transition to allow for the small instabilities to develop. Only when the nonlinear stages of the transition have started should the model become active, which coincides with the emergence of the dissipative turbulent scales. Such behavior was observed for the dynamic $k$ model, suggesting that it is a suitable model for such flows.

For the dynamic $k$ model, convergence of the results toward the DNS data was seen when considering the mean flow properties, turbulent kinetic energy in the boundary layer, and the spectral content of the flow at the trailing edge. However, none of these simulations fully captured the tonal behavior of the initial streamwise disturbance, which leads to transition in the DNS cases. It is concluded that a mesh resolution commensurate with a DNS would be required to capture the receptive stages of the transition process.

It is interesting to note that despite not accurately capturing the early stages of transition, the large eddy simulations were capable of accurately predicting the boundary layer dynamics once the transition was complete. This implies that it is more important to capture the correct location of the transition rather than the exact mechanism. The spectral content of the transitional flow is lost once the boundary layer becomes fully turbulent and so failing to capture
this precisely is of less importance. This is only true for boundary layers where the transition is completed well upstream of the trailing edge. Had the process started closer to the trailing edge, then the tonal component would still be present and so capturing this would be important for acoustic predictions. This implies that very high resolutions would be required to capture tonal noise generation from amplified pressure-side Tollmien-Schlichting waves which occur very close to the trailing edge.

The complex interactions between the errors have been explored showing that dispersion errors can cause the natural transition to be bypassed at an earlier stage. The use of blending was shown to reduce the dispersion errors, but this in turn leads to larger dissipation at higher wavenumbers. Despite the error introduced by the blending, it did not introduce so much dissipation as to prevent or delay the transition, and a better convergence toward the DNS data was seen when using this approach. In particular, it has been shown that a small level of up-winding does not introduce so much dissipation so as to replace the SFS model. For simulations where highly refined meshes cannot be used due to complex geometries or high Reynolds numbers, this provides an effective way of minimizing the overall error.

Regarding the verification of large eddy simulations of transitional or turbulent boundary layer flows, this study has shown the importance of looking beyond mean flow properties when undertaking uncertainty analysis. Such analysis should consider quantities such as rms turbulent kinetic energy to understand how the turbulence in the boundary layer changes with mesh resolution. The change in the spectral content of the velocity fluctuations as the mesh is refined has also been shown to be a useful way of identifying errors, which might otherwise not be revealed. The importance of comparing results from multiple grids has also been highlighted. While grid convergence may not always be achievable, comparing results from multiple grids is a highly effective way of identifying different error sources, thus improving confidence in the reliability of a simulation.
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