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The flat band potential is one of the key characteristics of photoelectrode performance. However, its determination on nanostructured materials is associated with considerable uncertainty. The complexity, applicability and pitfalls associated with the four most common experimental techniques used for evaluating flat band potentials, are illustrated using nanostructured synthetic hematite (α-Fe₂O₃) in strongly alkaline solutions as a case study. The motivation for this study was the large variance in flat band potential values reported for synthetic hematite electrodes that could not be justified by differences in experimental conditions, or by differences in their charge carrier densities. We demonstrate through theory and experiments that different flat band potential determination methods can yield widely different results, so could mislead the analysis of the photoelectrode performance. We have examined: (a) application of the Mott–Schottky (MS) equation to the interfacial capacitance, determined by electrochemical impedance spectroscopy as a function of electrode potential and potential perturbation frequency; (b) Gärtnert–Butler (GB) analysis of the square of the photocurrent as a function of electrode potential; (c) determination of the potential of transition between cathodic and anodic photocurrents during slow potentiodynamic scans under chopped illumination (CI); (d) open circuit electrode potential (OCP) under high irradiance. Methods GB, CI and OCP were explored in absence and presence of H₂O₂ as hole scavenger. The CI method was found to give reproducible and the most accurate results on hematite but our overall conclusion and recommendation is that multiple methods should be employed for verifying a reported flat band potential.

Introduction

Much global research is being dedicated presently to the development of new materials and new material structures with improved stability and catalytic activity for use in energy conversion systems, such as photoelectrochemical reactors for water splitting. These reactors incorporate semiconductor photoelectrode materials which absorb photons with energies equal to or greater than the band gap, generating electrical charge carriers. The process of solar energy conversion to chemical energy is completed subsequently by the transfer of this photo-generated electrical charge across semiconductor|electrolyte interfaces, provided the photo-generated bias and the alignment of electronic energy levels across those interfaces are favourable.1–4

Material modification techniques are being employed in attempts to enhance solar-to-fuel conversion efficiencies. One set of such techniques can be described collectively as ‘nanostructuring’,5–7 a term that broadly encompasses: modifications of bulk material structures to improve charge transport properties,8,9 nanotexturing of surfaces to enhance photon absorption7,10–11 and decoration of surfaces with catalyst particles to improve reaction kinetics via plasmonic effects.12–14 While nanostructuring is proving to be beneficial to the improvement of energy conversion efficiencies, it also complicates the characterization of the fundamental properties of the modified materials.

The flat band potential is one of the key parameters that determines, and is used in the evaluation of, photoelectrode performance. Its determination can also help to estimate the positions of band edges in new materials. We have reported previously9 that for a single material there can be a wide dispersion in flat band potential values in the literature, which cannot be reconciled by differences in experimental conditions employed in their determination. Furthermore, a large proportion of these values were found to be outside the range
predicted theoretically. In this study, we sought to establish the extent to which a flat band potential value may be compromised by the method employed for its determination. To do this, we compared the flat band potential values obtained for one material (α-Fe₂O₃) using four different techniques:

(a) MS – application of the Mott–Schottky equation to the semiconductor capacitance, determined by electrochemical impedance spectroscopy (EIS) as a function of electrode potential and potential perturbation frequency;
(b) GB – Gärtner–Butler analysis of the square of the photocurrent as a function of electrode potential;
(c) CI – determination of the potential of transition between cathodic and anodic photocurrents during a slow potentiodynamic scan under chopped illumination;
(d) OCP – open circuit electrode potential under high irradiance.

To our knowledge, this is the first time that a systematic investigation of multiple flat band potential determination techniques and quantitative comparison of their results for a given material is offered to the community of scientists and engineers working on photoelectrochemical systems. We sought to demonstrate both theoretically and experimentally that the Mott–Schottky method, so frequently employed for the purpose of characterising newly-developed materials, is unlikely to yield definitive flat band potential (or band edge potential) values, even if the Mott–Schottky plots seem to look ‘right’. We offer complete sets of experimental data obtained with each flat band potential determination technique and attempt to elucidate the physical chemistry responsible for the observations, some of which may also offer new insights into the characteristics of the hematite|liquid junction.

Theory

Theoretical constraint to flat band potential

Prior to experimental analysis, when possible, it is helpful to estimate the flat band potential analytically. The first step is to calculate the electron affinity (conduction band energy) of the semiconductor on the physical scale; the second step is to convert this value to the absolute potential scale.¹⁷⁻²¹ Then, it should be assumed that on the absolute potential scale, the potential of a non-degenerate semiconductor at the flat band condition, \( U_{F(FB)} \), is constrained to a position between that corresponding to the conduction band edge, \( U_{C(FB)} \), and that of the valence band edge, \( U_{V(FB)} \), throughout the depth of the semiconductor as indicated in eqn (1) and shown schematically in Fig. 1.

\[
U_{C(FB)} < U_{F(FB)} < U_{V(FB)}
\]

Hence, any flat band potential value, determined experimentally, should be compared against the condition specified in eqn (1). For hematite, the potential of the conduction band at the flat band potential has been determined theoretically at 298 K as a function of pH:¹⁷

![Energy level diagram and corresponding potentials for an arbitrary semiconductor|electrolyte junction at the flat band condition, \( U_F = U_{F(FB)} \), and when the solution pH is greater than pH of point of zero charge of the electrode, pH > pH_zpc, giving rise to a negative potential prop across the Helmholtz layer (\( \Delta \phi_{HFB} < 0 \) V).](Image)

\[
U_{C(FB)}^{(\text{Fe}_2\text{O}_3)}(\text{SHE}) \text{ [V]} = 0.88(±0.29) - 0.059(±0.006)\text{pH} \quad (2)
\]

The value of 0.88 (±0.29) was derived using the optical band gap of 2.05 (±0.15) eV and an electron affinity of -4.85 (±0.08) eV. The accuracy of using the optical band gap to estimate the electron affinity in an oxide semiconductor is discussed later in the manuscript.

For example, in 1 M NaOH solutions, the measured pH is typically 13.65 (±0.1) and so \( U_{C(FB)}^{(\text{Fe}_2\text{O}_3)} \) is +0.07 (±0.29) V (SHE); hence, \( U_F^{(\text{Fe}_2\text{O}_3)} \) is predicted to be positive of this value. This prediction will now be compared with experimental findings.

Methods for flat band determination

**Mott–Schottky equation.** The most laborious yet most common method used for the determination of the flat band potential entails the measurement of the differential capacity of the electric double layer at the semiconductor|electrolyte interface. The total capacitance of the interfacial double layer, \( C_{\text{Interface}} \), principally comprises contributions from the semiconductor capacitance, \( C_{SC} \), and the capacitance of the Helmholtz layer in the electrolyte, \( C_H \), which are in series with each other:

\[
\frac{1}{C_{\text{Interface}}} = \frac{1}{C_{SC}} + \frac{1}{C_H} \quad (3)
\]

Typically, for a semiconductor electrode, \( C_H \) is assigned values between 0.1 F m⁻² ²²,²³,²⁴ and 0.2 F m⁻² ²⁵,²⁶ The semiconductor capacitance is described by the Mott–Schottky equation, which for an n-type material is:

\[
\frac{1}{C_{SC}} = \frac{2}{\varepsilon_0 \varepsilon_r n e} \left( U(\text{RE}) - U_{FB}(\text{RE}) - \frac{k_B T}{e} \right) \quad (4)
\]

where \( \varepsilon_0 \) represents the permittivity of free space, \( \varepsilon_r \) the relative permittivity (dielectric constant) of the semiconductor, \( e \) the electronic charge, \( n \) the concentration of donors (it is considered acceptable to ignore the minority carrier concentration in
wide band gap semiconductors\textsuperscript{4}, \(k_B\) the Boltzmann constant, \(T\) the temperature, \(U(\text{RE})\) the electrode potential applied relative to a reference electrode, RE, and \(U_{\text{FB}}(\text{RE})\) the flat band potential, which will be referred to as \(U\) and \(U_{\text{FB}}\) henceforth.

In practice, a Mott–Schottky plot is usually considered to be a graph of \(1/C_{\text{interface}}^2\) as a function of \(U^2\) \(C_{\text{interface}}\) is determined by EIS measurements. \(U_{\text{FB}}\) is determined from the intercept of the linear portion of the Mott–Schottky plot with the potential axis, \(U_{\text{FB}} = (U - k_B T/\varepsilon)_{y=0}\). Additionally, the charge carrier concentration \(n\) may be determined from the gradient of the Mott–Schottky plot, provided the relative permittivity is known.

The semiconductor capacitance will vary with the extent of band bending, while the capacitance of the Helmholtz layer is expected to remain constant. Hence, it is often assumed that \(C_H \gg C_{\text{SC}}\) such that \(C_{\text{SC}} \approx C_{\text{interface}}\).

Another fundamental assumption of the Mott–Schottky eqn (4) is that \(U - U_{\text{FB}}\) represents exclusively the extent of band bending in the semiconductor, \(\Delta \phi_{\text{SC}}\). However, an applied bias across a semiconductor|solution interface will be distributed between two physical regions: the semiconductor (solid phase) and the Helmholtz layer (liquid phase). Hence, the above assumption is true only if \(|\Delta \phi_{\text{SC}}| \gg |\Delta \phi_{\text{H}}|\),\textsuperscript{24} where \(\Delta \phi_{\text{H}}\) is the potential drop across the Helmholtz layer. However, in general

\[
U - U_{\text{FB}} = \Delta \phi_{\text{SC}} + \Delta \phi_{\text{H}} \tag{5}
\]

where \(\Delta \phi_{\text{SC}}\) and \(\Delta \phi_{\text{H}}\) are functions of applied bias.

The justification of the two assumptions above will now be examined theoretically.

The semiconductor capacitance may be estimated by solving the Poisson equation, as shown in Section 1 in the ESI,\textsuperscript{†} for the case of a n-type semiconductor in which the bulk concentrations of electrons, holes and donors are symbolised with \(e_n\), \(p_0\) and \(N_D\), respectively, yielding eqn (6) for the semiconductor capacitance:

\[
C_{\text{SC}} = \sqrt{\frac{\varepsilon_0 \varepsilon_r}{2}} \frac{-N_D - p_0 \exp\left\{-\frac{e\Delta \phi_{\text{SC}}}{k_B T}\right\} + n_0 \exp\left\{\frac{e\Delta \phi_{\text{SC}}}{k_B T}\right\}}{-N_D \cdot \Delta \phi_{\text{SC}} + \frac{p_0 k_B T}{e} \left\{\exp\left\{-\frac{e\Delta \phi_{\text{SC}}}{k_B T}\right\} - 1\right\} + \frac{n_0 k_B T}{e} \left\{\exp\left\{\frac{e\Delta \phi_{\text{SC}}}{k_B T}\right\} - 1\right\}^2} \tag{6}
\]

Hence, the capacitance of the space charge layer may be predicted as a function of the extent of band bending, provided the relative permittivity and bulk charge carrier densities in the semiconductor are known. The dielectric constant of \(\alpha\)-Fe\textsubscript{2}O\textsubscript{3} has been reported as 24.1,\textsuperscript{28} 38.2,\textsuperscript{29} 80\textsuperscript{30} and 120,\textsuperscript{41} such a wide range results in a significant difference in predicted capacitance values. Nevertheless, the interfacial capacitance may now be estimated from eqn (6).

To illustrate the fact that in practice Mott–Schottky plots may contain non-negligible contributions from the Helmholtz layer capacitance, in Fig. 2 we compare theoretical values of \(1/C_{\text{SC}}^2\) with \(1/C_{\text{interface}}^2\) as a function of semiconductor band bending correction for \(C_H\), the flat band potential values would appear more negative and thus incorrect values would be determined from extrapolation of the curve to the \(x\)-axis. Furthermore, it is important to note that, contrary to previous reports,\textsuperscript{24,32} even after correction by \(C_H\), linearity of Mott–Schottky plots is not always guaranteed.

The next problem is the frequent assumption that \(U - U_{\text{FB}} \approx \Delta \phi_{\text{SC}}\) (eqn (4)); hence Mott–Schottky graphs in Fig. 2 are often simply plotted versus \(U\), such that \(U_{\text{FB}}\) can be determined by extrapolation. However, this assumption is not always justifiable.
If $C_H$ is known, it is possible to predict the distribution of applied potential between semiconductor and Helmholtz layer, by assuming that the charge in the semiconductor space charge region, $q_{SC}$, is compensated by free charges, $q_H$, in the Helmholtz layer: $q_{SC} = q_H$.

As shown in Fig. 4, the proportion of applied bias that is dropped across the Helmholtz layer increases with increasing dopant density, which is expected as the semiconductor will begin to exhibit quasi-metallic behaviour; predictably, for an n-type semiconductor it is also greater in the state of accumulation than in the state of depletion. Hence, unless a semiconductor has very low dopant levels, it cannot be assumed that $U - U_{FB} \approx \Delta \phi_{SC}$; if such an assumption is made erroneously, then the gradient of the Mott–Schottky graph used for computing the doping level [eqn (7)] will be incorrect.

$$N_D = \frac{2(\frac{d\Delta \phi_{SC}}{dC_{SC}^{-2}})}{q_H} \left(\frac{\epsilon}{\epsilon_{rel}}\right)$$

We note that the change in $\Delta \phi_H$ as a function of applied potential, will also cause the potentials of the conduction and valence band edges to shift.

For example, Fig. 5 shows Mott–Schottky plots for a n-type semiconductor with different doping levels for the cases of $U - U_{FB} = \Delta \phi_{SC} + \Delta \phi_H$ and $U - U_{FB} \approx \Delta \phi_{SC}$. Clearly, at doping levels $>10^{24}$ m$^{-3}$, the gradients of the Mott–Schottky plots are affected severely by the partial distribution of the applied bias across the Helmholtz layer; this must be taken into account in the analysis of interfacial capacitance determined by impedance spectroscopy as a function of $U - U_{FB}$. If the data is not corrected for $\Delta \phi_H$, the doping density may be over-estimated.

Analysis of EIS data. The capacitance of the semiconductor|electrolyte interface may be measured using electrochemical impedance spectroscopy. If the Mott–Schottky eqn (4) is assumed to characterise the interface comprehensively, then the interface could be modelled as a capacitor in series with an electrolyte (and ohmic contact) resistance. Then, the semiconductor capacitance could be extracted very easily from the complex component of the measured impedance, $Z''$, using eqn (8), as a function of the angular frequency of the voltage (or current) perturbation, $\omega$. In this idealized scenario, $\omega Z''$ will be a constant.

$$Z'' = -\frac{j}{\omega C_{Interface}}$$

In most cases, the semiconductor|electrolyte interface has a finite resistance; Fig. 6 shows the most basic equivalent circuit that is applicable.

The impedance of the electronic circuit shown in Fig. 6 is computed according to:

$$Z_{R(\omega C)} = R_{Faradaic} + \frac{R_{Interface}}{1 + \omega^2 R_{Interface}^2 C_{Interface}^2}$$

$$= -\frac{j\omega R_{Interface}^2 C_{Interface}}{1 + \omega^2 R_{Interface}^2 C_{Interface}^2}$$
The evaluation of $RC$ parameters may be accomplished by fitting the circuit model to experimental measurements of the semiconductor|electrolyte impedance measured over a wide range of perturbation frequencies (typically $10^7$ to 0.1 Hz), applied to a range of potentials. $C_{\text{Interface}}$ obtained as a function of applied potential, can be corrected subsequently by $C_H$ and $\Delta\phi_H$ to obtain $C_{\text{SC}}$ as a function of band bending, so allowing the determination of flat band potential and charge carrier density using the Mott–Schottky equation.

Complications arise when multiple processes take place on the semiconductor surface, when the circuit in Fig. 6 becomes too simplistic. It can be challenging to distinguish between processes responsible for the different impedance features, such as several semicircles on a Nyquist plot, especially if they are convoluted. It is often not possible to isolate the required semicircle for analysis, in which case a more complex equivalent circuit is employed to describe the full data set and the relevant parameters are subsequently extracted from the fit. This can require guesswork as to which processes are occurring and whether they are in series or parallel relative to each other, as discussed in Section 3 in the ESL.† Additionally, it is common to replace capacitors, $C$, in the equivalent circuits with constant phase elements, CPE, to account for non-ideal capacitive behaviour associated with spatial distributions of potential and so to obtain a better agreement between the circuit model and experimental data. Conversion of CPE to effect capacitive contributions for complex circuits introduces additional error, as discussed in Section 4 in the ESL.† Moreover, the impedance data collected over a wide potential range often cannot be modelled with the same equivalent circuit; at the same time, it is wise to determine interfacial behaviour across a wide potential range in order to minimise the range over which the graphs need to be extrapolated. Mott–Schottky graphs are often extrapolated by $>0.5$ V and sometimes even $>1$ V, yet Fig. 2, 3 and 5 illustrate the likely serious error of doing so from a limited data set.

In summary, when EIS data is processed and a Mott–Schottky plot is generated, there can be considerable uncertainty in the data trend and the extracted values. Indeed Mott–Schottky plots can be totally meaningless. However, as seen from Fig. 3, the very appearance of a Mott–Schottky plot can indicate deviation from ideal behaviour and the model's assumptions listed below. Comparison between expected and determined flat band potential values should increase confidence in reported values. Additionally, when donor densities extracted from the slopes of Mott–Schottky plots appear particularly large (greater than ca. $10^{25}$ m$^{-3}$), they should be compared with the (reasonably) expected density of states in the conduction band (for n-type materials) or valence band (for p-type materials) to ensure that physics is not violated.

### Deviation from theory

The complex nature of the semiconductor|electrolyte interface, particularly for nanostructured semiconductor surfaces, have been reported to cause deviation from Mott–Schottky type behaviour.

The fundamental assumptions made in the derivation of the Mott–Schottky equation were:†

1. The resistance of the electrolyte and bulk semiconductor are negligible;
2. The semiconductor|electrolyte barrier has an infinitely high resistance;
3. There are no interfacial regions, such as the Helmholtz layer, from which additional capacitive contributions will arise;
4. There are no surface states, from which additional capacitive contributions will arise;
5. Donor or acceptor atoms are completely ionised;
6. Constant relative permittivity, $\varepsilon_r$;
7. Spatial distribution of dopants/defects is homogeneous;
8. The semiconductor surface is perfectly smooth. Furthermore, it is assumed implicitly that band edges of the semiconductor are ‘pinned’, while the Fermi level can shift.

Assumptions 1, 2 and 4 do not necessarily have to hold if an appropriate circuit is chosen with which to model impedance data, accounting for all parameters.

Assumption 3 is not valid for semiconductor|electrolyte interfaces, so requiring correction. As shown in Fig. 2, 3 and 5, the effect of $C_H$ on the gradient and intercept of the resultant Mott–Schottky plot depends on the dopant density.

Assumption 5 may not hold if there is more than one type of donor or acceptor; for example, there may be deep and shallow donors which become ionised at different electrode potentials and give rise to a Mott–Schottky plot with two regions over which gradients differ. Without prior detailed knowledge of the semiconductor’s composition, it will be difficult to distinguish between this situation and one caused by the influence of the Helmholtz capacitance (Fig. 3).

Very often, instead of using circuit fitting to model EIS data and derive resistances and capacitances, Mott–Schottky plots are constructed from EIS data collected at single frequencies; however, this can yield accurate data only for well-behaved materials. The assumption that EIS measurements at sufficiently high frequencies (1 to $10^4$ kHz)$^3$ exclude the influence of phenomena such as leakage currents and interference of surface states$^6$ needs to be verified experimentally. Furthermore, the frequency dispersion in the gradients of Mott–Schottky plots has been explained by a semiconductor’s...
violation of assumption 6. This has been thought to compromise the determination of the dopant density but not the flat band potential value, provided the graphs generated at multiple frequencies converge to the same potential value. However, as stated earlier, if data has to be extrapolated over a wide potential range, there can be little confidence that curves do indeed converge to one value.

Spatial distribution of dopants or non-stoichiometric ions through the thickness of the semiconductors, which can be caused readily by thermal pre-treatment, for example, results in a conductivity profile and non-linearity in Mott–Schottky plots. Hematite is especially known for having an inhomogeneous composition near the surface, violating assumption 7.

Assumption 8 is violated by nanostructured materials. Their real surface area is substantially larger than their geometric surface area, compromising the calculation of capacitance per unit area required for eqn (4), leading to an apparently more negative flat band potential in the case of a n-type semiconductor.

A further complication arises when the dimensions of the nanostructures, such as nanowires or dendrites, are comparable with, or greater than, the width of the semiconductor space charge layer. If the width of the space charge layer exceeds the size of nanostructures at the surface, then these features will be fully depleted. Therefore, as band bending increases, the area over which the capacitance changes is decreased from the real surface area towards the geometric surface area; hence the area becomes a potential-dependent parameter. This manifests as a curved Mott–Schottky plot and advanced modelling and accurate knowledge of material and material|electrolyte interfacial properties (e.g., N_surface, C_HH, presence or otherwise of surface states etc.) is required to achieve meaningful analysis of such plots.

In summary, the semiconductors being synthesized today for direct water splitting will tend to violate most of the assumptions behind the derivation of the Mott–Schottky equation, which nevertheless continues to be used for flat band potential determination, yielding an unhelpfully broad range of values for similar materials.

**Gärnter–Butler analysis.** An alternative method of determining the flat band potential is based on measurement of the net photocurrent as a function of applied potential. The flat band potential is predicted to be at the intercept of the square of the net photocurrent with the potential axis.

The Gärnter–Butler equation relates the net measured photocurrent, $I_{\text{photo}}$, to the extent of band bending in the semiconductor, $\Delta \psi_{SC}$, via:

$$I_{\text{photo}} = I_{0,\lambda} \alpha_{\lambda} \left( \frac{2e\Phi_{\lambda}}{N_0} \right)^{1/2} \left( \Delta \psi_{\text{SC}} \right)^{1/2}$$  \hspace{1cm} (10)

Eqn (10) is a simplified composite of several formulations. In the first, the total photocurrent density depends on the incident photon flux, $I_{0,\lambda}$ (monochromatic), material absorption coefficient, $\alpha_{\lambda}$ (wavelength-dependent), diffusion length of minority charge carriers, bulk concentration of minority charge carriers and the width of the space charge layer, $d_{SC}$. The second is a derivation of $d_{SC}$, which is based on the same assumptions as the Mott–Schottky equation. The simplification of the combined equation is made by assuming that diffusion of minority charge carriers and absorption of photons outside the space charge layer make negligible contributions to the overall current in wide band gap semiconductors, as shown in Section 2 in the ESI, and that only photon absorption in the space charge layer generates photocurrent.

Similar to the manner in which the Mott–Schottky equation is being applied, the Helmholtz layer is usually disregarded and eqn (10) is written as eqn (11), leading to an overestimation of photocurrent, as shown in Fig. 7. The more realistic behaviour, which takes into account that $|\Delta \psi_{SC}| < |U - U_{FB}|$, shows that for a n-type semiconductor the estimated flat band potential is likely to be more positive than the true value, as illustrated in Fig. 8 for $N_D = 10^{26}$ m$^{-3}$.

$$I_{\text{photo}} = I_{0,\lambda}\alpha_{\lambda} \left( \frac{2e\Phi_{\lambda}}{N_0} \right)^{1/2} \left( U - U_{FB} \right)^{1/2}$$  \hspace{1cm} (11)

While the formulation in eqn (10) and (11) is given for monochromatic light, it is possible to predict the photocurrent under white light illumination by integrating the product of the photon flux and absorption coefficient over the relevant wavelength range and employing their spectrally resolved values, as in eqn (12).

Furthermore, most real systems will be affected by charge carrier recombination, which is a function of $\Delta \psi_{SC}$. The charge transfer efficiency, which represents the fraction, $\Phi$, of the theoretical maximum photocurrent, $I_{th}$, that is actually measured, needs to be factored in, as in eqn (12), because recombination can delay photocurrent onset to potentials well away from the flat band, as is often observed with water oxidation at metal oxide photoanodes.

![Fig. 7 Square of the photocurrent predicted by the Gärnter–Butler equation using $\alpha_\lambda = 1.6 \times 10^7$ m$^{-1}$, $I_{0,\lambda} = 3.6 \times 10^{24}$ m$^{-2}$s$^{-1}$, $\epsilon_r = 80$, $N_0 = N_D$ (for various doping levels), $\rho_D = 0$, $C_H = 0.2$ F m$^{-2}$ and $U_{FB} = 0$ for the cases of $U - U_{FB} = -0.2$ F m$^{-2}$ and $U - U_{FB} = -0.2$ F m$^{-2}$](image-url)
Although it is possible to produce a semi-empirical description of $\Phi$, experimental data are required to do so. Charge transfer efficiencies can be determined from photo-electrochemical impedance spectroscopy (PEIS) data,\cite{29,48} transient absorption spectroscopy (TAS)\cite{49,50} or intensity modulated photocurrent spectroscopy (IMPS),\cite{31} but these complicate the Gärtner–Butler method of flat band determination substantially. Alternatively, addition to the electrolyte of sacrificial reagents such as hydrogen peroxide,\cite{51} hydrogen sulfide\cite{52} or methanol,\cite{53} can increase dramatically the rates of charge transfer relative to those of recombination. This approach could increase confidence in the flat band potential value determined from eqn (10). However, even in the presence of sacrificial reagents, the charge transfer efficiency is not guaranteed to be unity near the flat band potential, so the problem shown in Fig. 8 may be further exacerbated.

$$j_{\text{photo}} = \Phi \sum_j I_{0,j} \frac{(2e\psi_0)}{n_0} \left( \frac{\Delta \phi_{\text{SC}}}{2} \right)^2$$ (12)

**Chopped illumination.** This method determines semiconductor behaviour under transient conditions, when the electrode potential and light intensity are modified simultaneously. The measurements are conducted under potentiodynamic conditions, typically utilising a slow potential scan rate (1–10 mV s$^{-1}$), and illumination is periodically switched on and off, or ‘chopped’. The transient response of the current provides information on the band bending in the semiconductor.\cite{43}

In the dark, a quasi-steady state current flows. Upon illumination, there is a transient photocurrent spike, followed by decay to a quasi-steady state photocurrent. When the light is turned off, similarly there is a transient spike in current, before decaying back to the steady state dark current, corresponding to a new electrode potential. Spikes in both dark currents and photocurrents are associated with capacitance charging of the interface.\cite{43} A spike in positive current is registered when illumination triggers an anodic photocurrent. Conversely, a spike in negative current is registered when illumination triggers a cathodic photocurrent. The flat band is identified as the potential at which the inversion between cathodic and anodic photocurrents occurs as this happens when the direction in band bending changes. This can be done through visual analysis of chopped photocurrent data, which will indicate the narrow potential region over which the transition takes place (as done in this study). Alternatively, the transition potential can be identified using a lock-in amplifier, which will evaluate transient photocurrents.

For the case of a n-type semiconductor, the principal photocurrent is expected to be anodic as illumination increases the concentration of holes substantially above the equilibrium value, whereas the effect is not as pronounced for electrons, especially if the semiconductor is heavily doped. However, in principle, a cathodic photocurrent may also be registered on a n-type semiconductor in the presence of a suitable redox couple,\cite{43} although a steady state cathodic photocurrent is considered unusual, especially if the concentration of donors, $n_0$, is of the same order of magnitude as the density of states in the conduction band, $N_C$.

This method for flat band determination has been proposed to be more accurate than using the Mott–Schottky equation, as measurements are not compromised by substantial rates of Faradaic processes.\cite{43} However, despite featuring in several studies,\cite{45,55,56} this technique is not used widely for this purpose.

**Light-saturated OCP.** Typically, an electric field is present at the surface of the semiconductor immersed in an electrolyte, as a result of the equilibration process that entails surface charge redistribution. This causes a degree of band bending in the semiconductor and hence the open circuit potential $U_{\text{OCP}}$ in the dark tends to deviate from the flat band potential. Absorption of photons and the consequent formation of electron–hole pairs at the interface compensates for this charge imbalance and causes the bands to unbend. Hence, upon illumination of a n-type semiconductor, $U_{\text{OCP}}$ will shift to more negative values. Conversely, $U_{\text{OCP}}$ of a p-type semiconductor will shift to more positive values. In both cases, $U_{\text{OCP}}$ will shift towards the flat band potential and is expected theoretically to reach it at sufficiently high illumination intensities.\cite{57} In both cases the maximum photo-potential is obtained when the energy bands become flat.\cite{58} Hence, a plot of the open circuit potential as a function of illumination intensity should asymptote to the flat band value at higher intensities. Sometimes, this method is suggested as one of the most accurate, as it requires no assumption-based analysis and in principle, the measurements evade any interference of the potential drop across the Helmholtz layer or the application of bias, which may result in the formation of surface states or the decomposition of the semiconductor.\cite{57} However, the stabilization of $U_{\text{OCP}}$ is a non-instantaneous process due to the equilibration of the fields induced by photo-generated charge carriers and the semiconductor|solution interface.\cite{59} Furthermore, this method will not be accurate in the presence of defects, which may pin the Fermi level.\cite{62}
Other methods. Though not investigated in this study, several additional flat band determination methods have been reported: voltammetric response of the semiconductor in the presence of redox couples with well-defined standard potentials,\textsuperscript{62-64} electro-reflectance spectroscopy\textsuperscript{62-64} (applicable to smooth electrodes only); detection of space charge layer changes by surface stress measurements using a piezoelectric detector.\textsuperscript{38,45}

Experimental
Photoanode fabrication
Undoped iron oxide films were prepared by spray pyrolysis of ethanol absolute (AnalaRNormapur, VWR BDH Prolabo) containing 0.1 mol Fe\textsubscript{2}O\textsubscript{3}dm\textsuperscript{-3} (Sigma Aldrich). This precursor solution was nebulised using compressed air onto fluorine-doped tin oxide (FTO) coated glass slides (TEC 8, Cytodiagnostics, Canada). The solution and the compressed air were introduced via separate flow channels into a quartz nebulizer (TQ+ Quartz Nebulizer, Meinhard, USA) at a flow rate of 1.68 × 10\textsuperscript{-2} cm\textsuperscript{3} s\textsuperscript{-1} and 345 kPa, respectively. The nebulizer was mounted onto a CNC machine (HIGH-Z S-720, CNC-Technik, Heiz) in place of the milling tip; the movement of the nebulizer over the glass slides was software-automated (WinPC-NC CNC Soft-ware, BobCad-CAM, USA) and programmed to take place alternately length-wise and width-wise over the sample, ensuring uniform coating of the substrate.

Prior to deposition, blank FTO slides were cleaned with ultrasound in acetone and washed in ultrapure H\textsubscript{2}O. Subsequently, the slides were placed on a hot plate positioned within the inner perimeter of the CNC machine and maintained at 480 °C during the coating process.

The glass slides were thermally treated in an oven (Elite Thermal Systems Ltd, UK) in air at 500 °C for one hour. The thickness of the films was determined to be 47 ± 6 nm using a stylus profilometer (TencorAlphastep 200 Automatic Step Profiler). The band gap of the samples was determined from transmittance measurements in the UV-Vis-NIR wavelength range.

A silicone-based varnish (Tropicalised varnish, RS-online, UK) was applied over a portion of the iron oxide to isolate an electroactive area of 3.5 (±0.1) × 3.0 (±0.1) mm\textsuperscript{2}.

The nanostructure of such spray pyrolysed α-Fe\textsubscript{2}O\textsubscript{3} films on FTO and other substrates was demonstrated in our earlier studies.\textsuperscript{44,66}

Photoelectrochemical characterisation
Samples were assessed using a potentiostat/galvanostat (Auto-lab PGSTAT 30 + Frequency Response Analysis module, Eco Chemie, Netherlands). Photoelectrochemical characterization was conducted on three samples (these were prepared simultaneously on three FTO substrates and tested in the same way to ensure reliability of results; they will be hitherto referred to as Sample 1, Sample 2 and Sample 3) in 1 mol NaOH dm\textsuperscript{-3} (pH = 13.6) solution prepared from analytical grade anhydrous 99.99% NaOH pellets (Sigma Aldrich) and ultrapure H\textsubscript{2}O. When measurements were made in the presence of hydrogen peroxide ions, 0.5 M H\textsubscript{2}O\textsubscript{2} was added to 1 M NaOH, assumed to produce HO\textsuperscript{2−} ions, the pH remaining unchanged. The counter electrode was a Ti/Pt mesh. The FTO[α-Fe\textsubscript{2}O\textsubscript{3}] working electrode was polarized relative to a KCl/AgCl/Ag reference electrode (Metrohm, UK), whose electrode potential is predicted as +0.197 V relative to SHE. We note that the stability of this reference electrode in strongly alkaline solution was expected to be compromised eventually by formation of Ag(OH)\textsubscript{2} ions; however, its stability was confirmed using an analogous unused electrode both prior to and post experiments. All electrode potential values are therefore quoted versus SHE.

A spectrometer (StellarNet, UV-VIS spectrometer, BLK-CXR) was used to measure the total irradiance of a 300 W Xe arc lamp (LOT-Oriel) as 2815 W m\textsuperscript{-2}, of which 699 W m\textsuperscript{-2} was above the band gap of 2.2 eV. The use of AM1.5G radiation was not important in this study as the focus was not on material performance; intensities >1000 W m\textsuperscript{-2} were required to increase the resolution of some techniques.

The electrolyte was replaced following each set of impedance and photocurrent measurements to ensure any oxygen (and peroxide) species formed at anodic potentials did not impact on subsequent measurements by acting as hole or electron scavengers.

Electrochemical impedance spectroscopy
The EIS measurements were performed in the dark at potentials in the range −0.3 to +0.8 V (SHE). Each applied potential was perturbed sinusoidally by ±10 mV (p-p) at 75 frequencies in the range 10\textsuperscript{-1} to 10\textsuperscript{5} Hz. Data was processed in Nova 1.11 (Autolab, Eco-Chemie, The Netherlands). Different equivalent circuits were explored for data fitting; a detailed description is provided in Sections 3 and 4 in the ESI.\textsuperscript{†}

Steady state and quasi-steady state photocurrent
Currents were recorded in the dark and under white light illumination as the electrode potential was swept from −0.5 V to +1.0 V vs. SHE at scan rates of 100, 50, 10, and 1 mV s\textsuperscript{-1}. The net photocurrents were calculated according to $j_{\text{photo}} = j_{\text{total}} - j_{\text{dark}}$.

Chopped photocurrent
Intensity-modulated currents were recorded when the hematite surface was exposed to light chopped at a frequency of 0.3 Hz as the potential was scanned from −0.5 V to +0.9 V (SHE) at scan rate of 1 mV s\textsuperscript{-1}. The response was tested under chopped illumination by white light and by monochromatic light with wavelengths of 360, 450, 570, and 620 nm to identify any contributions to the photocurrent from inter-bandgap states.

Light-saturated OCP
The open circuit potential was recorded under a range of illumination intensities (0–2815 W m\textsuperscript{-2}). Intensity was controlled using neutral density filters (LOT-Quantum Design, Germany) with transmission factors: $I/I_0 = 0.01, 0.032, 0.16, 0.32, 0.50,$
0.79 and 0.93. Stabilization of values required up to 30 minutes in 1 M NaOH solutions and ca. 6 minutes in solutions containing hydrogen peroxide. In one instance, the effect of dissolved oxygen was examined by comparing data in oxygenated and de-oxygenated 1 M NaOH electrolyte solutions. In the latter case, zero-grade nitrogen (99.998% and oxygen impurity removed, BOC) was bubbled through the electrolyte for 30 minutes prior to each OCP measurement.

Results & discussion

Mott–Schottky analysis

Impedance data collected across the hematite|NaOH inter-face exhibited multiple time constants over the range of potentials examined, as shown in Nyquist and Bode phase plots in Fig. 9(a) and (b), respectively, for one of the three hematite samples.

At high frequencies in the range \(\approx 18.6-100\, \text{kHz}\), a very small impedance feature was detected that was invariant with applied potential. It was assumed to have been caused by the reference electrode\(^{57}\) and was neither affected by, nor impacted on, the interfacial capacitance, as shown in Fig. S8 in the ESI.\(^{†}\) These impedance values were excluded from the circuit fittings.

The appearance of at least two convoluted semicircles in all Nyquist plots, demonstrated that the simplified circuit shown in Fig. 6 did not represent our \(\alpha\)-Fe\(_2\)O\(_3\)|1 M NaOH interface accurately. Fig. 10 shows schematically several alternative circuits that have been used to describe how an additional charge trapping entity, such as a surface state or the back contact in the case of thin films, affects interfacial impedances. Mathematical formulations for the real and imaginary components of these four circuits are presented in Section 3 in the ESI\(^{†}\) and the Nyquist plots are compared using identical values of \(R_{\text{Faradaic}}, C_1, R_2\) and \(C_2\). Results show with certainty that only circuits (b) and (d) can account for our observations, and that \(R_2\) and \(C_2\) are responsible for the high impedance semicircle recorded at low frequencies. Furthermore, impedances generated by circuits (b) and (d) for the same set of parameters are indistinguishable when \(C_1 < C_2\), as is often assumed when the Mott–Schottky equation is applied to experimental data. However, when \(C_1 \approx C_2\), a marked difference is observed. We found that only circuit (d) could be fitted successfully to our data.

The fact that our data could be modelled using circuit (d) but not circuit (b), confirms that the additional capacitance \((C_2)\) was of the same order of magnitude as the semiconductor capacitance. Therefore, the existence of surface states seems possible. We also note that when \(C_1 \approx C_2\), there are few frequencies at which one might expect to isolate the contribution of the semiconductor; hence, without first examining a comprehensive set of impedance data, it is not recommended to construct Mott–Schottky plots from measurements taken at single frequencies.

EIS data, collected across the full range of applied potentials, were modelled using circuit (d) in Fig. 10, in which capacitors were replaced with constant phase elements. The details of

---

**Fig. 9** Nyquist (a) and Bode phase (b) plots constructed from experimental (o) and simulated (---) EIS data obtained as a function of applied potential across an \(\alpha\)-Fe\(_2\)O\(_3\)|1 M NaOH interface.

**Fig. 10** Equivalent circuits applicable to semiconductor|liquid interfaces in the dark.
Fig. 11 Mott–Schottky plots of interfacial capacitance derived from EIS data for three undoped hematite samples in 1 M NaOH (uncorrected for Helmholtz layer capacitance).

If the Helmholtz capacitance is embedded in $C_I$, as per eqn (3), then $C_I$ needs to be corrected by $C_H$ to enable the determination of $C_{SC}$. The result of correcting $C_{Interface}$ of one of the samples by a range of typically used values of $C_H$ (0.1–0.2 F m$^{-2}$) is shown in Fig. 12. The large effect of $C_H$ demonstrates that our hematite samples must have had a high bulk electron density in the conduction band. Accounting for $C_H$, the range of flat band potentials now becomes −0.77 to −0.32 V (SHE). Full details of subsequent CPE to $C_{effective}$ conversion are presented in Section 4 of the ESL†. The resultant Mott–Schottky plots for three hematite samples are shown in Fig. 11 (and bare FTO in Fig. S11†); these were generated assuming that $C_I = C_{Interface} = C_{SC}$. Correcting the intercepts by $k_BT/e$ to satisfy eqn (4) and accounting for dispersion between hematite samples, $U_{FB} = −0.68 ± 0.09$ V (SHE).
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The resultant Mott–Schottky plots for three undoped hematite samples in 1 M NaOH (uncorrected by Helmholtz layer capacitance).
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Schottky method. If the electron density in the conduction band, estimated earlier using the interfacial model to be of order $1.5 \times 10^{25} \text{ m}^{-3}$, is correct, then the partial drop of applied potential across the Helmholtz layer, shown in Fig. 8, may have affected the flat band potential determined with the Gärtnert–Butler analysis. With the available data, it is difficult to decide which of the Mott–Schottky or Gärtnert–Butler analyses should be believed. Therefore, the results of other methods were still required for further confidence.

**Chopped illumination**

Transient photocurrents, measured on hematite during potentiodynamic scans under chopped illumination, showed two distinct regions. The first, at potentials $\approx -0.1 \text{ V (SHE)}$ and shown in Fig. 15(a), was also measured under steady state and quasi steady state conditions, whereas a second anodic photocurrent, shown in Fig. 15(b), was evident at more negative potentials only under these transient conditions. This latter photocurrent has been shown previously to capture the existence of short-lived (millisecond to second lifetime) holes, which subsequently recombine with electrons even in the presence of anodic bias of several hundred millivolts. This rapid recombination tends to be explained with a possible presence of interfacial intraband surface states, which decrease the efficiency of charge separation in the space charge region. Alternatively, it has been shown using a combination of transient absorption spectroscopy and photocurrent transients that rapid decay in hole concentration is associated with a short pulse in cathodic current; such a current results when an accumulation of holes at the semiconductor surface causes a flux of bulk electrons back into space charge layer. This ‘back electron–hole recombination’ is dependent on the extent of band bending in the semiconductor, so the measurement of a steady state current is determined by the competition between the rates of water oxidation and recombination.

The second photocurrent feature shown in Fig. 15(b) for electrode potentials $<0.1 \text{ V (SHE)}$ was not observed in the presence of $\text{H}_2\text{O}_2$, presumably because the rate coefficient for its oxidation was much greater than that of water, thereby minimizing accumulation of holes at the surface and the resultant...
back electron-hole recombination rate. The data and analysis are presented in Section 8 of the ESI.†

The flat band potentials, determined from the potential at which photocurrent changes sign, as exemplified in Fig. 15(c), were in the range $-0.40$ to $-0.38$ V (SHE) in 1 M NaOH and $-0.47$ to $-0.39$ V (SHE) in the presence of H$_2$O$_2$. Therefore, it appears that, unlike in the Gärnter–Butler methodology, the presence of a hole scavenger is not strictly necessary for this method.

Over more than two decades, others have reported the potentials of photocurrent sign on hematite, synthesised by different methods, to be ca. $-0.3$ V (1 M NaOH)$^{36}$ $-0.3$ V (1 M KOH)$^{35}$ and $-0.4$ V (1 M NaOH)$^{34}$ versus SHE. The dispersion in these estimates of flat band potentials and those determined within this work, is only 0.17 V. In contrast, the dispersion in $U_{FB}$ values from Mott–Schottky plots was 0.27 V within this study alone. Therefore, from the reproducibility point of view, we are inclined to place higher confidence in this method, than in using the Mott–Schottky equation.

**Light-saturated OCP**

The open circuit potential (OCP) of hematite recorded in 1 M NaOH with and without 0.5 M H$_2$O$_2$ is shown in Fig. 16 for one sample as a function of illumination intensity. Full data sets are shown in Section 9 of the ESI.†

The OCPs in both electrolytes asymptoted unambiguously to limiting values in the range $-0.15$ to $-0.12$ V (SHE) in 1 M NaOH and $-0.27$ to $-0.22$ V (SHE) in the presence of H$_2$O$_2$. However, despite the minor dispersion between results obtained across all samples, it is clear that even the values obtained in H$_2$O$_2$ do not represent the flat band potential. Results obtained via GB and CI analyses show that $U_{FB}$ must lie at a more negative potential. Despite being a simple and elegant method theoretically, the complex nature of the semiconductor (especially an oxide)|liquid interface prevents full unbending of the bands upon irradiation. Analysis of EIS data from our α-Fe$_2$O$_3$ electrodes revealed unambiguously the presence of a source of extra capacitance at the interface. It is possible that this source results in a degree of Fermi level pinning when a bias potential is not applied externally. However, it would not have been possible to dismiss the results of the OCP method categorically without having evidence from the other three methods.

**Comparison of methods**

The objective of this work was to highlight the difficulties involved in the determination of the flat band potential of any semiconductor|liquid interface, especially when the semiconductor is nanostructured. We found that the challenge of estimating the flat band potential of such electrodes in aqueous media accurately cannot be understated. For the case of hematite, the challenge of estimating the flat band potential is exacerbated further by the unfortunate finding that only the categorically incorrect $U_{FB}$ values, such as those determined by OCP measurements and the Gärnter–Butler methodology in the absence of a hole scavenger, actually agree with the theoretical prediction in eqn (2).

Through theory and experimental results with spray pyrolysed nanostructured hematite films, we concluded that the generation of Mott–Schottky plots from EIS data can be associated with too many uncertainties and relies heavily on speculation and assumptions. Even with a methodical and thorough approach to EIS analysis, our Mott–Schottky plots were not sufficiently convincing. Hence, we believe it to be an unreliable method, unless results are corroborated by other methods. Specifically, for highly doped n-type semiconductors, the contribution of the capacitance of the Helmholtz layer and associated potential drop are likely to result in a superficially negative flat band potential. Furthermore, the complex shapes of Mott–Schottky plots generated with experimental data mean that data should be collected over a wide potential range to ensure accurate extrapolation.

The Gärnter–Butler methodology is valid only when there is negligible electron-hole recombination, so it can only be applied to kinetics measured in the presence of charge scavengers. We found convincing agreement between results from the Gärnter–Butler methodology in the presence of H$_2$O$_2$ and the chopped photocurrent method, both with and without a hole scavenger. Combined, these methods show $U_{FB}$ to be in the range $-0.47$ to $-0.34$ V (SHE), allowing for different electrolyte compositions, potential scan rates and results from several samples. However, these values violate the theoretical criterion in eqn (1) if $U_{FB}^\text{C(FB)}$ is indeed $+0.07 \pm 0.29$ V (SHE) in 1 M NaOH.

The most uncertain contributor to the theoretical estimation of $U_{FB}^\text{C(FB)}$ is the value of $\Delta\phi_H$ under the flat band condition. EIS results for our hematite samples provided strong evidence that the structure of the interface is complex and that there are multiple sources of capacitance. Hence, accurate estimation of $\Delta\phi_H$ requires further work and is likely to yield different values for different material compositions and synthesis methods.

Based on electron photoemission measurements on hematite, it has been suggested that the effective band gap is lower...
than the optical band gap due to the presence of Fe\textsuperscript{2+} polarons, which form the operative band edge for electron transfer. Such polarons could be formed either by over-doping with donors or via electronic contact with a material whose work function is at a higher energy than the energy of reaction (13).

$$\text{Fe}^{2+} + e^- \rightarrow \text{Fe}^{3+}$$ (13)

The hypothesis that electrons excited into the conduction band will not reside there, but will be trapped as polarons at a lower energy, may explain why the OCP measurements on hematite, such as presented in Fig. 16, asymptote to less negative potentials under intense illumination than those determined through the CI method. The polaron hypothesis was also accompanied by a re-evaluation of the hematite conduction band minimum, proposed to be ca. 0.5 eV higher than the previously assumed electron affinity value of $-4.85 \pm 0.08$ eV.\textsuperscript{a} A higher conduction band energy minimum may also explain why the flat band potentials determined in this study using the CI and GB methods were considerably more negative than those predicted by eqn (2). X-ray photoelectron spectra (XPS) obtained on hematite samples used in our study are shown and discussed in Section 11 of the ESI.\textsuperscript{†} In practice, to maximise the accuracy of determining the flat band potential, the energies of the Fermi level and conduction and valence bands should be measured on the physical scale by some combination of Kelvin probe force microscopy (KPFM), XPS, ultraviolet photoemission spectroscopy (UPS) and UV-vis. This should lead to more accurate predictions of conduction and valence band edge potentials than currently possible with theoretical estimations based on the optical bandgap and electronegativity estimation. These experiments are recommended but were beyond the scope of this study as our primary focus was on highlighting the main issues with various electrochemical and photoelectrochemical measurements and data analyses.

On balance, the experimentally determined $U_{FB}$ values using the Gätter–Butler (with scavenger) and chopped photocurrent methodologies were found to be the most convincing on our hematite samples. However, the extent is unknown to which the $U_{FB}$ values were superficially positive, due to the partial distribution of applied potential bias across the Helmholtz layer (Fig. 8).

There is no standard for accuracy or way of knowing the true flat band value. Hence, to enable greatest confidence in experimentally determined $U_{FB}$ values, we reiterate earlier advice\textsuperscript{**} that multiple methods should be employed for verification.

**Conclusions**

We have examined and estimated the flat band potential of hematite using the following methods:

(a) MS – application of the Mott–Schottky equation to the interfacial capacitance, determined by electrochemical impedance spectroscopy as a function of applied potential and potential perturbation frequency;

(b) GB – Gätter–Butler analysis of the square of the photocurrent as a function of applied potential;

(c) CI – determination of the potential of transition between cathodic and anodic photocurrents during slow potentiodynamic scans under chopped illumination;

(d) OCP – open circuit potential under high irradiance for the determination of the flat band potential of spray pyrolysed $\alpha$-Fe\textsubscript{2}O\textsubscript{3} photoanodes in 1 M NaOH solutions in the absence and presence of H\textsubscript{2}O\textsubscript{2} hole scavenger.

Collectively, the four methods yielded flat band potential values in the range $-0.77$ to $+0.34$ V (SHE), illustrating clearly that some methods are highly inappropriate for characterising nanostructured materials.

Using experimental evidence, supported by modelling of the interface, we found the order of method accuracy on our hematite samples to be CI > MS > OCP > GB in the absence of hole scavengers, but CI > GB > MS > OCP if a hole scavenger was used.

Good agreement was found between results from the Gätter–Butler methodology in the presence of H\textsubscript{2}O\textsubscript{2} and the chopped photocurrent methodology both with and without a hole scavenger. Combined, these methods show $U_{FB}$ to be in the range $-0.47$ to $-0.34$ V (SHE), allowing for different electrolyte compositions, potential scan rates and results from multiple samples.

Mott–Schottky analysis is thought to yield superficially negative flat band potentials for highly doped n-type semiconductors. This is a result of the contribution of the Helmholtz layer to two aspects of the MS plot: (i) contribution of the Helmholtz layer capacitance to the measured interfacial capacitance, and (ii) partial distribution of the applied potential across the Helmholtz layer. The former stretches the MS plot along the y-axis and the latter stretches it along the x-axis, resulting in an overly negative x-axis intercept. Confidence in values determined by the MS method may be improved by comparing capacitance values extracted from EIS data with those calculated using the interface model, with experimentally determined flat band potential and dopant density as inputs. Discrepancies between the data sets may help to determine the extent of the contribution from the Helmholtz layer capacitance, or otherwise indicate problems with capacitance evaluation. Concerns associated with analysis of impedance data and choice of equivalent circuit, as well as issues with differences between effective and geometric surface areas, serve to decrease confidence in flat band potentials determined using the MS method.

Gätter–Butler analysis of oxidation kinetics on a n-type semiconductor in the absence of a hole scavenger, lead to superficially positive flat band potentials for two principal reasons: (i) recombination of photo-generated charge shifts the photocurrent onset potential away from the flat band potential, and (ii) kinetics are slower than predicted by the GB equation due to the partial distribution of applied potential across the Helmholtz layer. As with MS analysis, the extent of the latter issue can be estimated using an interfacial model, but this requires input of parameters, such as dopant density and dielectric constant which are not necessarily known a priori.
Determination of the charge transfer efficiency is also possible using a variety of methods but is not trivial.

We conclude that multiple methods, including CI, should be employed to enable greatest confidence in experimentally determined $U_{\text{FB}}$ values.
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