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Non-coding RNA regulatory networks

Abstract

It is well established that the vast majority of human RNA transcripts do not encode for proteins and that non-coding RNAs regulate cell physiology and shape cellular functions. A subset of them are involved in gene regulation at different levels, from epigenetic gene silencing to post-transcriptional regulation of mRNA stability. Notably, the aberrant expression of many non-coding RNAs has been associated with aggressive pathologies. Rapid advances in network biology indicates that the robustness of cellular processes is the result of specific properties of biological networks such as scale-free degree distribution and hierarchical modularity, suggesting that regulatory network analyses could provide new insights on gene regulation and dysfunction mechanisms.

In this study we present an overview of public repositories where non-coding RNA-regulatory interactions are collected and annotated, we discuss unresolved questions for data integration and we recall existing resources to build and analyse networks.

1. Introduction: non-coding RNAs involved in transcriptional regulation

A regulatory network is composed of a complex web of molecular factors that interact with each other and with genes in order to control gene expression. In the simplest form of gene-regulatory network, transcription factors bind to regulatory sequences and their interaction results in the induction or inhibition of the gene [1].

Recent advances in molecular biology however, have shown that gene expression is largely regulated not only by proteins but also by non-coding RNAs (ncRNAs). In the last decade, an increasing number of studies have reported on the involvement of ncRNAs in various physiological processes, and next generation sequencing technologies together with bioinformatics analyses, have revealed the pervasive transcription of an unexpected variety of RNA molecules. Among them, microRNAs, long non-coding RNAs (IncRNAs) and circular RNAs (circRNAs) have been shown to be involved in transcriptional regulation at different levels (Figure 1).
1.1 MicroRNAs

MicroRNAs are small RNA molecules, that regulate the expression of the target messenger RNAs (mRNAs), usually by binding to a short complementary sequence often located in the 3’ UTR region of the mRNA [2]. They are characteristically an average length of 22 nucleotides. In mammalian cells, microRNAs are incorporated in the effector complex RISC (Figure 2A-B), where they bind to a member of the Argonaute protein family and guide it to cleave the complementary mRNA or to inhibit translation and thus protein synthesis [3]. A complete collection of the so-far predicted and verified microRNAs is available at the miRBase database (http://www.mirbase.org/) and includes about 1915 human microRNA precursors (of which at least 725 are high-confidence identifications, as defined by the database curators), some of which produce active microRNAs with both strands, while with others only one of the two strands is active [4,5]. Functional characterization through large-scale experimental techniques to unravel their functions is expensive and time consuming. Thus, several bioinformatics approaches have been developed to identify their mRNA targets, based on the complementarity between the 3’ UTR and the “seed” sequence i.e. 6-8 nucleotides at the 5’ of the mature microRNA (Figure 2C). As an example, TargetScan predicts microRNA targets from the presence of 6-8 nucleotides in the 3’ UTR of the mRNA, matching nucleotides 2-7 of the microRNA. It scores the targets according to the sequence conservation in 5 genomes [6] and other context features, such as the predicted structure accessibility of the site [7]. Pairing to nucleotides 13-16 of the microRNA (3’ supplementary sites) and unconventional binding, such as 12 contiguous bases complementary to the centre of the microRNA (centred sites), are also considered [8,9]. Other algorithms based on similar considerations are PicTar [10] and miRanda [11]. Similarly, RNAhybrid [12] provides a variation of RNA secondary structure prediction methods, and calculates the most favourable hybridization site between the microRNA and the mRNA. RNA22 instead, is based on a procedure which first discovers statistically significant patterns in mRNAs, then search complementary microRNAs [13]. Machine-learning based predictors have been also developed with the help of validated interacting pairs [14]. A complete overview of
prediction algorithms and their specific characteristics is given in [15]. These algorithms are very often used as the preliminary screening to identify genes regulated by a specific microRNA. However, networks have also been built and analysed directly from the prediction, without experimental validation of the binding [16,17].

1.2 LncRNAs, circRNAs and enhancer RNAs

MicroRNAs also interact with the second family of regulative RNAs: the long-non-coding RNAs (lncRNAs). LncRNAs are a highly heterogeneous class of RNAs: when transcribed from intergenic regions they are described as long intergenic non-coding RNAs (lincRNAs), but they can be transcribed from any part of protein coding genes, both in the sense or antisense direction. The key defining features of lncRNAs is that they have to be longer than 200 nucleotides and not encode a protein. However, as extensively discussed in [18], the lack of specific features on lncRNAs to help with the classification may lead to misannotations, even though several strategies can be employed to discriminate between protein-coding and non-coding transcripts. Moreover, some well-characterized lncRNAs, such as Xist or H19, contain putative ORFs, and bifunctional transcripts might be more common than previously supposed [18]. This very general definition means that the lncRNA class probably includes molecules with very different functions. Consequently, unlike for microRNAs, it has not been possible to identify a common mechanism of action. Several studies have shown that lncRNAs, such as Hotair, exert their function by binding to transcription regulation proteins, including histone modification enzymes and chromatin remodelling factors [19], but they can also regulate mRNAs by complementary binding (antisense lncRNAs) and binding to microRNAs (Figure 1). This latter function is often referred to as the “sponge effect” meaning that lncRNAs may sequester microRNAs and thus regulate their ability to inhibit gene expression. The interaction between microRNAs and lncRNA can be predicted by the same algorithms and platforms that predict microRNA-mRNA interactions (Table 1) or by lncRNA/mRNA correlation analyses [20]. A subset of lncRNAs, termed immune-gene-priming lncRNAs (IPLs), activate immune genes in endothelial cells and other immune cells during immune-responses, recruiting the H3K4 histone-methyltransferase WDR5-MLL1 to the target promoters. Interestingly, the IPLs act in cis, and are correctly positioned in
proximity of the promoters as a consequence of the three-dimensional chromatin looping topology [21].

Recently, a new class of ncRNAs has been identified which have a role in gene regulation. Circular RNAs are single-stranded RNA molecules, in which the 3' and 5' ends are covalently linked giving rise to circular molecules. They originate in a process called back-splncing and usually contain exons, introns, or even non-coding intergenic regions. High-throughput experiments have identified thousands of circRNAs [22–24], and these are annotated in the circBase and circRNADb databases [25,26]. In these studies, the identification of circRNAs is obtained with computational tools from RNA-Seq data, while only a small percentage of the circRNAs have been experimentally verified. To rule out the potential artefacts, candidates can be validated testing their sensitivity to RNase R: the exonuclease is supposed to digest linear RNAs, leaving circular RNA molecules unaffected [22–24]. An accurate analysis of the digestion profiles has provided evidences that some circBase entries may be false positives [27]. Ambiguous alignment of transcripts originating from repetitive sequences also may result in false positives, therefore the annotation of reliable circRNAs should be carefully evaluated [27]. The functions of circRNAs are still being characterized, however it has been shown that some of them can bind to specific proteins [28,29] or can act as a microRNA sponge [23,30]. As we will describe below, only predicted networks involving circRNAs are computationally available at the moment, while the few direct interactions experimentally demonstrated are still scattered in the literature.

The functions of enhancer RNAs (eRNAs) are even less well characterized: these transcripts originate from the enhancer regions and their transcription positively correlates with activated histone marks and other parameters of active enhancer elements [31]. This suggests that they may have a role in target-gene activation, however, although several studies confirm this hypothesis, the debate concerning their functional relevance is still an open issue [32]. More than 40.000 bidirectional capped eRNA candidates have been identified in human cells [31], and different potential mechanisms of action have been proposed, including the interesting observation that eRNAs are able to bind to the transcriptional co-activator CREB binding protein (CBP) and to activate its core enzyme histone-acetyltransferase [33]. This study hypothesizes that eRNAs exert their regulative role stimulating chromatin modifying enzymes such as histone-acetyltransferases, thereby promoting gene expression.
1.3 Examples of regulatory networks

Countless examples of regulatory networks involving ncRNAs are annotated in the literature. One of the first global transcriptional regulatory maps was modelled for the eukaryotic organism *Saccharomyces cerevisiae* in 2002 with a genome-wide location analysis obtained by tagging each transcription factor gene with an epitope and identifying target promoters using chromatin immunoprecipitation [1]. More recently, a first draft of human transcriptional regulatory network was deciphered from the genome-wide binding analysis of 119 regulatory factors generated by chromatin immunoprecipitation followed by sequencing analysis, and integrated with PPI data and a microRNA-ncRNA network [34]. The study provided an initial interesting analysis of human gene regulation, including the observation that transcription factors may prefer one allele over another. The network has since improved with more data and compared to gene-regulatory networks from *C. elegans* and *D. melanogaster* [35].

Notably, regulatory networks have been inferred from RNA expression profiles, when the abundance of one RNA affects the abundance of a second RNA. The first RNA may code for a transcription factor, but the regulative effects may also occur through signalling cascades [36]. These methods are often referred to as reverse-engineering in the literature. One of the most used network-inference algorithms is ARACNe (Algorithm for the Reconstruction of Accurate Cellular Networks), which has been widely used to reconstruct tissue and cell-type specific networks [37–40].

In general, many transcription factors have been reported to regulate ncRNAs and to exert their function through the activity of microRNAs or IncRNAs. One of the most-studied transcription factor is the tumour suppressor p53, which regulates key cellular processes and exerts its activity primarily at the transcriptional level [41]. In basal conditions the protein is maintained at low concentration by proteasomal degradation, but upon cellular stress (such as DNA damage), p53 is activated and acts on a large set of coding genes. It usually activates them, but repression has also been reported [42]. Several microRNAs and IncRNAs are direct or indirect targets of p53 activation: the expression levels of miR34a, miR15, miR200, miR145 and miR107 are negatively affected by p53 deletion [43]. Interestingly it has been shown that p53 activates miR145, which suppresses MYC, which is also directly suppressed by p53 (Figure 3) [43,44]. Two IncRNAs transcriptionally activated by p53 were suggested to act as mediators of the p53 repression: the IncRNA lincRNA-p21, also known as Trp53cor1 (tumour protein p53 pathway corepressor 1),
interacts with hnRNP K and the DNA methyltransferase DNMT1 to promote the silencing of the target genes, while lincMkIn1 forms a complex with the Polycomb Repressive Complex 2 to exert the repression [42]. Several other IncRNAs have been reported as p53 targets, and in a genome-wide analysis of the DNA-damage, the authors identified 18 IncRNAs as high-confidence p53 transcriptional targets [45]. The p53 protein in turn is regulated by non-coding RNAs: miR125b and miR504, among others, bind to the 3’ UTR of the mRNA to downregulate p53 level and function [46]. Other microRNAs downregulate p53 regulators, including miR145, which regulates MDM2 (the ubiquitin ligase that maintains the basal level of p53), but is regulated by p53 [46]. The example clearly shows the complexity of regulatory networks and the high interconnectivity of proteins, genes and non-coding RNAs.

2. How to retrieve data to build ncRNA regulatory networks

To represent and analyse the unprecedented amount of information about transcriptional regulation, regulatory networks can be modelled as graphs, where different nodes (microRNA, IncRNAs, circRNAs, mRNAs, proteins and genes) are linked by edges that depict the interaction (undirected graph) or the causal relation (directed graph) between one node and the other.

RNA interactions can be retrieved from freely accessible databases that collect RNA-RNA and RNA-protein interactions, as described below (Table 2). However, no standardized common criteria have been developed to compare these data, so it is very important to consider the source of the data. One of the main differences among RNA-RNA interaction datasets is whether the interactions are predicted, i.e. based on the algorithms listed in the previous section (Table 1), have been identified by text mining, or are experimentally verified complexes, manually curated.

2.1 Predicted RNA-RNA Networks

Unlike protein-protein interactions, the prediction of RNA-RNA interactions takes advantage of the foreseen sequence complementarity between the interacting pairs. Predicted networks of microRNA-mRNA and microRNA-IncRNA interactions can be downloaded from several platforms that compare the prediction of different algorithms (Table 1). Data on gene
expression downregulation after microRNA transfection can be applied to rank hypothetical target sites in these predicted networks [47,48].

miRecords [49] starBase [50] and miRWalk [51], are resources which integrate target interactions predicted by up to 11 programs. In fact, different algorithms often result in different predictions and it is a common practice to focus on the intersection of at least 3-4 algorithms, although this can lead to some true targets being missed [49]. An example is illustrated in Figure 4: the prediction for miR-17 obtained from starBase selecting “TargetScan” and “very high stringency” results in more than 700 interactions with 646 mRNAs. If the intersection of 4 algorithms is selected the number of positives mRNAs falls to 349. Comparing these two lists of potential miR-17 targets with 39 true-positive interactors, 13 are present in the first list and 12 in the second. Notably, if one of the 4 prediction algorithms is RNA22 [13], the number of the predicted miR-17 target mRNAs decreases to 40. This would tempt the user to believe that RNA22 should be included in the prediction, however, in the case of miR-17, only 3 of the true positives are present among the 40 predicted targets. This example points to the importance of setting up the predictive method with well-known examples before performing the analyses. It is also important to note that different algorithms may refer to different sets of sequences, for example a prediction on the same mRNA may map to different sequence positions depending on the Ensembl or GENCODE version used [15,52,53]. More generally, the lack of an unambiguous identifier (ID) for each RNA sequence (especially for less characterized organisms) seriously complicates data merging and analysis. For non-coding RNAs a platform named RNAcentral has been recently developed to ensure unequivocal identification of ncRNAs [54].

An increasing number of circRNA interactors have been recently experimentally identified in the literature, unfortunately very little of this data has been collected by any interaction database to date. However, a few resources have been developed to predict potential targets of circRNAs enabling preliminary analysis on their functions. CircInteractome utilizes data from CLIP experiments collected in starBase to predict potential circRNA-protein interactions and TargetScan to predict microRNA binding [55]. CircNet offer a predicted regulatory network of circRNA-microRNA based on the occurrence of the target seed sequence on the circRNA [56].

2.2 Experimentally verified Networks
Many techniques are available for the detection of RNA containing complexes or microRNA targets, and they can be divided into low throughput assays, returning few interactors with relatively high confidence, and high-throughput approaches. The first type of experiments includes luciferase reporter assays, gel Electrophoresis Mobility Shift Assay (EMSA), and RNA immunoprecipitation. In brief, the luciferase assay is widely used for microRNA interactions and allows the detection of RNA-RNA pairs, when the binding of one RNA influences the stability or the function of the other. This interaction can be measured by fusing the binding region of the regulated RNA to a reporter gene. If the binding occurs, the expression of the reporter gene will be decreased when the microRNA is co-transfected together with the wild-type form of the fusion, but not when the binding region is mutated in the putative binding sequence. EMSA is an in-vitro method to detect nucleic acid-protein complexes, based on the observation that the nucleic acid migrates faster in a non-denaturing electrophoresis assay if compared to the protein-bound counterpart. With RNA immunoprecipitation (RNA IP), a protein of interest is captured with a specific antibody and the interacting RNA is identified by Northern blot. A number of methods based on the co-immunoprecipitation of RNA-protein complexes have been recently developed to detect RNA interactions at the transcriptomic level. In these methods, RNA molecules are first linked to the interacting proteins through ultraviolet crosslinking to form covalent bonds, then the protein is immunoprecipitated and RNA is analysed through RT-PCR (Cross-Linking ImmunoPrecipitation, CLIP) or High-Throughput Sequencing (HITS-CLIP or CLIP-Seq). If photoreactive ribonucleoside analogs are incorporated into nascent RNA molecules, binding sites can be mapped (PhotoActivatable Ribonucleoside–enhanced Cross-Linking and ImmunoPrecipitation, PAR-CLIP) [57–59]. Similarly, RNA-RNA interactions can be retrieved by a method called CLASH (Crosslinking, Ligation And Sequencing of Hybrids): after the protein immunoprecipitation, the interacting RNA molecules are ligated and the hybrids are sequenced: chimeric reads represent RNA-RNA interactions [60]. An overview of these methods is given in [61]. The Chromatin Interaction Analysis by Paired-End Tag sequencing (ChIA-PET) was developed to generate chromatin interaction data, but it was recently applied to detect IncRNAs–genes interactions [21]. It combines Chromatin ImmunoPrecipitation (ChIP) with Chromosome Conformation Capture technology (3C) to detect chromatin interactions (or IncRNA-chromatin interactions) associated with a specific protein of interest. Proximal DNA fragments that are part of the same protein-DNA complex are ligated and sequenced [62].
Several databases collect these high-throughput interactions and present lists of binding RNAs in a user-friendly interface. Among them starBase (http://starbase.sysu.edu.cn/) annotates data from more than 700 CLIP experiments, including both coding and non-coding RNA-protein interactions [50]. Another useful database from which RNA interactions can be downloaded is RAID (RNA Association Interaction Database www.rnasoociety.org/raid). In RAID [63], experimental evidence extracted from the literature and computational predictions are integrated with data from 18 other resources. More than 3 million RNA-RNA interactions are predictions (the majority of them), others are derived from weak experimental proofs (i.e. high-throughput CLASH, CLIP-Seq, ChIP-Seq etc) and only a minor percentage are supported by strong experimental evidence (for example RNA IP or luciferase reporter assay). However, for the convenience of the user each interaction is clearly annotated with the source of the data, and a score is calculated from the number of experiments and the reliability of the evidence, which allow the user to set a case-specific threshold. Other databases add a score of reliability, however scores from different dataset cannot be used comparatively. The RNA-protein Association and Interaction Networks database (RAIN, https://rth.dk/resources/rain/) is a resource designed to integrate non-coding RNA interactions into the protein database STRING (https://string-db.org/, [64]). Similar to RAID, it collects both experimental data, predictions and text-mining associations and adds probabilistic scores to rank the interacting pairs [65]. In addition, there are specialized repositories that focus on just one class of RNAs, as LnChrom and LIVE that contain only lncRNA interaction data [66,67].

Causal pathways databases, which represent data as directed causal relationships, also increasingly captures RNA interactions [68–70]. Examples of such resources include SignaLink2 (http://signalink.org/) which combines major pathways, scaffold proteins, transcription factor-gene and microRNA-mRNA interactions from different sources within a multi-layered network to facilitate the modelling of signalling systems [68]. SIGNOR (https://signor.uniroma2.it) offers a collection of experimentally-validated causal relationships between two (or more) entities involved in signalling, where one entity is annotated as the “regulator” and the other as “regulated” [69]. In the open source pathways resource Reactome (https://reactome.org), molecular entities are organized in manually curated pathways peer-reviewed by external experts [70]. All of these manually curated resources are essential sources of information, whereas both text-mining and predictions may retrieve a huge number of false positives that can be filtered only if gold standards of true interactors, strongly supported from experiments, exist. Recently, members of the Gene
Ontology (GO) Consortium have been capturing experimentally validated microRNA interactions [71]. Specific guidelines have been developed to ensure consistent annotation of the experimental data [72] and the majority of these annotations include the GO term ‘mRNA binding’ (or child terms) with information about the target RNA (as an Ensembl gene ID) included in the ‘annotation extension’ field [73]. These annotations are available from GO browsers (AmiGO and QuickGO [74], RNAcentral [54], the PSICQUIC web service [75] www.ebi.ac.uk/Tools/webservices/psicquic/view/home.xhtml, file name EBI-GOA-miRNA) and by ftp from EMBL-EBI (www.ebi.ac.uk/GOA/downloads).

Inconsistency of the choice of gene and gene product IDs and metadata descriptions are serious obstacles to data merging and interpretation. The Molecular Interaction (MI) workgroup of the Human Proteome Organization-Proteomics Standards Initiative (HUPO-PSI) has been working for more than 15 years to create common rules and standard formats to combine data from different resources and optimize manual curation of molecular interactions [76,77]. It is worth mentioning that recently a pilot project has been started to extend this effort to ncRNA interactions, in order to assure the quality of the annotations according to the PSI-MI standards and to allow the integration of consistently curated data [78]. This project resulted in the representation of around 900 yeast RNA-RNA interactions in the IntAct database (https://www.ebi.ac.uk/intact/) [79], a member of the HUPO PSI-MI. IntAct has in fact expanded its remit to molecular entities other than proteins, including both genes and non-coding RNAs, and now features over 42,000 interactions involving some form of nucleic acid. The well-established PSI-MI-XML 2.5 data format enables the capture of molecular features relevant to the binding, such as post-transcriptional and translational modifications, mutations, regions involved in the interaction and so on, that are not captured in other ncRNA databases [80–82]. Although only experimental evidences of physical associations are annotated in IntAct and indirect causal relations are not included in this repository, annotated regulatory networks are automatically integrated with the huge amount of protein interaction data already collected. However, although both the GO consortium and IntAct are capturing only the highest quality experimentally verified microRNA:mRNA interaction data, they are using different gene product identifiers in these annotations so mapping step is required to enable data integration [72].

3. Network analysis
Different types of analysis using interaction or even pathway data can be applied to analyse regulatory networks [83,84]. In many of these approaches, building and visualizing an interaction network is a required step, and there are several tools currently available for this task, using both command line or Graphical User Interface (GUI). Most of these tools can also address the need of integrating external information into them [85]. The igraph software package [86] and Cytoscape [87] have been recently used to explore the structural properties of the yeast RNA interactome, finding that RNA networks seem to be scale-free networks, showing properties similar to PPI networks [78].

Several network representations can be used for regulatory interactions, and we will briefly introduce activity flow diagrams, process descriptions and entity relationship diagrams. Activity flow diagrams represent the flow from one activity to another, where the activities may not be characterized and may represent, for instance, the phosphorylation ability of a kinase which is stimulated by another activity, or the activation of a gene by the activity of a transcription factor. Activities are linked by stimulating or inhibitory directed edges. Process descriptions are bipartite graphs with two sets of nodes: molecular entities and reactions with associated attributes, linked by directed edges. Entity relationship diagrams show the relations between molecular entities (nodes) that influence properties of the entities. The relation is asymmetric and one entity is the regulator, while the other is the regulation-target. Examples and critical discussion of network representations can be found in [88]. Regulatory networks can also be described as undirected interaction networks, where molecular entities are the nodes and the effect of the interaction is not described.

Networks from different species or cell types can be compared through appropriate computational tools: network alignment compares node characteristics (such as sequences) and neighbourhood topologies among cross-species networks to reveal conserved subgraphs or missing cellular processes. The first alignment was proposed by Kelley et al. [89] and the procedure, named PathBLAST, searches for conserved pairs of pathways between yeast and bacteria, allowing “gaps” and “mismatches” similar to those available in sequences alignments. More recently, several strategies have been developed to perform global alignment, local alignment or network querying [90–93].

Global alignment methods search for the best full-scale correspondence between two or more networks, while a local alignment returns small subgraphs representing complexes or pathways retained among the input networks. Several of these methods can map each node of one graph to a single node on the other, or with many nodes, and vice-versa, according
to their sequence similarity, so that a dictionary of similarities is needed for the algorithm to proceed. Most of the alignment methods use dictionaries focused on protein sequences and these dictionaries will need to be implemented for RNA and genes to be applied to ncRNA regulatory networks. Similar approaches can be used for querying a target network with a specific module of interest, to see if similar patterns are conserved in the target. This approach is referred to as “Network querying” and again it relies on node similarity and on the topology of the module [94,95]. For a summary of alignment see [96,97]. Computational strategies have also been developed to identify recurring, significant patterns of directed interactions, known as “motifs”, that may correspond to a specific function [98]. The simplest motif is the so-called feed-forward loop (FFL): a three-node motif where each node is linked to the others by directed edges. Each of the three regulatory interactions can be either activation or repression, leading to different types of FFL [99]. An FFL may represent the directed interaction between a transcription factor, a gene and a ncRNA that, in turn, regulates the transcription factor or the target gene (see Figure 3B). In the human transcription network 2377 microRNA-mediated FFL have been identified, where a transcription factor regulates a target gene and a microRNA, which regulates the target gene [34]. A four-node motif termed bi-fan also frequently appears in networks. The bi-fan motif is composed by two source nodes (transcription factors or ncRNAs for instance) that cross-regulate two target nodes [98]. NetMatch and NetMatchStar are Cytoscape plugins which search for a query motif, drawn by the user using the NetMatch editor or chosen from a list of available motifs, and return subgraphs where nodes have the same connection geometry as the query. Nodes can be labelled with the associated GO terms to query for specific molecular function of the motifs [100,101].

In general, ontology terms have been widely used to assist in the description and analysis of data for proteins and genes [102,103]. The standardized controlled vocabulary of GO is hierarchical and specifically designed for supporting computational analyses: the biological process, molecular function and cellular localization of each entity are represented with three classes of ontologies in a structured syntax of identifiers that can be used to filter networks or to label the nodes [104]. Recently, terms representing transcription factors have been significantly revisited in collaboration with the Gene Regulation Consortium (http://thegreco.org [103]) and the annotation effort has expanded to include ncRNA entities [71]. Several resources, such as GOlorize, BiNGO and ClueGO have been developed to visualize enriched GO terms in a list of gene products [105–109]. GO annotations are now
available also for microRNAs and a few lncRNAs in the GO Consortium annotation files [71].

The GO terms associated with the microRNAs describe more than just the binding activity of the RNA. Many of the associated GO terms describe the downstream effect of the microRNA, such as the regulation of angiogenesis or the regulation of leukocyte adhesion. Consequently, it is possible to conduct a functional enrichment on a microRNA regulatory network and highlight the enriched GO terms associated with both the microRNA and the target genes [71]. For more information about how to browse, download and use bio-ontologies please see [110].

4. Conclusion

In the last few years, hundreds of ncRNAs have been described, involved in several processes such as RNA maturation, regulation of transcription, chromatin remodelling and post-transcriptional RNA modifications, therefore it is unquestionable that ncRNAs have a crucial role in gene regulatory networks. The well-known regulative function of microRNAs however is juxtaposed with the plethora of transcripts without any documented function, many of which are classified as lncRNAs. Even the abundance of lncRNAs in human genome is still an open issue and estimations are merely based on transcriptional evidence combined with the lack of coding potential, leading to different estimates depending, among other factors, on the method used to identify putative ORFs [18]. Nevertheless, there is considerable evidence to suggest lncRNAs as optimal candidates to exert epigenetic control and markedly different mechanisms have been documented, ranging from the association with chromatin-remodelling complexes to the recruitment of transcription factors to enhancers or the muster of activators away from the promoter [111,112]. Despite the number of proposed models, a minimal percentage of the lncRNA transcripts have been confidently assigned to specific targets and few have a convenient common name. For the majority of lncRNAs, information derives only from high-throughput experiments. As described above, advances in technology have made it possible to obtain results for thousands of transcripts in a single experiment, and indeed the focus of the biological research has moved towards a holistic approach with the “system biology” that gives an integrative interpretation of the data, by means of computational modelling [113]. Results of bioinformatics predictions and models are, however, heavily dependent on the quality of the
data used in the training. In this prospect, regulative ncRNA networks have three points of weakness:

**Identifiers**: One of the major obstacles in merging RNA data is the choice of identifiers made by the different resources. RNAcentral [54] was launched in 2014 to solve this issue for ncRNAs, however, the use of miRBase entries [4] for microRNAs and of genomic location for IncRNA is still largely preferred. Although mRNA IDs are available from both Ensembl and NCBI, these entities are often identified by the NCBI, HGNC or Ensembl gene IDs [52]. This is most likely to be due to the fact that there is no ‘parent’ or ‘canonical’ mRNA ID to group the large number of transcripts associated with a single gene, as is the case for protein isoforms within UniProt records. In addition, very few experiments provide sufficient evidence for a specific transcript ID to be assigned. As a consequence, information about the effect of a specific RNA mutation on a disease is very difficult to map from one resource to another. In this context, it is worth mentioning the project named “Functional Annotation of Mammalian Genomes 5” (FANTOM 5) (http://fantom.gsc.riken.jp/5/), that aims at mapping the human and mouse transcriptome on the respective genomes with a method based on the cap analysis of gene expression (CAGE) that correctly identify the 5' ends of capped RNAs. This project has provided atlases of mRNAs, IncRNAs and microRNAs [114]. As we have described above, regulative networks can consider physical binding between the ncRNA and the regulated gene/messenger, or the causal interaction that produce the downregulation/upregulation of the expression. The use of the gene ID is consistent with the causal information, but can be misleading in the representation of a physical binding.

**GO terms**: Thanks to the work of the GO consortium (http://geneontology.org) proteins and genes entries are associated with a detailed set of computable ontology terms supported by the literature, that can be used to classify, filter and analyse the networks. The development of terms, to describe the activities of ncRNAs, is still in progress and the majority of ncRNAs are not yet annotated.

**Standards**: according to the FAIR principles (https://fairsharing.org), to enhance the value of the digital resources, integration of data and metadata will be facilitated by the adoption of common protocols and quality standards [115]. Detailed information of ncRNA physical or functional interactions is still largely scattered in the literature or annotated in resources with very different quality standards. Indeed, most of the collected interactions derive from
large-scale experiments or text mining import, result in an urgent need for sets of gold standard interactions, manually curated from the literature. Appropriate standards and data formats to enable this are supplied by the HUPO PSI-MI data exchange formats and associated controlled vocabulary [81].

Experimental characterization of ncRNAs remains a major challenge but the amount of available data is slowly increasing and the implementation of standards by databases and repositories should improve the reproducibility of analyses. Despite this, studies on regulatory networks of proteins, genes and ncRNAs have already provided new insights into the mechanism of both physiological and dis-regulated systems [116,117] and efforts from more integrated studies will contribute in the near future to the better identification of molecular driver events and help to in the search for potential therapeutics or predictors of disease progression and drug efficacy [118,119].
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Table 1. Summary of miRNA-target prediction tools listed in this review

<table>
<thead>
<tr>
<th>Name</th>
<th>Main Parameters</th>
<th>URL</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>PicTar</td>
<td>Sequence complementarity, Sequence conservation</td>
<td><a href="https://pictar.mdc-berlin.de/">https://pictar.mdc-berlin.de/</a></td>
<td>[10]</td>
</tr>
<tr>
<td>MiRanda-mirSVR</td>
<td>Sequence complementarity, Sequence conservation</td>
<td><a href="http://www.microrna.org/microrna/home.do">http://www.microrna.org/microrna/home.do</a></td>
<td>[48]</td>
</tr>
<tr>
<td>RNAhybrid</td>
<td>Minimum free energy for hybridization</td>
<td><a href="https://bibiserv.cebitec.uni-bielefeld.de/rnahybrid">https://bibiserv.cebitec.uni-bielefeld.de/rnahybrid</a></td>
<td>[12]</td>
</tr>
<tr>
<td>RNA22</td>
<td>Pattern Discovery</td>
<td><a href="https://cm.jefferson.edu/rna22/">https://cm.jefferson.edu/rna22/</a></td>
<td>[13]</td>
</tr>
</tbody>
</table>
Table 2 Summary of the principal databases and resources described in the present study

<table>
<thead>
<tr>
<th>Name</th>
<th>Featured Data</th>
<th>URL</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>IntAct</td>
<td>Interaction Database</td>
<td><a href="https://www.ebi.ac.uk/intact/">https://www.ebi.ac.uk/intact/</a></td>
<td>[79]</td>
</tr>
<tr>
<td>RAIN</td>
<td>Interaction Database</td>
<td><a href="https://rth.dk/resources/rain/">https://rth.dk/resources/rain/</a></td>
<td>[65]</td>
</tr>
<tr>
<td>STRING</td>
<td>Interaction Database</td>
<td><a href="https://string-db.org/">https://string-db.org/</a></td>
<td>[64]</td>
</tr>
<tr>
<td>LnChrom</td>
<td>IncRNA interaction</td>
<td><a href="http://biocc.hrbmu.edu.cn/LnChrom/">http://biocc.hrbmu.edu.cn/LnChrom/</a></td>
<td>[66]</td>
</tr>
<tr>
<td>LIVE</td>
<td>IncRNA interaction</td>
<td><a href="https://live.bioinfotech.org/">https://live.bioinfotech.org/</a></td>
<td>[67]</td>
</tr>
<tr>
<td>SIGNOR</td>
<td>Causal interaction</td>
<td><a href="https://signor.uniroma2.it/">https://signor.uniroma2.it/</a></td>
<td>[69]</td>
</tr>
<tr>
<td>Reactome</td>
<td>Causal interaction</td>
<td><a href="https://reactome.org/">https://reactome.org/</a></td>
<td>[70]</td>
</tr>
<tr>
<td>RNAcentral</td>
<td>ncRNA database</td>
<td><a href="https://rnacentral.org/">https://rnacentral.org/</a></td>
<td>[54]</td>
</tr>
</tbody>
</table>
Figure Legends

**Figure 1** Non-coding RNAs affect gene regulation through various mechanisms: microRNAs (green) and IncRNAs (red) can directly regulate gene expression by binding to the mRNA (microRNAs), to the gene/nascent transcript (IncRNAs) or to histone modifiers bringing them to a gene (IncRNAs). But IncRNAs and microRNAs can also regulate each other through the "sponge" effect. CircRNAs (orange circle) regulate microRNAs through the sponge effect and gene expression through mRNA splicing.

**Figure 2** A) MicroRNA biogenesis. MicroRNAs are transcribed in the nucleus as precursor molecules named pri-microRNAs which are folded into a hairpin structure. Pri-microRNAs are then processed by the RNAse III Drosha and its cofactor DGCR8 into pre-microRNAs which are exported to the cytoplasm. The pre-microRNA is processed by the RNAse III domain of Dicer into a double stranded microRNA of about 22 nucleotides with overhanging ends. The two strands of the mature microRNA are indicated as 3p and 5p. Occasionally both strands give rise to functional microRNAs but more often one of the two is degraded. The mature microRNA is incorporated into the RNA-induced-silencing-complex RISC and directed to the target mRNA to induce post-transcriptional gene silencing.

B) Pri-microRNA hairpin structure. Pri-microRNAs often have 5' cap and 3' poli-A as a result of Pol II transcription. The stem is 33 base-pairs long, with imperfect base pairing, and terminates with a loop of 10 nucleotides. The stem is composed of a basal section of 11 bp and a longer section of 22 bp which are separated by Drosha (black arrows indicate the positions where the pri-microRNA is cut).

C) The microRNA nucleotides that bind to the target mRNA (in green) typically map to the 5' region of the microRNA, position 2-7 (seed sequence). Occasionally an additional base-pairing site mapping to nucleotides 13-16 is present. Alternatively, an unconventional site mapping to nucleotides 4-15 can mediate the binding (centred site).

**Figure 3: Schematic representation of the p53 network.** A) The p53 transcription factor activates several microRNAs (listed on the right side), and IncRNAs, but it is also regulated by microRNAs (two examples listed on the left side of the picture). LincRNAp21 and lincMkln1 are activated by p53 and contribute to the repression of target genes. B) Examples of feed-forward-loops involving the p53 protein and miR145.
**Figure 4:** A set of 39 true-positives taken from the EBI-GOA-miRNA and IntAct files and from the literature was compared with target prediction obtained from starBase platform (http://starbase.sysu.edu.cn/starbase2/mirMrna.php). TargetScan predicts 646 potential interactors of which 13 are true-positives (bottom part of the figure, yellow ring). The intersection of TargetScan, picTar, PITA and miRanda retrieves 349 potential targets of which 12 are true-positives (upper part of the figure, blue ring). The intersection of TargetScan, picTar, miRanda and RNA22 retrieves 40 targets, of which 3 are true positives (red square).